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Abstract—Previous studies have demonstrated that neural code
comprehension models are vulnerable to identifier naming. By
renaming as few as one identifier in the source code, the
models would output completely irrelevant results, indicating
that identifiers can be misleading for model prediction. However,
identifiers are not completely detrimental to code comprehension,
since the semantics of identifier names can be related to the
program semantics. Well exploiting the two opposite impacts of
identifiers is essential for enhancing the robustness and accuracy
of neural code comprehension, and still remains under-explored.
In this work, we propose to model the impact of identifiers
from a novel causal perspective, and propose a counterfactual
reasoning-based framework named CREAM. CREAM explicitly
captures the misleading information of identifiers through multi-
task learning in the training stage, and reduces the misleading
impact by counterfactual inference in the inference stage. We
evaluate CREAM on three popular neural code comprehension
tasks, including function naming, defect detection and code
classification. Experiment results show that CREAM not only
significantly outperforms baselines in terms of robustness (e.g.,
+37.9% on the function naming task at F1 score), but also achieve
improved results on the original datasets (e.g., +0.5% on the
function naming task at F1 score).

I. INTRODUCTION

With the rapid development of artificial intelligence tech-
niques, automated code comprehension has drawn more and
more attention in the software engineering community [1]–
[5]. Recently, many neural code comprehension models have
been proposed to learn the code semantics with deep neural
networks (DNNs), and achieved state-of-the-art performance
on various tasks, such as code summarization [3], [6], [7],
function naming [8]–[10], and defect detection [11]–[14].

Despite these success cases, recent studies [15], [16] show
that the neural code comprehension models are sensitive to
identifier naming. On the one hand, identifier names can be
misleading for model prediction [15], [17]–[19]. For example,
as illustrated in Figure 1 (a), given the original code snippet,
the popular function naming model NCS [20] correctly pre-
dicts the function name as “sort”. However, if the identifier
name “arr” is renamed to “f ”, the model outputs an irrelevant
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 1  public static void    (int[] arrf) {
 2      for (int i = 1; i < arrf.length; i++){
 3          int x = arrf[i];
 4          int j = i - 1;
 5          while (j >= 0 && arrf[j] > x) {
 6              arrf[j + 1] = arrf[j];
 7              j--;
 8          }
 9          arrf[j + 1] = x;
10      }
11  }

Ground Truth: sort

Prediction: open

(a) An example for illustrating that identifiers can be misleading
for neural code comprehension models. By changing the identifier
name “arr” to “f ”, the model outputs a wrong result.
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(b) Results illustrating that code abstraction leads to performance
drop on F1 score of the task.

Fig. 1: Illustration of the opposite impact of identifiers on the
function naming task.

function name “open”. On the other hand, identifier names
are not completely harmful to code comprehension and can
provide rich information about the code semantics [21]. As
shown in [17], [21], discarding identifier semantics results
in poor model performance. As illustrated in Figure 1 (b),
the code abstraction technique [21], [22], which renames all
the identifiers with placeholders (e.g., “VAR 0”), leads to an
obvious performance degradation on the prediction, showing
13.26% and 30.18% drop in terms of the F1 score for Java and
Python, respectively. Therefore, the robustness issue caused by
identifier names and their useful semantics are two sides of
the same coin. Properly leveraging the useful information and
alleviating the misleading impact of identifiers are essential for
building an accurate and robust code comprehension model,
which is a problem that remains under-explored.
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Fig. 2: Our causal view on the impact of identifiers in
neural code comprehension. The conventional model (a) and
counterfactual model (b) estimate the result of corresponding
question, respectively. Counterfactual inference (c) eliminates
the direct effect of identifiers, and gets more accurate and
robust prediction. The prediction results are from the example
in Figure 1 (a).

However, it is challenging to well balance the useful and
misleading impact of identifiers on the model performance.
The main challenge is that it is difficult to explicitly dis-
tinguish the two opposite impacts, the deep learning models
are black-box at this stage [23]. Besides, although producing
more training instances might be helpful, the process would
require non-trivial manual labeling efforts and extra training
costs [24], [25]. In this work, we aim at exploiting the impact
of identifiers without the cost of more training data.

Inspired by causal inference from the statistics field [26],
which has proven effective in analyzing opposite impacts in
fields such as psychology [27] and politics [28], we propose to
solve the problem from a causal view. Specifically, the impact
of the identifiers on model prediction can be divided into two
separate causal effects, direct effect and indirect effect. By
formulating the useful and misleading information as the direct
effect and indirect effect respectively, we propose to preserve
the useful information and mitigate the misleading impact of
identifiers names by counterfactual inference [29], [30], i.e.
subtracting the direct identifier effect from the total effect. As
illustrated in Figure 2 (a), conventional models perform pre-
diction by estimating the total effect of the input code snippet,
and thereby are sensitive to identifier names. From the causal
perspective, we first compute the direct effect of identifiers by
estimating “what the name of this function would be if only
its identifiers were given?”, as shown in Figure 2 (b). The
direct effect is then removed through counterfactual inference
for alleviating the misleading information of identifiers, as
depicted in Figure 2 (c).

In this work, we propose CREAM, a Counterfactual
REAsoning-based fraMework (CREAM) to exploit the impact

of identifiers in neural code comprehension. Specifically, in the
training stage, CREAM distinguishes and captures direct effect
and indirect effect by multi-task learning. In the inference
stage, CREAM eliminates the misleading impact by reducing
the direct identifier effect from the prediction. We evaluate the
performance of CREAM on three popular code comprehension
tasks, including function naming, software defect detection
and code classification. For each task, we choose no fewer than
three popular conventional models and enhance them with the
proposed framework CREAM. For evaluating the robustness
improvement brought by removing the misleading information
of identifiers, we establish a transformed test set for each
dataset by randomly substituting each identifier in the original
test set with another one in the dataset. Experimental results
demonstrate that the models equipped with CREAM not only
significantly improve robustness on the transformed test sets
but also achieve improved performance on the original test
sets. Specifically, CREAM improves the robustness of Code-
BERT on the transformed test set by 37.9%, 8.3% and 1.9%
on function naming, defect detection, and code classification
respectively; while on the original test set, CREAM achieves
an improvement of 0.5%, 0.9%, and 0.3% on function naming,
defect detection, and code classification respectively.

The main contributions of this paper are summarized as
follows:

1) To the best of our knowledge, we are the first to exploit
the two-sided impact of identifiers in neural code com-
prehension from a causal view.

2) We propose a novel counterfactual reasoning-based
framework CREAM for capturing the misleading infor-
mation of identifiers via multi-task learning, and mit-
igating the misleading information via counterfactual
inference.

3) Extensive experiments show that the proposed framework
CREAM is more robust to identifier renaming than con-
ventional models on various code comprehension tasks.
The removal of misleading impact also improves the
overall performance of CREAM on the original datasets.

II. PRELIMINARIES

In this section, we review the key concepts we used in causal
inference. In the following, we use the capital letter (e.g., T)
and lowercase letter (e.g., t) to denote a variable and a specific
value respectively.

Structural Causal Model. The Structural Causal Model
(SCM) [26], [31] reflects the causal relations between variables
through a directed acyclic graph G = {V,E}, where V
denotes the set of variables and E denotes the set of edges
that describe the direct causal relationship between variables.
These causal relationships can be further parameterized with
structural equation [32]. Figure 3 is a simple example of SCM
involving three variables, treatment variable medicine (M ),
mediator variable placebo effect (P ) and outcome variable
disease (D) [26]. Their causal relationships can be presented
as follows:

Pm = fP (M = m), (1)
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Fig. 3: An example of SCM. White and gray nodes denote the
variables are at the value of factual and counterfactual status
respectively. Counterfactual notations Dm,p, Dm∗,p, Dm,p∗

and Dm∗,p∗ are illustrated in the four graphs on the right.

Dm,p = fD(M = m,P = p), (2)

where fP and fD denote the structural equation of corre-
sponding variable, respectively. In this case, the causal effect
of medicine on disease exists in two paths. The first path M→
D denotes that medicine has a direct effect on disease through
the biological mechanism. The other path M→ P→ D shows
that taking medicines can also alleviate the disease through the
mediator, placebo effect. Thus when estimating to what extent
the medicine affects the disease through the placebo effect, we
need to exclude the bias caused by the biological mechanism
of medicine, i.e., M → D.

Counterfactual Inference. Counterfactual inference [26],
[31] is used to estimate for the same individual what the
outcome variable would be if the value of some variables were
different from the value we observed in the reality. As shown
in Figure 3, counterfactual inference can answer the following
question: whether the disease of the patient could be alleviated
if he didn’t receive the placebo effect but took medicines.
Specifically, it estimates the value of D when P receives
M = m through M → P , while D receives M = m∗ through
M → D. Here we use the asterisk notation to represent the
situation where the value of the node is muted from the reality,
e.g., p∗ denotes that the patient did not receive placebo effect.
This estimation can be achieved by using do(P = p∗):

Dm,p∗ = fD(M = m, do(P = p∗)), (3)

where do(·) operator denotes the intervention defined by
SCM [26], [33]. It forcibly substitutes p = fP (M = m)
with p∗ = fP (M = m∗) in the structural equation fD. Note
that do(P = p∗) does not affect the ascendant variable of
P , i.e., M retains its value m on the direct path M → D.
In clinical trials, it represents that the patient takes medicine
without being informed.

Causal effects. The causal effects measure to what extent
value change of the treatment variable (e.g., the value of
M change from m∗ to m) affects the value of the outcome
variable (e.g., D). For example in Figure 3, the total effect
(TE) [26] of M on D is defined as:

TE = Dm,p −Dm∗,p∗ , (4)

where Dm∗,p∗ denotes the situation that the patient neither
took medicines nor received the placebo effect. We can see
that TE calculates the causal effect of M to D from both the
direct causal path M→ D and the indirect causal path M→ P
→ D. For a detailed analysis, existing work often decomposes
TE into natural direct effect (NDE) and total indirect effect
(TIE) through TE = NDE+TIE [29], [34]. NDE represents the
value change of the outcome variable when value change of
the treatment variable only affects it through the direct path
M → D. Formally, NDE is defined as follows:

NDE = Dm,p∗ −Dm∗,p∗ , (5)

Accordingly, the TIE can be obtained by subtracting NDE
from TE:

TIE = TE −NDE = Dm,p −Dm,p∗ , (6)

TIE measures value change of the outcome variable when
value change of the treatment variable only affects it through
the indirect path M → P → D. Equipped with the above
causality concepts, we solve the problem of estimating the
influence of placebo effect via calculating TIE of M on D.

III. METHODOLOGY

In this section, we first present our causal view of the
prediction process for neural code comprehension models,
during which the impact of identifiers on the model prediction
is formulated with an SCM. Then we describe our proposed
CREAM framework for preserving the useful impact while
eliminating the misleading impact of identifiers.

A. A Causal View on Neural Code Comprehension

As shown in Figure 4 (a), we abstract the prediction process
of neural code comprehension by defining four variables: 1)
naming information T, which denotes the code tokens related
to identifier naming, i.e., user-defined identifiers; 2) non-
naming information F, which denotes the code properties
irrelevant to identifier naming, i.e., the code tokens other than
the identifiers; 3) combined knowledge K, which serves as
a mediator exploiting both the naming information and non-
naming information for model prediction; 4) model prediction
R, which denotes the prediction results of code comprehension
tasks, e.g., classification scores for code classification tasks.

Based on the above variable definitions and SCM introduced
in Section II, we formulate the causal structure of conventional
models, as illustrated in Figure 4 (a). The causal relationships
are shown as follows:

1) F → R represents the causal relationship from non-
naming information F to the model prediction R. For
the example shown in Figure 1 (a), the code structure
which contains two loops corresponds to the variable F .
Since the code structure is about data sorting-related swap
operations, it is helpful for predicting the function name
as “sort”. We regard this path as a “beneficial” path, since
the prediction based on only the non-naming information
is robust to identifier renaming.
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(b) The SCM of our counterfactual reasoning-based neural code
comprehension model.

Fig. 4: Illustration for the SCM of conventional neural code
comprehension model (a), and our counterfactual reasoning-
based neural code comprehension model (b).

2) T → R represents the causal relationship from naming
information T to the model prediction R, For the example
in Figure 1 (a), the identifier “f ” which corresponds to
variable T , misleads the model to predict “open” as
the function name. The possible reason of the wrong
prediction is that the identifier “f ” commonly appears
in the functions named “open” in the training set. For
example, in a Java function named “open”, “f ” is usu-
ally used as an abbreviation of a file handling object,
e.g., “File f = new File()”. The phenomenon is also
called spurious correlation [26] between identifiers and
prediction results. Since the spurious correlation will
mislead models’ understanding of the code semantics, we
regard this direct causal effect as the misleading impact
of identifiers.

3) F, T → K→ R represents the process that models predict
based on the combined knowledge K which exploits both
the naming information T and non-naming information
F . We also regard this path as a “beneficial” path since
it not only leverages the robust non-naming information
F and also the useful information in identifier names
T. Although identifier names are essentially irrelevant to
program behaviors, the semantics are helpful for accurate
code comprehension [17], [21]. The path represents that
we leverage the useful information of identifiers through
the combined knowledge K instead of completely dis-
carding the identifiers.

As shown in Figure 4 (a), conventional neural code com-
prehension models predict through the total effect, i.e., Rf,k,t

- Rf∗,k∗,t∗ , which integrates the direct effect from all the
three paths. In this way, the inclusion of the “bad” path
T → R will inevitably introduce the misleading impact of
identifiers to the prediction of conventional models. Thus, to
improve the robustness and accuracy of the models, the direct
effect of T → R from the total effect should be excluded

during model prediction. To achieve the goal, we introduce
the counterfactual reasoning-based neural code comprehension
model which estimates the causal effect of T and F on the
prediction R with direct effect T → R blocked, as shown
in Figure 4 (b). We describe how we implement the idea
and details of the proposed general framework CREAM for
eliminating the misleading impact of identifiers in the next
section.

B. Details of CREAM

In this section, we elaborate on the details of CREAM.
Figure 5 (a) and (b) illustrate the overall workflow of the
conventional model and the proposed CREAM, respectively.
For conventional models, the training and inference stages are
the same; while for CREAM, the calculation of classification
scores 1 in the training and inference stage are different.
Specifically, in the training stage, CREAM captures each
direct effect in SCM through multi-task learning; while in
the inference stage, it eliminates the misleading impact of
identifiers by counterfactual inference.

1) Task formulation: In this work, we broadly divide
neural code comprehension tasks into two paradigms, i.e.,
classification-based and generation-based. Considering that the
generation-based task can be viewed as a successive classifi-
cation task, where the models output classification scores over
the vocabulary at each time step, we unify the workflow of
the neural code comprehension tasks as follows. Assume that
we have a source code database X = {x1, x2, ..., xn} and
corresponding ground truth Y = {y1, y2, ..., yn}, where n is
the number of training data and yj is a class label or target
sequence of the j-th training instance for classification and
generation task, respectively. In the training stage, our goal is
to train a neural model F to minimize the prediction error on
the training set. Formally, F can be formulated as:

F̄ = arg min
F

∑
(x,y)∈{X,Y }

L(F(x), y), (7)

where L(·) denotes the loss function such as cross entropy
and F can be a large variety of existing neural models such as
Long Short-Term Memory (LSTM) [37] and Transformer [38].
In the inference stage, given a sample x′ in the test set, the
model first calculates the classification score, i.e., Z and Z ′r for
the conventional model and CREAM, respectively (as shown
in Figure 5). Following the widely-used greedy search strategy,
the class with the highest classification score is selected as
prediction result:

yr = arg max
c

(z′), (8)

where c is the set of candidate classes and yr is the prediction
result.

1It is also called logits in many machine learning papers [35], [36].
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Fig. 5: The overall workflow of conventional neural code comprehension model (a) and CREAM (b). The basic model in (a)
and (b) denotes the conventional code comprehension models.

2) Framework Design: As shown in Figure 5 (b), our
proposed CREAM framework follows the SCM illustrated in
Section III-A. Specifically, we distinguish the three causal
paths including F → R, K → R and T → R by designing
three branches in CREAM, i.e., non-naming branch, combined
branch, and naming branch, respectively. To avoid increasing
the model size, the parameters of the basic models for the three
branches are shared. CREAM first parses the input source
code into three types of input, including non-naming input f ,
combined input k, and naming input t for the three branches,
respectively. CREAM then estimates the direct causal effect
of each path by calculating the classification score for each
branch based on the basic model, formulated as:

Zf = F(f), Zk = F(k), Zt = F(t). (9)

To obtain the total effect of the input code on prediction,
we combine the direct causal effect from three branches and
fuse their outputs into the final classification score Zr which
is corresponding to the variable R in SCM. Here we compute
Zr by an averagely weighted method

Zr =
1

3
(Zf + Zk + Zt), (10)

According to the definition of structural equation in Section II,
the fusion method also indicates that the structural equation
of the variable R is parameterized as follows:

Rf,k,t =
1

3
(F(f) + F(k) + F(t)). (11)

Based on the above framework design of CREAM, we intro-
duce the computation process which includes two stages, i.e.,

training stage and inference stage. The details are illustrated
in Algorithm 1.

Multi-task Training: In the training stage, CREAM needs
to realize multiple goals: 1) to accurately estimate the total
effect of source code on prediction results; and 2) to capture
the direct effect of each path and distinguish it from total
effect. To achieve the goals, we adopt the multi-task learning
strategy [30], [39] for model training:

Lf = L(Zf , y), Lr = L(Zr, y), Lt = L(Zt, y), (12)

Ltotal = Lf + Lr + Lt, (13)

Here, Lr is used to train the model for accurately estimating
the total effect (i.e., the first goal); while Lf and Lt are
involved to capture the direct effect and distinguish it from the
total effect (i.e., the second goal). Besides, to simultaneously
capture the direct effect and distinguish it from total effect,
we also adopt the deferred training strategy [40]. Specifically,
we first train the three branches separately to well capture
each direct effect, and then fuse their classification scores after
Ifusion iterations (Lines 4-7 of the multi-task training stage
in Algorithm 1).

Counterfactual Inference: As illustrated in Section III-A,
the key to eliminate the misleading impact of identifiers is
to remove the direct effect T → R from the total effect. To
this end, during the inference stage, CREAM first estimates
the total effect of the input code on model prediction R as
follows:

TE = Rf,k,t −Rf∗,k∗,t∗ , (14)
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where f∗, k∗ and t∗ denote the corresponding empty input.
Following [29], [30], we set the classification score to a uni-
form distribution (i.e., the classification scores for all classes
are the same) if the input is empty, which is formulated as:

F(f∗) = F(k∗) = F(t∗) = u (15)

where u is the classification score under uniform distribution.
Then CREAM estimates the misleading impact by calculating
the natural direct effect of identifier names on model predic-
tion, i.e., the direct effect of T = t on prediction R under the
situation F = f∗ and K = k∗:

NDE = Rf∗,k∗,t −Rf∗,k∗,t. (16)

We finally eliminate the misleading impact by subtracting the
natural direct effect from the total effect. We propose to control
the degree of elimination by involving a hyper-parameter α,
defined as:

TE − α ∗NDE ∝ Rf,k,t − α ∗Rf∗,k∗,t, (17)

where α ranges from 0 to 1. By omitting the constant, the
final classification score Z ′r is calculated as follows:

Z ′r = Rf,k,t − α ∗Rf∗,k∗,t∗

=
1

3
(F(f) + F(k) + F(t))− α

3
(F(f∗) + F(k∗) + F(t))

=
1

3
(F(f) + F(k) + F(t))− α

3
(u+ u+ F(t))

∝ F(f) + F(k) + (1− α) ∗ F(t)

= Zf + Zk + (1− α) ∗ Zt.
(18)

IV. EXPERIMENTAL SETUP

In this section, we detail the experimental settings for the
three popular code comprehension tasks including function
naming, defect detection and code classification, which have
been active areas of software engineering research for years.

A. Evaluation Tasks

1) Function naming: Function naming aims to automati-
cally generate a meaningful and succinct name for a function.
In software industry, it can help engineers correct the incon-
sistent method and API name for program readability and
maintainability [10], [41], [42]. In this work, we formulate
it as a generation task with the greedy search strategy and
cross-entropy loss function.

2) Defect detection: Given a code snippet, defect detection
aims to identify whether a given code snippet is vulnerable,
which is crucial to defend a software system from cyberat-
tack [11], [12]. In the previous work, it is formulated as a
binary classification task and generally uses the binary cross-
entropy [43] as the loss function.

3) Code classification: Code classification is the task of
classifying a code snippet by its functionality, which is helpful
for program comprehension and maintenance [1], [44]. It is
formulated as a multi-class classification task and utilizes
cross-entropy as the loss function.

Algorithm 1 Algorithm of CREAM framework

Input: training set {Xtrain, Ytrain}, test set {Xtest}, fusion
iteration threshold Ifusion, total iteration I

Output: neural model F , prediction result yr
Multi-task Training:

1: for i ∈ {1, ..., I} do
2: Extract f , t, k from Xtrain

3: Zf = F(f ), Zt = F(t), Zk = F(k)
4: if i¡Ifusion then
5: Zr = Zk

6: else
7: Zr = 1

3 (Zf+Zk+Zt)
8: end if
9: Calculating Lr, Lt, Lf with Ytrain

10: Update model F with Ltotal = Lr+Lt+Lf

11: end for
12: return model F

Counterfactual Inference:
1: Extract f , t, k from Xtest

2: Zf = F(f ), Zt = F(t), Zk = F(k)
3: Zr = Zf + Zk + (1− α) ∗ Zt

4: yr = arg max(Zr)
5: return Prediction result yr

B. Baselines

1) Function naming: For function naming, we adopt three
well-known code-to-text models for evaluation. CodeNN [6]
is a classical sequence-to-sequence model which generates
source code summaries with an LSTM network and attention
mechanism. NCS [20] is a recent state-of-art-model on code
summarization. CodeBERT [45] is a widely-used pre-trained
model for source code. We fine-tune CodeBERT with the
pre-trained encoder with an additional decoder training from
scratch.

2) Defect detection: For defect detection, we follow the
popular benchmark CodeXGLUE [46] and adopt the following
models. TextCNN [47] and BiLSTM Att [37] are two widely
used methods for text classification in NLP. Here, BiLSTM
Att is the combination of BiLSTM and attention mecha-
nism [48]. Many defect detection works [49], [50] employ
them for model construction. Devign [11] is proposed to
learn the various vulnerability characteristics with a composite
code property graph and graph neural network. We also use
CodeBERT as the basic model since it has shown promising
results on defect detection [46].

3) Code classification: We adopt three representative works
in this field as the basic model for CREAM. TBCNN [44] is
a classical code classification model which captures structural
information of the Abstract Syntax Tree (AST) with a tree-
based convolution neural network. ASTNN [11] learns the
code representation by splitting the large AST into a sequence
of small statement trees. We also involve the pre-trained model
CodeBERT for evaluation.
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TABLE I: Statistics of the benchmark datasets.

Datasets Train Validation Test
CSN-Java 164,923 5,183 10,955
CSN-Python 251,820 13,914 14,014
CSN-Go 167,288 7,325 8,122
CSN-PHP 241,241 12,982 14,014
CSN-Ruby 24,927 1,400 1,261
CSN-JavaScript 38,499 2,745 2,232
Defect Detection 21,854 2,732 2,732
Code Classification 31,200 10,400 10,400

C. Datasets and Metrics

1) Function naming: For function naming, we use the
widely used CodeSearchNet (CSN) [51] dataset which con-
tains six programming languages including Java, Python, Go,
PHP, JavaScript and Ruby. Specifically, we use the cleaned
dataset which is pre-processed and open sourced in Code-
BERT [45]. For JavaScript, we further filter the samples
without a function name. To measure the similarity between
generated function names and the reference names, we employ
the standard metrics including Precision, Recall and F1.

2) Defect detection: We use the defect detection dataset
released by Devign [11]. The dataset contains 27,318 C code
snippets collected from the QEMU and FFmpeg projects. As
for the dataset split, we use the benchmark open sourced by
CodeXGLUE [46], in which the dataset is split into training
set, validation set and test set in a proportion of 8:1:1.
Following [11], [52], we use accuracy as the evaluation metric.

3) Code classification: For code classification, we use the
POJ dataset [44] which contains 52,000 code snippets of C
language with 104 classes. It is collected from Online Judge
(OJ) and code snippets in the same class are used to solve the
same programming problem. We follow ASTNN [11] to split
the dataset into training set, validation set and test set in a
proportion of 3:1:1. We follow previous work [1], [44] in this
field and use accuracy as the evaluation metric.

We list the statistics of the benchmark datasets in Ta-
ble I. When evaluating the robustness, we follow previous
work [53]–[55] and validate whether the model can output the
same results under semantic-preserving code transformations,
i.e., identifier renaming. Therefore we also create a trans-
formed test set for each dataset. Specifically, following the
procedure in previous work [53]–[55], we randomly substitute
the identifier names in the test set with another identifier name
that appeared in the dataset.

D. Implementation Details

During the experiment, we reproduce each model either
directly using the code released by the author or strictly
following the steps described in their paper2. For a fair
comparison, we make sure that the hyperparameters such as
training epochs and learning rate for models with and without
CREAM are exactly the same. The value of α in Equ. (17) is
set as 0.4, 0.5, 0.6, 0.7 or 0.8 for different datasets. The Ifusion

2For the baseline Devign in the defect detection, we reproduce the method
based on the re-implementation code in [56] due to the lack of original code.

is set as 10% of total training iterations. We will discuss how
we select parameters for each dataset in Section V-D.

When applying CREAM to each baseline, we parse the
source code into three sequences (Figure 5) for the models
that treat source code as plain text (e.g., NCS and CodeBERT)
for the function naming task. For models that treat the source
code as a tree [1] or graph [11], we divide the tree or graph
into two parts which contain the nodes with and without the
naming information, respectively. To extract the identifiers in
source code, we first parse the code into AST with tree-sitter3,
and filter the leaf node according to its type and the type of its
parent. For example, we extract the identifiers for C/C++ by
selecting the leaf node whose type is “identifier” and parent’s
type is not “call expression”.

All the experiments are conducted on a server with 4 Nvidia
Tesla V100 GPUs and 32 GB graphic memory. We run each
baseline and CREAM three times and report the best results.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of CREAM by
answering the following research questions:

RQ1: Does CREAM improve the robustness of existing
models?

RQ2: Is CREAM beneficial for improving the accuracy of
existing models?

RQ3: What is the impact of multi-task learning and coun-
terfactual inference on the performance of CREAM?

RQ4: How do different parameter settings affect the perfor-
mance of CREAM?

A. RQ1: Evaluation on the Robustness of CREAM

We evaluate the robustness of CREAM on the transformed
datasets for the three tasks, with results illustrated in Table II-
IV, respectively. Due to the page limit, we only present the
F1 scores of different models for the function naming task in
Table II. The scores for the precision and recall metrics are
presented on the GitHub repository.4. Based on the results, we
have the following observations:

Conventional models are not robust to identifier naming.
By comparing the results of conventional models on the
original test set and transformed test set, we find that identifier
renaming leads to significant performance degradation on the
three tasks. For example, the average performance of the
models for function naming, defect detection, and code clas-
sification drop by 55.4%, 8.9% and 12.3%, respectively. The
results indicate that conventional neural code comprehension
models are easily misled by identifier names.

CREAM consistently and significantly improves the
model robustness. As can be seen in Table II-IV, CREAM
consistently outperforms the conventional models on all the
task datasets, demonstrating its capability and generalizability
in improving the robustness of neural code comprehension
models. Besides, the improvement over the conventional mod-
els is substantial, for example, for function naming CREAM

3https://github.com/tree-sitter/tree-sitter
4https://github.com/ReliableCoding/CREAM
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TABLE II: Experimental results (F1 score) on function naming. Percentages listed within parantheses are computed improvement
or reduction in F1 score as compared with the results of the corresponding basic model. “*” denotes statistical significance in
comparison to the baselines (i.e., two-sided t-test with p-value < 0.05)

Approach Java Python JavaScript PHP Go Ruby Average
Transformed test set

CodeNN 23.05 4.00 4.72 17.61 17.79 5.98 12.19
+CREAM 28.35(↑22.99%)∗ 5.44(↑36.00%)∗ 6.00(↑27.12%)∗ 22.44(↑27.43%)∗ 24.91(↑40.02%)∗ 7.25(↑21.24%)∗ 15.73(↑29.04%)
NCS 21.61 3.65 3.32 17.56 21.68 5.70 12.25
+CREAM 27.28(↑26.24%)∗ 4.67(↑27.95%)∗ 7.20(↑116.87%)∗ 24.38(↑38.84%)∗ 27.33(↑26.06%)∗ 10.47(↑83.68%)∗ 16.89(↑37.88%)
CodeBERT 25.90 5.05 4.61 23.43 27.72 20.72 17.91
+CREAM 36.72(↑41.78%)∗ 7.29(↑44.36%)∗ 10.54(↑128.63%)∗ 35.80(↑52.80%)∗ 38.62(↑39.32%)∗ 27.49(↑32.67%)∗ 26.08(↑45.62%)

Original test set
CodeNN 33.18 22.64 14.40 36.83 34.64 12.24 25.66
+CREAM 33.69(↑1.54%)∗ 22.69(↑0.22%) 14.16(↓1.67%) 36.87(↑0.11%) 34.79(↑0.43%) 12.36(↑0.98%) 25.76(↑0.39%)
NCS 35.07 25.68 16.31 40.19 40.52 12.93 28.45
+CREAM 35.63(↑1.59%)∗ 25.40(↓1.09%) 16.46(↑0.92%) 40.25(↑0.04%) 40.21(↓0.77%) 13.64(↑5.5%)∗ 28.60(↑0.53%)
CodeBERT 46.38 37.64 29.55 49.36 49.88 32.04 40.81
+CREAM 47.04(↑1.42%)∗ 37.66(↑0.05%) 27.11(↓8.26%) 50.35(↑2.01%)∗ 50.28(↑0.80%)∗ 30.49(↓4.84%) 40.49(↓0.78%)

TABLE III: Experimental results (accuracy) on defect detec-
tion. “*” denotes statistical significance in comparison to the
baselines (i.e., two-sided t-test with p-value < 0.05)

Approach Original test set Transformed test set
TextCNN 58.57 54.36
+CREAM 59.96(↑2.37%) 55.78(↑2.61%)
BiLSTM Att 62.08 54.90
+CREAM 62.34(↑0.42%) 56.55(↑3.01%)
Devign 55.77 52.03
+CREAM 56.74(↑1.74%) 53.98(↑3.75%)
CodeBERT 63.47 57.24
+CREAM 64.05(↑0.91%) 62.01(↑8.33%)∗

TABLE IV: Experimental results (accuracy) on code classi-
fication. “*” denotes statistical significance in comparison to
the baselines (i.e., two-sided t-test with p-value < 0.05)

Approach Original test set Transformed test set
TBCNN 96.76 68.45
+CREAM 97.00(↑0.24%) 83.08(↑21.37%)∗

ASTNN 98.04 89.43
+CREAM 98.18(↑0.14%) 96.06(↑7.41%)∗

CodeBERT 97.96 95.76
+CREAM 98.28(↑0.33%) 97.56(↑1.88%)∗

improves the performance of CodeNN, NCS and CodeE-
BRT on the transformed test set by 29.0%, 37.9%, and
45.6%, respectively; for defect detection and code classifica-
tion CREAM also improves the performance of CodeBERT
on the transformed test set by 8.3% and 1.9%, respectively.
The results suggest that CREAM can eliminate the misleading
impact of identifiers, enabling the models reliable to identifier
renaming.

The robustness improvement on smaller datasets are
more obvious. As shown in Table II, by analyzing the results
on the datasets with different sizes for the function naming
task, we find that CREAM achieves higher improvement on
the smaller datasets. For example, CREAM boosts NCS by
116.9% and 83.7% on JavaScript and Ruby, respectively.
This may be attributed to that neural models are prone to
overfitting on datasets with small sizes [57], [58], thus the
direct misleading information is prominent. Our proposed

CREAM can render the models less affected by identifier
names especially on small datasets.

B. RQ2: Performance Evaluation

In this section, we evaluate the accuracy of CREAM on the
code comprehension tasks. From Table II-IV, we observe that
CREAM improves the performance of conventional models in
most cases.

Function Naming. As shown in Table II, we find that
CREAM improves the performance of each basic model in a
vast majority of cases. Specifically, the average improvement
of CREAM over CodeNN and NCS is 0.4% and 0.5%,
respectively, regarding the F1 score. Although the averaged
F1 score for CodeBERT+CREAM drops slightly, the perfor-
mance on most languages still increases. The results show the
effectiveness of CREAM on function naming.

Defect Detection. As shown in Table III, we can observe
that CREAM improves the accuracy of all the basic models
with an average improvement of 1.4%. Specifically, Code-
BERT+CREAM and Devign+CREAM outperform their cor-
responding baselines by 0.9% and 1.7%, respectively, which
indicates that CREAM can facilitate conventional models to
capture the patterns of vulnerable code snippets.

Code Classification. As shown in Table IV, we can ob-
serve a consistent improvement of CREAM on different basic
models. For example, although the performance of ASTNN
and CodeBERT are strong enough, i.e., achieving 98.04%
and 97.96% accuracy, respectively, CREAM can further boost
them by 0.1% and 0.3%, respectively. This indicates that
CREAM is also effective to comprehend the code function-
ality.

C. RQ3: Ablation Study

We further perform ablation studies to verify the effective-
ness of two key stages in CREAM, i.e., multi-task learning and
counterfactual inference. We select CodeBERT as the basic
model, since it is used for evaluation on all the tasks. For
function naming, we use the PHP dataset for evaluation.

Multi-task learning: Lf and Lt are introduced to dis-
tinguish the direct causal effect from the total effect. From
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TABLE V: Ablation study. Best and second best results are marked in bold and underline respectively.

Approach Function Naming (F1) Defect Detection (accuracy) Code Classification (accuracy)
Original Transformed Original Transformed Original Transformed

CodeBERT 49.36 23.43 63.47 57.24 97.96 95.76
+CREAM 50.35 35.80 64.05 62.01 98.28 97.56
-w/o Lf 49.67 32.80 64.20 58.38 98.12 89.90
-w/o Lt 49.79 36.68 63.65 61.42 98.16 98.02
-w/o Lt and Lf 48.69 34.52 63.69 59.08 97.74 96.81
-w/o Counterfactual Inference 50.16 31.26 63.87 61.31 98.36 97.18
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Fig. 6: Parameter analysis on α and Ifusion. If is the abbreviation of Ifusion. The vertical axis means the F1 score, accuracy
and accuracy for function naming, defect detection and code classification respectively. The left and right vertical axes indicate
results on the original and transformed dataset, respectively.

Table V, we can observe that models without them suffer
from different degree of performance loss on the original test
set or transformed test set. Specifically, removing Lf leads
to a significant decrease on the transformed test set, with the
decrease rate at 8.4%, 5.9% and 7.9% for function naming,
defect detection and code classification, respectively; while
without Lt, the framework performance drops consistently on
the original test set. This indicates that removing Lf prevents
the model from fully capturing the misleading information,
which is harmful to model robustness; while removing Lt

makes the model unable to distinguish T→ R and K→ R well,
resulting in poorly exploiting the beneficial knowledge brought
by K→ R. Moreover, removing both Lf and Lt leads to worse
performance, e.g., a drop of 3.3% and 3.6% on the original
and transformed test set of function naming, respectively.

Counterfactual inference: We validate the effectiveness of
counterfactual inference by setting α in Equ. (11) to zero.
As shown in the last row in Table V, without counterfactual
inference, the framework’s performance decreases on all tasks
except a slightly improvement on the original test set for code
classification. Specifically, the performance on the transformed
test set drop by 12.7%, 1.1%, and 0.4% on function naming,
defect detection and code classification, respectively. The

results show that the removal of misleading information by
counterfactual inference improves the robustness of CREAM.

D. RQ4: Parameter Analysis

In this section, we analyze how the two key hyper-
parameters α and Ifusion affect the performance of CREAM.
Due to the page limitation, in figure 6, we only present the
experimental results with CodeBERT on the Go and PHP
dataset, TextCNN and ASTNN as basic models for function
naming, defect detection, and code classification, respectively.
The results on other language and basic models are presented
on our GitHub repository.5

The parameter α. As shown in Figure 6 (a), (b), (c) and
(d), the model performance shows similar trend along with
the increase of α on the original dataset for all the tasks.
CREAM’ performance first increases and achieves its peak,
and then descends obviously with a larger α. The optimal α
value is around 0.6 for the tasks. However, for the transformed
dataset, the performance increases monotonically as α grows
from 0 to 1. Recall that α in Equ. (17) is designed to control
the degree of eliminating the misleading impact of identifiers,
and a larger α will remove more misleading impact of the

5https://github.com/ReliableCoding/CREAM
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identifiers. Since the misleading impact in the transformed
dataset is more serious than that in the original dataset, a larger
α in the transformed dataset is more appreciated. During the
experimentation, to balance the performance of CREAM on
both original and transformed datasets, we choose the value
of α from the set {0.4, 0.5, 0.6, 0.7, 0.8}. Specifically, we test
the model with α set from 0.4 to 0.8, and select the α with
best robustness under the condition that the performance on
the original dataset is not sacrificed too much.

The parameter Ifusion. We study the effect of Ifusion, as
introduced in Section III-B2, by varying it from 0% to 30%
of the total training iterations for the tasks. From Figure 6 (e),
(f), (g) and (h), we can observe that involving Ifusion benefits
the performance on both original and transformed datasets for
all the tasks. However, for function naming, we also observe
that the F1 score when Ifusion is set as 30% on the original
dataset is lower than that when Ifusion is set as zero. This
may be attributed to that models need more training epochs to
well distinguish T→ R and K→ R for the complex generation
task. In this work, we set Ifusion as 10% of the total training
iterations due to the relatively better results on all tasks.

VI. DISCUSSION

A. Why Counterfactual Inference Helps?

In this section, we provide another Bayesian perspective to
understand how CREAM eliminates the misleading impact of
identifiers through counterfactual inference. We use pt(x, y)
and ps(x, y) to denote the data distributions of the training
set and test set, respectively. We focus on the common
classification tasks [44], [47] which normalize classification
scores with the softmax function. Based on Bayes’ theorem,
the posterior on the training and test set can be expressed as
follows:

pt(y|x) =
pt(y)pt(x|y)∑
y pt(y)pt(x|y)

, (19)

ps(y|x) =
ps(y)ps(x|y)∑
y ps(y)ps(x|y)

, (20)

where p(.) is parameterized by a neural network. Our goal is to
learn a set of parameters from training set, which is expected
to estimate the posterior of test set well. Formally, given a
sample x′ in test set, we estimate its posterior by:

p̄(y|x′) =
pt(y)pt(x

′|y)∑
y pt(y)pt(x

′|y)
=

ez
′∑
ez
′ , (21)

where z′ is the classification score for x′. Under random data
split, we can assume that the prior on training and test set are
the same, i.e. pt(y) = ps(y). However, in practice, we cannot
ensure that the likelihood on training set pt(x|y) is the same
as that on test set ps(x|y) [59], [60]. For example, with respect
to defect detection, if functions that contain the identifier
“ss” are all labeled as vulnerable code in the training set,
model will learn a higher vulnerable likelihood for the function
with “ss”, i.e., pt(ss|vulnerable) > pt(ss|invulnerable).

TABLE VI: Comparison results of attack success rates on
attacking CodeBERT and CodeBERT+CREAM. MHM-NS
denotes MHM attack with natural substitution [61].

Approach Model Defect detection Code classification

ALERT CodeBERT 53.97 46.43
+CREAM 24.62(↓54.38%) 20.77(↓55.27%)

MHM-NS CodeBERT 33.27 4.15
+CREAM 17.32(↓48.21%) 1.21(↓70.84%)

Thus, conventional models that directly predict based on the
likelihood learned on the training set may be misled, since the
identifier “ss” is irrelevant to the vulnerability of the function.
Different from conventional models, our framework adaptively
estimates and subtracts the misleading impact of identifiers
from the classification score in the inference stage:

ez
′−fz′∑

z e
z′−fz′

=
pt(y)pt(x

′|y)βy∑
y pt(y)pt(x

′|y)βy
(22)

where fz′ is corresponding to α ∗Rf,k∗,t∗ in Equ. (17). Here,
the stronger the correlation between the identifiers in x′ and
y, the larger (smaller) the value of fz′ (βy) will be. This
indicates that CREAM eliminates the misleading impact of
identifiers by rectifying the incorrect estimation of likelihood
learned from the training set. In this work, we mainly focus
on the misleading information caused by identifiers, and will
explore other potential misleading sources in future work.

B. Performance under adversarial attacks

In this section, we follow previous work [61]–[63] and
further evaluate the robustness improvement of CREAM by
adversarial attack. Specifically, we experiment with Code-
BERT on defect detection and code classification since it show
the best performance on both tasks. For adversarial attack
methods, we select two state-of-the-art black-box methods
ALERT [61] and MHM [16] with natural substitution [61]. We
evaluate the robustness of model by the widely-used Attack
Success Rates (ASR) metric [61], [63], [64], which measures
the fraction of samples that can be attacked among all of
the test samples. A higher ASR indicates that a model is
more vulnerable to adversarial attack. From Table VI, we can
observe that CREAM consistently improves the robustness of
CodeBERT on both tasks under both attack approaches. For
example, CREAM reduces 54.38% and 55.27% possibility
of being attacked by ALERT on defect detection and code
classification, respectively. This indicates that CREAM can
also effectively improve the robustness of neural code compre-
hension models under adversarial attacks. We will experiment
with more basic models and adversarial attack methods in our
future work.

C. Threats to Validity

We identify three main treats to validity of our study:
1) The selection of code comprehension tasks. In this

work, we select three popular code comprehension tasks
to evaluate CREAM, including function naming, de-
fect detection and code classification. Although CREAM
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shows superior performance on these tasks, other tasks
such as code search [4], [5] and code summarization [6],
[7], [65] are also important and not involved in our
experiment. In the future, we will validate CREAM on
more code comprehension tasks.

2) The selection of basic models. For each task, we select
at least three basic models to validate the effectiveness of
CREAM. The selected basic models are representative of
the corresponding task. To comprehensively evaluate the
performance of CREAM, more basic models should be
considered. In the future, we will experiment with more
basic models to evaluate the generality of CREAM.

3) The selection of datasets. For each task, we select one
popular dataset for evaluation. However, there are other
datasets such as [66] for function naming. In the future,
we will conduct experiments on more datasets.

4) Comparison to ensemble techniques. CREAM aggre-
gates the prediction from three branches with different
inputs, which can also be framed as ensemble learning.
There is thus a threat that some simple ensemble learning
methods can also improve the model’s performance. In
the future, we will compare CREAM with other ensem-
ble techniques to validate the benefits of counterfactual
reasoning.

VII. RELATED WORK

A. Code Comprehension

In this section, we focus on deep-learning-based methods
on three tasks that are covered in our work including function
naming, defect detection and code classification. Besides, the
related work on pre-trained models for code are also discussed.

Function Naming: Alon et al. [8] present Code2seq that
represents the code snippets by sampling certain paths from the
ASTs. Another work proposed by Zügner et al. [9] focuses on
multilingual code summarization and proposes to build upon
language-agnostic features such as source code and AST-based
features. A recent work [67] propose to encodes tree paths into
transformer.

Defect Detection: Russell et al. [50] empirically eval-
uate the ML techniques on defect detection and find that
TextCNN with an ensemble tree algorithm achieves the best
performance. Another work [49] proposes the first deep
learning-based vulnerability detection system VulDeePecker.
Devign [11] is proposed to learn the various vulnerability
characteristics with a composite code property graph and graph
neural network.

Code classification: TBCNN [44] is a classical code
classification model which captures structural information of
the AST with a tree-based convolutional neural network.
ASTNN [11] learns the code representation by splitting the
large AST into a sequence of small statement trees. Another
recent work [68] propose to capture the tree structure of code
with a capsule network.

Pre-trained models for code: Recently, a number of pre-
trained models for source code have been proposed [45], [52],
[69]. CodeBERT [45] is an encoder-only pre-trained model

based on Masked language modeling and replaced token de-
tection. GraphCodeBERT [69] further leverage code structure
information by data flow graph. Another recent work [70]
proposes a sequence-to-sequence pre-trained model with the
encoder-decoder architecture.

B. Causal Inference

Causal inference has attracted increasing attention in fields
including computer vision [29], [71], natural language process-
ing [72], [73] and recommendation [30], [39]. The general
purpose of causal inference is to help model pursue causal
effect rather than correlation effect. Niu et al. [29] propose
a counterfactual framework to remove the language bias in
visual question answering. In recommendation, [39] and [30]
also employ similar methods to eliminate the popularity bias.
Some works [74], [75] also consider to build the causal graph
from data generation view and remove the confounder with
back-door adjustment. In text classification, some works [72],
[76] focus on alleviate the spurious correlation by generating
counterfactual samples. Different from the above studies,
we are devoted to extracting and eliminating the misleading
impact of identifiers in neural code models. To the best of our
knowledge, we are the first to introduce the causal inference
into neural code comprehension.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we present CREAM, a counterfactual
reasoning-based framework to eliminate the misleading impact
of identifiers in neural code comprehension. CREAM captures
the misleading information in the training stage through multi-
task learning and reduces it by counterfactual inference in the
inference stage. CREAM is flexible and easy to be applied
to various tasks and basic models. The evaluation on three
popular tasks demonstrates the effectiveness of CREAM on
original test sets and its robustness to identifier renaming. In
the future, we will explore to apply more causal inference
techniques to solve the challenges in code intelligence tasks.

Data availability: The implementation repository of
this work is publicly available at https://github.com/
ReliableCoding/CREAM.
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