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Convolutional Neural Network




amazon
N

Optimization

« Optimization in existing work mostly focus on single operator acceleration.
« We consider tensor-level and graph-level joint optimization.
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Performance

Our solution (NeoCPU) achieved competitive performance %é;%}
and scalability across various of cloud and edge CPUs. —
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