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Limitations of GNNs Beyond Homophily

Observation: In heterophily, existing methods have worse 
classification accuracy than graph-agnostic MLP. 
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Task: semi-supervised node classification with node 
features

Problem: many popular GNN models (e.g. GCN) rely on 
assumed homophily and fail to generalize in heterophily. 
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Effective Designs for GNNs in Heterophily
Design D1: Model the of ego- and neighbor-embeddings distinctly (per layer).
• In heterophily, neighbors may have information complementary to ego. 

Design D2: Leverage representations of neighbors at different hops distinctly (per layer).
• Under heterophily, higher-order neighborhoods may still show homophily. 

Design D3: Leverage the intermediate representations distinctly (at the final layer).
• Information with different locality contains different frequency components.
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Theorems & Code

Synthetic Benchmarks
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Table 3: Statistics for Synthetic Datasets
Benchmark Name #Nodes |V| #Edges |E| #Classes |Y| #Features F Homophily h #Graphs

syn-cora 1, 490 2, 965 to 2, 968 5 cora [25, 35] [0, 0.1, . . . , 1] 33 (3 per h)
syn-products 10, 000 59, 640 to 59, 648 10 ogbn-products [10] [0, 0.1, . . . , 1] 33 (3 per h)

5.1 Evaluation on Synthetic Benchmarks

Synthetic datasets & setup We generate synthetic graphs with various homophily ratios h (cf.
table below) by adopting an approach similar to [12]. In App. G, we describe the data generation
process, the experimental setup, and the data statistics in detail. All methods share the same training,
validation and test splits (25%, 25%, 50% per class), and we report the average accuracy and standard
deviation (stdev) over three generated graphs per heterophily level and benchmark dataset.
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(a) syn-cora (Table G.2)

0 0.2 0.4 0.6 0.8 1

0.5

0.6

0.7

0.8

0.9

1

H2GCN-2

H2GCN-1

GCN-Cheby

GraphSAGE

GCN

MLP

h

T
e

s
t 
A

c
c
u

ra
c
y

(b) syn-products (Table G.3). GAT
out of memory; MixHop acc < 30%.

Figure 2: Performance of GNN mod-
els on synthetic datasets. H2GCN-
2 outperforms baseline models in
most heterophily settings, while ty-
ing with other models in homophily.

Model comparison Figure 2 shows the mean test accuracy
(and stdev) over all random splits of our synthetic benchmarks.
We observe similar trends on both benchmarks: H2GCN has
the best trend overall, outperforming the baseline models in
most heterophily settings, while tying with other models in
homophily. The performance of GCN, GAT and MixHop,
which mix the ego- and neighbor-embeddings, increases with
respect to the homophily level. But, while they achieve near-
perfect accuracy under strong homophily (h ! 1), they are
significantly less accurate than MLP (near-flat performance
curve as it is graph-agnostic) for many heterophily settings.
GraphSAGE and GCN-Cheby, which leverage some of the
identified designs D1-D3 (Table 2, § 3), are more competitive
in such settings. We note that all the methods—except GCN
and GAT—learn more effectively under perfect heterophily
(h=0) than weaker settings (e.g., h 2 [0.1, 0.3]), as evidenced
by the J-shaped performance curves in low-homophily ranges.

Significance of design choices Using syn-products, we
show the significance of designs D1-D3 (§ 3.1) through abla-
tion studies with variants of H2GCN (Fig. 3, Table G.4).

(D1) Ego- and Neighbor-embedding Separation. We con-
sider H2GCN-1 variants that separate the ego- and neighbor-
embeddings and model: (S0) neighborhoods N̄1 and N̄2 (i.e.,
H2GCN-1); (S1) only the 1-hop neighborhood N̄1 in Eq. (5);
and their counterparts that do not separate the two embeddings
and use: (NS0) neighborhoods N1 and N2 (including v); and
(NS1) only the 1-hop neighborhood N1. In Fig. 3a, we see that the two variants that learn separate
embedding functions significantly outperform the others (NS0/1) in heterophily settings (h < 0.7)
by up to 40%, which shows that design D1 is critical for success in heterophily. Vanilla H2GCN-1
(S0) performs best for all homophily levels.

(D2) Higher-order Neighborhoods. For this design, we consider three variants of H2GCN-1 without
specific neighborhoods: (N0) without the 0-hop neighborhood N0(v) = v (i.e, the ego-embedding)
(N1) without N̄1(v); and (N2) without N̄2(v). Figure 3b shows that H2GCN-1 consistently performs
better than all the variants, indicating that combining all sub-neighborhoods works best. Among the
variants, in heterophily settings, N0(v) contributes most to the performance (N0 causes significant
decrease in accuracy), followed by N̄1(v), and N̄2(v). However, when h � 0.7, the importance of
sub-neighborhoods is reversed. Thus, the ego-features are the most important in heterophily, and
higher-order neighborhoods contribute the most in homophily. The design of H2GCN allows it to
effectively combine information from different neighborhoods, adapting to all levels of homophily.

(D3) Combination of Intermediate Representations. We consider three variants (K-0,1,2) of H2GCN-2
that drop from the final representation of Eq. (7) the 0th, 1st or 2nd-round intermediate representation,
respectively. We also consider only the 2nd intermediate representation as final, which is akin to what
the other GNN models do. Figure 3c shows that H2GCN-2, which combines all the intermediate
representations, performs the best, followed by the variant K2 that skips the round-2 representation.
The ego-embedding is the most important for heterophily h  0.5 (see trend of K0).
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Real Benchmarks

• H2GCN, our base model effectively combining all 
designs, has the best trend overall. 

• Ablation study on H2GCN shows effectiveness of each 
design, which results in up to 40% performance gain in 
heterophily.  

• In heterophily, models leveraging all or subsets of the 
designs perform significantly better than methods 
lacking them (e.g. GCN, GAT):
• GraphSAGE (D1) vs. GCN: up to +23%
• GCN-Cheby (D2) vs. GCN: up to +20%
• GCN+JK (D3) vs. GCN: up to +14% 
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H Real Datasets: Details

Datasets In our experiments, we use the following real-world datasets with varying levels of
homophily ratios h. Some network statistics are given in Table 5.

• Texas, Wisconsin and Cornell are graphs representing links between web pages of the corre-
sponding universities, originally collected by the CMU WebKB project. We used the preprocessed
version in [26]. In these networks, nodes are web pages, which are classified into 5 categories:
course, faculty, student, project, staff.

• Squirrel and Chameleon are subgraphs of web pages in Wikipedia discussing the corresponding
topics, collected by [29]. For the classification task, we utilize the class labels generated by [26],
where the nodes are categorized into 5 classes based on the amount of their average traffic.

• Actor is a graph representing actor co-occurrence in Wikipedia pages, processed by [26] based on
the film-director-actor-writer network in [35]. We also use the class labels generated by [26].

• Cora, Pubmed and Citeseer are citation graphs originally introduced in [30, 22], which are among
the most widely used benchmarks for semi-supervised node classification [31, 13]. Each node is
assigned a class label based on the research field. These datasets use a bag of words representation
as the feature vector for each node.

• Cora Full is an extended version of Cora, introduced in [4, 31], which contain more papers and
research fields than Cora. This dataset also uses a bag of words representation as the feature vector
for each node.

Data Limitations As discussed in [31, 13], Cora, Pubmed and Citeseer are widely adopted as
benchmarks for semi-supervised node classification tasks; however, all these benchmark graphs
display strong homophily, with edge homophily ratio h � 0.7. As a result, the wide adaptation
of these benchmarks have masked the limitations of the homophily assumption in many existing
GNN models. Open Graph Benchmark is a recent effort of proposing more challenging, realistic
benchmarks with improved data quality comparing to the existing benchmarks [13]. However, with
respect to homophily, we found that the proposed OGB datasets display homophily h > 0.5.

In our synthetic experiments (§ G), we used ogbn-products from this effort to generate higher
quality synthetic benchmarks while varying the homophily ratio h. In our experiments on real datasets,
we go beyond the typically-used benchmarks (Cora, Pubmed, Citeseer) and consider benchmarks with
strong heterophily (Table 5). That said, these datasets also have limitations, including relatively small
sizes (e.g., WebKB benchmarks), artificial classes (e.g., Squirrel and Chameleon have class labels
based on ranking of page traffic), or unusual network structure (e.g., Squirrel and Chameleon are
dense, with many nodes sharing the same neighbors — cf. § 5.2). We hope that this paper will
encourage future work on more diverse datasets with different levels of homophily, and lead to higher
quality datasets for benchmarking GNN models in the heterophily settings.

Table H.1: Real benchmarks: Average rank per method (and their employed designs among D1-D3)
under heterophily (benchmarks with h  0.3), homophily (h � 0.7), and across the full spectrum
(“Overall”). The “*” denotes ranks based on results reported in [26].

Method (Designs) Average Rank
Het. Hom. Overall

H2GCN-1 (D1, D2, D3) 3.8 3.0 3.6
H2GCN-2 (D1, D2, D3) 4.0 2.0 3.3
GraphSAGE (D1) 5.0 6.0 5.3
GCN-Cheby (D2) 7.0 6.3 6.8
MixHop (D2) 6.5 6.0 6.3

GraphSAGE+JK (D1, D3) 5.0 7.0 5.7
GCN-Cheby+JK (D2, D3) 3.7 7.7 5.0
GCN+JK (D3) 7.2 8.7 7.7

GCN 9.8 5.3 8.3
GAT 11.5 10.7 11.2
GEOM-GCN* 8.2 4.0 6.8

MLP 6.2 11.3 7.9
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