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Opening Remarks

This document was written for the benefits of Engineering students, Elec-
trical Engineering students in particular, who are curious about physics and
would like to know more about it, whether from sheer intellectual desire
or because one’s awareness that physics is the key to our understanding of
the world around us. Of course, anybody who is interested and has some
college background may find this material useful. In the future, I hope to
write more documents of the same kind. I chose tensors as a first topic for
two reasons. First, tensors appear everywhere in physics, including classi-
cal mechanics, relativistic mechanics, electrodynamics, particle physics, and
more. Second, tensor theory, at the most elementary level, requires only
linear algebra and some calculus as prerequisites. Proceeding a small step
further, tensor theory requires background in multivariate calculus. For a
deeper understanding, knowledge of manifolds and some point-set topology
is required. Accordingly, we divide the material into three chapters. The
first chapter discusses constant tensors and constant linear transformations.
Tensors and transformations are inseparable. To put it succinctly, tensors are
geometrical objects over vector spaces, whose coordinates obey certain laws
of transformation under change of basis. Vectors are simple and well-known
examples of tensors, but there is much more to tensor theory than vectors.
The second chapter discusses tensor fields and curvilinear coordinates. It is
this chapter that provides the foundations for tensor applications in physics.
The third chapter extends tensor theory to spaces other than vector spaces,
namely manifolds. This chapter is more advanced than the first two, but all
necessary mathematics is included and no additional formal mathematical
background is required beyond what is required for the second chapter.

I have used the coordinate approach to tensors, as opposed to the formal
geometrical approach. Although this approach is a bit old fashioned, I still
find it the easier to comprehend on first learning, especially if the learner is
not a student of mathematics or physics.

All vector spaces discussed in this document are over the field R of real
numbers. We will not mention this every time but assume it implicitly.

I would appreciate feedback, comments, corrections, and criticisms. Please
e-mail to boaz@ee.technion.ac.il.



Chapter 1

Constant Tensors and Constant
Linear Transformations

1.1 Plane Vectors

Let us begin with the simplest possible setup: that of plane vectors. We
think of a plane vector as an arrow having direction and length, as shown in
Figure 1.1.

The length of a physical vector must have physical units; for example: dis-
tance is measured in meter, velocity in meter/second, force in Newton, elec-
tric field in Volt/meter, and so on. The length of a "mathematical vector” is
a pure number. Length is absolute, but direction must be measured relative
to some (possibly arbitrarily chosen) reference direction, and has units of ra-
dians (or, less conveniently, degrees). Direction is usually assumed positive
in counterclockwise rotation from the reference direction.

Vectors, by definition, are free to move parallel to themselves anywhere in
the plane and they remain invariant under such moves (such a move is called
translation).

Vectors are abstract objects, but they may be manipulated numerically and
algebraically by expressing them in bases. Recall that a basis in a plane is
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Figure 1.1: A plane vector having length and direction

a pair of non-zero and non-collinear vectors (e;, es). When drawing a basis,
it is customary to translate e; and e, until their tails touch, as is shown in
Figure 1.2.

1\82

Figure 1.2: A basis in the plane

The basis depicted in Figure 1.2 happens to be orthonormal; that is, the two
vectors are perpendicular and both have unity length. However, a basis need
not be orthonormal. Figure 1.3 shows another basis (€1, €3), whose vectors
are neither perpendicular nor having equal length.

Let x be an arbitrary plane vector and let (e;, e;) be some basis in the plane.
Then x can be expressed in a unique manner as a linear combination of the
basis vectors; that is,

X = e r’ + eyr? (1.1)

The two real numbers (z!,2?) are called the coordinates of x in the basis
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Figure 1.3: Another basis in the plane

(e1,ez). The following are worth noting:

1. Vectors are set in bold font whereas coordinates are set in italic font.

2. The basis vectors are numbered by subscripts whereas the coordinates
are numbered by superscripts. This distinction will be important later.

3. In products such as e;x! we place the vector on the left and the scalar
on the right. In most linear algebra books the two are reversed — the
scalar is on the left of the vector. The reason for our convention will
become clear later, but for now it should be kept in mind.

Recalling notations from vector-matrix algebra, we may express (1.1) as

x=[e eQ]{x;] (1.2)

T

For now we will use row vectors to store basis vectors and column vectors to
store coordinates. Later we will abandon expressions such as (1.2) in favor
of more compact and more general notations.

1.2 Transformation of Bases

Consider two bases (e1, e3), which we will henceforth call the old basis, and
(€1,€2), which we will call the new basis. See, for example, Figure 1.4, in
which we have brought the two bases to a common origin.

Since (ey, ey) is a basis, each of the vectors (€1, €;) can be uniquely expressed
as a linear combination of (ey, eq), similarly to (1.1):

~ 1 2
e = elsl + 8251

1.3
ég = 81321 + 82522 ( )
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Figure 1.4: Two bases in the plane

Equation (1.3) is the basis transformation formula from (e;,e;) to (€1, &s).
The 4-parameter object {SZJ , 1<4,7 < 2} is called the direct transformation
from the old basis to the new basis. We may also write (1.3) in vector-matrix
notation:

(6 & ]=[e eQ}[gg gz;}_[el &]5 (14

The matrix S is the direct transformation matriz from the old basis to the
new basis. This matrix is uniquely defined by the two bases. Note that
the rows of S appear as superscripts and the columns appear as subscripts;
remember this convention for later.

A special case occurs when the new basis is identical with the new basis. In
this case, the transformation matrix becomes the identity matrix I, where
I'=1and I] =0 for i # j.

Since (€1,€3) is a basis, each of the vectors (ej,e2) may be expressed as
a linear combination of (€;,€2). Hence the transformation S is perforce
invertible and we can write

R 2 A0
o a5 5]
[& & |T

€1

(& &]| b o



where T' = S~! or, equivalently, ST = T'S = I. The object {Tij, 1<4,5< 2}
is the inverse transformation and T is the inverse transformation matrix.

In summary, with each pair of bases there are associated two transformations.
Once we agree which of the two bases is labeled old and which is labeled new,
there is a unique direct transformation (from the old to the new) and a unique
inverse transformation (from the new to the old). The two transformations
are the inverses of each other.

1.3 Coordinate Transformation of Vectors

Equation (1.2) expresses a vector x in terms of coordinates relative to a given
basis (e, eq). If a second basis (€1, €;) is given, then x may be expressed
relative to this basis using a similar formula

~1
X = éli'l —I—ézjz = [ e, € } |: ;2 1 (16)

The coordinates (z',7?) differ from (z!,z?), but the vector x is the same.
The situation is depicted in Figure 1.5. The vector x is shown in red. The
basis (e}, es) and its associated coordinates (z',z?) are shown in black; the
basis (€1, €,) and its associated coordinates (Z',7%) are shown in blue.

We now pose the following question: how are the coordinates (7', %) related
to (z!,2%)? To answer this question, recall the transformation formulas be-
tween the two bases and perform the following calculation:

51

~1
|:é1 éQ][I21:[el 82:|S|:;2:|:X:[el eg}{i2:| (17)
Since (1.7) must hold identically for an arbitrary vector x, we are led to

conclude that ) .
T x

Ele2)efs]

S

Or, equivalently,



Figure 1.5: A vector in two bases

We have thus arrived at a somewhat surprising conclusion: the coordinates
of a vector when passing from an old basis to a new basis are transformed via
the 1nverse of the transformation from the old basis to the new.

As an example, the direct transformation between the bases in Figure 1.4 is
1 05
5= { 0.25 1 }
The inverse transformation is

T:O.875[ 1 _0'5]

—-0.25 1
Examination of Figure 1.4 confirms this result, at least qualitatively.

The result obtained in the section is important and should be memorized:
When a basis is transformed using a direct transformation, the coordinates
of an arbitrary vector are transformed using the inverse transformation. For
this reasons, vectors are said to be contravariant ("they vary in a contrary
manner” | in a way of speaking).



1.4 Generalization to Higher-Dimensional Vec-
tor Spaces

We assume that you have studied a course a linear algebra; therefore you are
familiar with general (abstract) finite-dimensional vector spaces. In particu-
lar, an n-dimensional vector space possesses a set of n linearly independent
vectors, but no set of n + 1 linearly independent vectors. A basis for an
n-dimensional vector space ) is any ordered set of linearly independent vec-
tors (eq,es,...,€,). An arbitrary vector x in V can be expressed as a linear
combination of the basis vectors:

X = Zeixi (1.10)
i=1

The real numbers in (1.10) are called linear coordinates. We will refer to them
simply as coordinates, until we need to distinguish them from curvilinear
coordinates in Chapter 2. Note again our preferred convention of writing
the vector on the left of the scalar. If a second basis (€, €s,...,€,) is given,
there exist unique transformations S and 7" such that

éizzejgg’ ei:ZéjTg, T=5" (1.11)
j=1 j=1

The coordinates of x in the new basis are related to those in the old basis
according to the transformation law

=Y T (1.12)
j=1
Equation (1.12) is derived in exactly the same way as (1.9). Thus, vectors in

an n-dimensional space are contravariant.

Note that the rows of S appear as superscripts and the columns appear as
subscripts. This convention is important and should be kept in mind.

We remark that orthonormality of the bases is nowhere required or even
mentioned. Moreover, we have not even defined the concept of vectors being



orthogonal or normal, although you may know these definitions from previ-
ous studies; we will return to this topic later. All that is needed here are
the concepts of linear dependence/independence, finite dimension, basis, and
transformation of bases.

1.5 Interlude: Implicit Summation Notation

Looking at the equations derived in the preceding section, we observe the
frequent use of the summation symbol Z?:r When it comes to tensors, the
equations will contain more and more summations and will become cum-
bersome and potentially confusing. Albert Einstein (yes, the Einstein) has
noted that, when the range of summation is understood from the context (as
is usually the case), the appearance of the summation symbol is redundant.
Einstein thus proposed to eliminate the summation symbol and the summa-
tion range, and assume that the reader will mentally add them. This has
come to be known as Einstein’s notation, or implicit summation notation.
Thus, equations (1.10), (1.11), (1.12) can be written as

—eor) & —a.QI =i s g i Qisg
x=e;r/, ¢ =e;5, e=¢T/, =T, =S5z (1.13)
Einstein’s notation rules can be summarized as follows:

1. Whenever the same index appears twice in an expression, once as a
superscript and once as a subscript, summation over the range of that
index is implied.

2. The range of summation is to be understood from the context; in case
of doubt, the summation symbol should appear explicitly.

3. It is illegal for a summation index to appear more than twice in an
expression, once as a superscript and once as a subscript.

4. The index used in implicit summation is arbitrary and may be replaced
by any other index that is not already in use. For example, j in (1.13)
may be replaced by k£ with no change in the meaning of the expressions.
Such indices are called dummy or bound.



5. Indices other than dummy indices may appear any number of times
and are free, in the same sense as common algebraic variables. For
example, 7 in (1.13) is a free index. A free index may be replaced by
any other index that is not already in use, provided that replacement
is consistent throughout the equation. For example, replacing all ¢’s by
m’s in (1.13) will not change the meaning.

6. The last rule is not in common use and we include it ad-hoc here, for
a reason to be explained soon: Attempt to place the symbol carrying
the summation index as subscript on the left of the symbol carrying
the summation index as superscript. For example, write aéwj or xjag ,

but avoid x7a’ or ajx;.

Einstein’s notation takes some getting used to, but then it becomes natural
and convenient. As an example, let us use it for multiplying two matrices. Let
a§- and b% stand for the square matrices A and B, and recall that superscripts

denote row indices and subscripts denote column indices. Then ¢, = a}b;,
stands for the product C' = AB, and d’ = bja’ stands the product D = BA.
You may write d; = a;?b}; and this will also be a legal expression for D,
but the untrained reader may interpret this as C. Rule 6 helps avoiding
such potential confusion because the order of terms in Einstein’s notation
then agrees with the order of operands in matrix multiplication. Sometimes,
however, we must abandon rule 6 because other factors take precedence. For

example, rule 6 cannot be used in the expression a;’ b’;%j.

To conclude this interlude, we introduce the Kronecker delta symbol, defined

as
: 1, i=j
0; = L 1.14

J { 0, i #j (1.14)
The Kronecker delta is useful in many circumstances. Often it is used as
a function of two integer variables. On other occasions it stands for the
identity matrix /. In connection with Einstein’s notation it may be used as
a coordinate selector, in the following sense:

6! = (1.15)

It may be useful to contemplate equation (1.15) for a minute or so and be sure
its meaning is understood. We will encounter further uses of the Kronecker
delta later.
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1.6 Covectors

Let V be an n-dimensional space and (ej,ey,...,e,) a basis for V. As
explained in Appendix A, to V there corresponds a dual space V* and to
(e1,ey,...,e,) there corresponds a dual basis (f!,f?,... f"). The members
of V* are called dual vectors or covectors. A covector y can be expressed
as a linear combination of the basis members y = 1;f*; note the use of im-
plicit summation and that superscripts and subscripts are used in an opposite
manner to their use in vectors.

Let S be the change-of-basis transformation from the basis (e, es,...,e,)
to the basis (€1, €y, ...,€,). What is the corresponding transformation from
the dual basis (f1, 2 ..., f") to the dual basis (f'll, £2 ... ,f'")? To answer this
question, recall the definition of the members of a dual basis as ”coordinate
selectors” to find

fi(%) =i = Tja) = T (x) (1.16)

Since this equality holds for all x € V, necessarily
£ =T (1.17)

We conclude that the members of the dual basis are transformed by change of
basis using the inverse transformation 7T'. It follows, as in the case of vectors,
that the coordinates of covectors are transformed by change of basis using
the direct transformation S:

i = u;S! (1.18)

So, in summary, covectors behave opposite to the behavior of vectors under
change of basis. Vector bases are transformed using S and vector coordinates
are transformed using T'. Covector bases are transformed using 7" and cov-
ector coordinates are transformed using S. Consequently, covectors are said
to be covariant whereas vectors, as we recall, are contravariant.

Let us exemplify covectors and their covariant behavior by introducing func-
tions of vectors. Consider a function f(x) which assigns to every vector a
scalar value y = f(x). Note that we are dealing with plane vectors again. The
gradient of f(x) consists of the two partial derivatives (0f/dz!, df/0x?). In
math (or physics) courses you probably learned that the gradient of a func-
tion is a vector. Let us examine the behavior of the gradient under a change
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of basis. We want to express the partial derivatives of f(x) with respect to
the coordinates of the new basis. Using the chain rule for partial derivatives
we obtain

of  of ox' N of 0z
8:%1 81’1 8:%1 a’L‘Z a'i‘l (1.19>
of  of ox'  Of 02
07 00 0 | 002 07

Or, in Einstein’s notation:

of  0f 0a)
93 Oxi O

(1.20)

But from (1.13) we know that

ox? y

5 S; (1.21)
If we try to substitute (1.21) in (1.20) we will find that things do not quite
work well, because the index j will appear twice as a superscript, once in
027 and once in Sij . Therefore, such substitution will result in an expression
that does not conform to Einstein’s notation. To remedy this problem, we
introduce a new notational device for the partial derivatives, as follows:

=57 =

_of &, _9f
Vif = Bk Vif = EED (1.22)
Then we can combine (1.20), (1.21), and (1.22) to find
Vif = (Vif)S! (1.23)

It is now evident that V,f cannot be regarded as vector, but as a covector,
because it is transformed under a change of basis using the direct transfor-
mation, rather than the inverse transformation. We may further generalize
and remove the function f, leaving only V,;. The “covector” V; is, in fact,
a covariant operator. It has no numeric value on its own, but when applied
to a scalar-valued function of a vector, it produces a covector. V; is the
gradient operator, expressed in coordinates relative to a given basis. The
gradient operator is also called del or nabla. The preceding discussion ap-
plies to finite-dimensional vector spaces of any dimension. You are probably
familiar with its use in classical physics, in the 3-dimensional physical space.
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1.7 Linear Operators on Vector Spaces

Having covered vectors and covectors, and their laws of transformation under
change of basis, we are now ready to introduce new geometric objects. A
linear operator on an n-dimensional vector space V is a function f:)V — V
which is additive and homogeneous. We thus require that

fx+y)=1x)+ f(y), flax)=af(x) (1.24)

A linear operator acts on the coordinates of a vector in a linear way; namely,
each coordinate of the result is a linear combination of the coordinates of the
argument. So, if y = f(x), then

y' = fia (1.25)

Remark: Although the notation f/ resembles the notations S7, T/ used for
the direct and inverse basis transformations, there is subtle but important
difference in our interpretation of these notations. The objects S7, TV are
nothing to us but square arrays of real numbers and their definitions depend
on a specific choice of bases, so they both depend on two bases (the old
and the new). By contrast, we interpret ff as a basis-independent geometric

object, whose numerical representation depends on a single chosen basis.

Let us explore the transformation law for fij when changing from a basis e;
to a basis €;. We find from the contravariance of z* and %* that

~k _ mk, i _ ki g ki Qj am
§F =Ty =T fia? =T fi53,3 (1.26)

Hence we conclude that, in order for the relation (1.25) to hold in the new

basis, we must have ~ o

Expression (1.27) is the transformation law for linear operators. As we see,
the transformation involves both the direct and the inverse transformations.
Therefore a linear operator is contravariant in one index and covariant in
the second index. The transformation (1.27) can also be expressed in matrix
form as F = TFS = S7'FS , which is the way it is presented in linear
algebra.
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1.8 Tensors

Vectors, covectors, and linear operators are all special cases of tensors. We
will not attempt to define tensors in abstract terms, but settle for a coordinate-
based definition, as follows.

A tensor of type (or valency) (r,s) over an n-dimensional vector space is an
object consisting of n"™* coordinates, denoted by the generic symbol a’*r

Ji.--Js?
and obeying the following change-of-basis transformation law:
~i1.dpe 0 ir ki..kr m Mg
ap it =T Trag: 5 Sit ST (1.28)

Let us spend some time discussing this equation. According to Einstein’s
summation notation, summation must be performed r + s times, using the
indices k; ... k., my...mg At what order should these summations be per-
formed? The answer is: it does not matter — any order would yield the
same result. To see this, apply the distributive and commutative laws of real
numbers, open all parentheses in (1.28) (you don’t see the parentheses, but
they are there!), and think of (1.28) as a flat multiple sum

il = Z Z Z Z T .. Tyraki-h gm S (1.29)

ki=1 kr=1mi1=1 ms=1

The coordinates 77 ...4, are the contravariant coordinates and the coordi-
nates j; ... Js are the covariant coordinates, in an obvious generalization of
the terminology used for vectors and covectors. You should remember that
contravariant coordinates appear as superscripts and are transformed using
T'; covariant coordinates appear as subscripts and are transformed using S.

We know from linear algebra that a vector is an abstract object, which should
be distinguished from its coordinate representation. Whereas the coordinates
depend on the choice of basis, the vector itself is invariant. The same applies
to tensors. Tensors are abstract objects and what we see in (1.28) is only a
law of transformation of the coordinates of the tensor, while the tensor itself
is invariant.

One way to think of a tensor is as storage (say a computer memory) having
capacity of n"** addresses, each address holding a real number. Think of
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the address as an integer represented in radix n and call an n-radix digit
7enit” (derived from "bit”). Then ki ...k, m;...ms may be thought of as
an address consisting of r 4+ s enits. However, the r leftmost enits and the
s rightmost enits are used differently in specifying the address: the former
are used as superscripts and the latter as subscripts. Thus ki ...k, is the
contravariant part of the address and m;...m, is the is the covariant part
of the address. The contents of the storage, which is to say the coordinates,
depend on the basis. Under change of basis, the transformation law (1.28)
applies.

Looking back at what we presented in the preceding sections, we now realize
that a contravariant vector is in fact a (1, 0)-tensor and a covariant vector is
a (0, 1)-tensor. A linear operator on a vector space is a (1, 1)-tensor. A scalar
can be regarded as a (0, 0)-tensor, since n = 1; therefore a (0, 0)-tensor has
a single address and stores a single value.

1.9 Operations on Tensors

Having defined the general concept of tensor over an n-dimensional vector
space, let us now introduce the basic arithmetic operations involving tensors.

1.9.1 Addition

Two tensors of the same type can be added term-by-term. The expression

Gt gy i (1.30)

J1ee-Js J1.--Js J1ee-Js

means that each coordinate on the left hand holds the sum of the correspond-
ing coordinates on the right side. We can write tensor addition symbolically
as ¢ = a + b. Tensor addition is obviously commutative. Furthermore, it is
straightforward to verify that the change-of-basis transformation law holds
for ¢, hence c is indeed a tensor.

Remarks:

1. Tensors of different ranks cannot be added.
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2. The tensor 0 can be defined as a tensor of any rank whose coordinates
are all 0. Therefore, 0 is not a uniquely defined tensor, but if we accept
this vague definition, then a +0 = 0 + a = a holds for any tensor a.

1.9.2 Multiplication by a scalar

Each of the coordinates of a tensor can be multiplied by a given scalar to
yield a new tensor of the same type; this is expressed as follows:

Cil-nir — xa/il"'iT (131)

J1--Js J1-Js

We can write tensor multiplication by a scalar symbolically as ¢ = za. It is
straightforward to verify that the change-of-basis transformation law holds
for ¢, hence c is indeed a tensor. It is also easy to check that

z(a+0b) =za+xb, (v+y)a=za+ya, (ry)a=x(ya)=y(ra) (1.32)

1.9.3 The Tensor Product

Let a be an (r,s)-tensor and b a (p, ¢)-tensor. We write the coordinates of
the first tensor as a7 and those of the second tensor as b;’;iy:; Note
that all indices are distinct within and across tensors. The tensor product
¢ =a®}bis defined as the (r + p, s + g)-tensor having the coordinates

isdeteindery = Gy O (1.33)
Let us elaborate more on this definition. Recall the storage interpretation of
tensors, explained in Sec. 1.8. The tensor c is allocated n"tPT5%¢ addresses.
The r+p contravariant enits of the address 4; ... 44,41 . .. 4,4, are subdivided
into r leftmost enits and p rightmost enits. Similarly, the s+ ¢ covariant enits
of the address ji ... Jsjs+1 .- Js+q are subdivided into s leftmost enits and ¢
rightmost enits. The rule for filling the addresses of ¢ with contents is as
follows. Access the number in a having the address from the contravariant
r-part and covariant s-part and call it x. Access the number in b having
the address from the contravariant p-part and covariant ¢-part and call it y.
Then the corresponding value of the ¢ address is xy.
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That the tensor product is indeed a tensor is almost self-evident and is left to
the reader as an exercise. Simply write the change-of-basis transformation
to each factor, examine the resulting expression and compare it with the
change-of-basis transformation needed for ¢ to be a tensor.

The coordinates of the tensor product a ® b comprise all possible products of
coordinates of a and coordinates of b. Tensor product is not commutative;
that is, a ® b # b ® a. The reason is that, although all possible products
of coordinates of the two tensors appear in both products, they appear at
different locations (or different addresses, if you wish). Let us exemplify this
in the case where both tensors are (1, 0), say a’ and b*. Let ¢** = a’b* and
d* = b*a’. Let g and h denote specific enits such that g # h; for example,
g=1,h=2 Let u=a? v=a", v =05,y =>b" (these are specific values,
not general variables!) Then ¢ = uy, but d%" = zv, so ¢/ # d" in general.

The tensor product is bilinear, in the following sense:

(xa+yb)@c=z(a®c)+y(bRc), cR(ra+yb) =x(c®a)+y(c®b) (1.34)

We can extend the tensor product to any finite number of tensors in an
obvious manner. If {a(i), 1 <i < m} are tensors, then

a(l)®a(2) ®...® a(m)

denotes their tensor product. This tensor product is multilinear in the fol-
lowing sense: For every k£ we have

a(l) @ ... [za(k) +ybl ®...a(m) =

rla()®@...a(k)@...a(m)] +y[la(l)@...0®...a(m)] (1.35)

1.9.4 Contraction

Let a be an (r,s)-tensor. Choose the contravariant index at any position,
say the i-th position and rename it by a new symbol, say k. Next choose a
covariant index at any position, say the j-th position and rename it by the
same symbol k. Let

g1---9i—19i+1--9r __ _g1--9i—1Kkgit1.--r
bhl...hj,lhjﬂ...hs = Qhy . by 1khjyq..hs (1.36)
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Note how the index k disappears through the implied summation and the
resulting tensor has type (r — 1,s — 1). The operation (1.36) is called con-
traction. For a general (r,s)-tensor there are rs possible contractions, one
for each pair of contravariant and covariant indices.

To see that (1.36) indeed defines a tensor, consider first a simple case of
a (1, 1) tensor aj. Then af is the trace of a. Applying a change-of-basis
transformation to a and then computing the trace gives

T, a5 Se, = ajor = af (1.37)

Hence the trace is invariant under change of basis. Now replace aj by a
general tensor and repeat (1.37) for a chosen pair of indices to find
k_9g1.--9i-19igi+1--9r Qhj __ g1.-9i-19iJit1.-9r __ 791--Gi—1Gi+1---Gr
Tgiahl...hjflhjthrl...hs kJJ - a’h1...hj,1gihj+1...h5 - hl...hjflthrl...hs (138>
Now, applying the transformations associated with the remaining indices
would complete the change-of-basis transformation for (1.36), resulting in

791.--9i—19i+1---gr .
bhl...hj,lhﬂl...hs as required.

In view of (1.37), contraction is a generalized trace operation. Often, implied
summation can be viewed as outer product followed by contraction. Con-
sider, for example, the following operation between a covector and a vector:

c=a' (1.39)

The result of (1.39) is a scalar, called the scalar product of a; and b*. If
we form the outer product d; = a;b" and then contract the upper and lower
indexes of d;, we obtain the scalar product (1.39). It follows immediately
that scalar product is invariant under change of basis. The scalar product
has important applications in quantum mechanics, as well as in other fields,
but is less general than the inner product, to be introduced soon.

1.10 Tensor Spaces as Vector Spaces; New
Notations

Consider the set 7 (r,s) of all (r,s)-tensors, including the zero tensor 0.
Equipped with the addition operation of two tensors and the multiplication
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operation of a scalar by a tensor, this set becomes a vector space of dimension
n"*s. Let (eq,...,e,) be abasis for V and (f', ..., f") a basis for V*. Then all
tensor products e;, ®. . .®e; f1®. .. @’ whose number is n" ¥, constitute a
basis for T (r, s). To save space, we will henceforth use the abridged notation
e, ...e, f1 . fis for the basis tensors (i.e., the ® operation between the
basis vectors is implied).

We can now express an (7, s)-tensor in a way similar to vectors:

a=al"re;, . .e . £ (1.40)
Expression (1.40) is to be understood, as usual, to imply summation over all
indices. This expression is a formal, unambiguous way to write a tensor.

Expression (1.40) brings out a problem that is both fundamental and nota-
tional. We implicitly assumed that, when writing a basis tensor

€, ... ez-rfjl .

we place the contravariant vectors first, followed by the covariant vectors.
But why not use the reverse order? Moreover, why not mix the two sets?
Consider, for example, the space T(2,1). Are the basis vectors e;e;f*, or
perhaps f*e;e; or even e;f¥e;? Since a tensor product is not commutative,
all three possibilities are different and all three are equally valid. It follows
that 7(2,1) is not a well-defined object and can stand for three different
tensor spaces (although the three are isomorphic). In general, there are
(rjs) different spaces T (r, s), corresponding to the different ways of mixing
covariant and contravariant basis vectors. We can always distinguish between
the different possibilities if we replace the generic 7 (r, s) by a specific product
involving V and V* in the required order. For example, in the case of 7(2,1),
we may use one of the following three notations:

VoveV, VoVeV, VeVveV

However, this works only for specific » and s, and a specific order of con-
travariance/covariance.

The full notation (1.40) disambiguates the tensor; for example, in the case

of (2, 1)-tensors, we understand a;’e;e;f", a?fkeiej, and a;e;f"e; as being
different. But what about the simplified coordinate notation a;’ that we have
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used until now? In fact, many authors distinguish between a, a,”, and a',”.

The coordinates of general tensors are often written as a”*""; . when the
contravariant basis vectors are meant to come first. Authors who use such

notations may also use Slj for transformation matrices. Another common

notation is A* y for the direct transformation matrix and A" /u for its inverse.
Here the same symbol A is used for both transformations and one must pay
attention to the location of primes to distinguish between the two transfor-
mations. Such notations quickly become awkward and difficult to follow!.
We have chosen to adopt a pragmatic approach. We will continue to use
aéll‘.‘."’fs whenever the distinction between the ("7°) possibilities is unimpor-
tant; such was the case until now. In the future, we will adopt the notation

ety 1.5, and its mixed variations only when distinction is significant and
ambiguity may arise otherwise.

1.11 Inner Products, The Gram Matrix, and
Metric Tensors

The material in section is extremely important, albeit not difficult. Be sure
to understand it fully and review several times if necessary.

1.11.1 Inner Products

Little progress can be made in the application of tensors to physics problems
without imposing additional structure on the underlying vector space. The
defining axioms of vector space include no operations that act on vectors
and produce scalars. Here we introduce one such function, arguably the
most important one: the inner product. Let u and v be vectors in a vector
space V and denote by u - v a function acting on u and v and producing a
scalar a = u - v, such that the following property holds:

LAnd also a nightmare to typeset.
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1. Bilinearity:
(auy + buy) - v =a(u; - v) + b(uy - v)
u-(avy +buy) =a(u-vy) +b(u-vy)
for all u, uy, uy, v, vy, vo € Vand a, b € R.

Such a function is called an inner product on the space V. If; in addition,
the following property holds:

2. Symmetry:
u-v=v-u

for all u, v € V, then the inner product is called symmetric.
If, furthermore, the following property holds:
3. Nondegeneracy:
u-x=0foralluey = x=0

then the inner product is called nondegenerate.

A vector space equipped with an inner product is called an nner product
space. We will only consider symmetric nondegenerate inner products, with-
out mentioning this explicitly every time.

When we substitute u = v in the inner product, the resulting scalar-valued
function u - u of the vector u is called the quadratic form induced by the
inner product. A quadratic form satisfying u-u > 0 for all u # 0 is called
positive. An inner product space whose associated quadratic form is positive
is called Fuclidean.

An inner product space admits the concept of orthogonality. Vectors u and v
are orthogonal if u-v = 0. The notation u L v is used to signify orthogonality
of two vectors. If the space is Euclidean, then the concept of length is also
defined. The length (or Fuclidean norm) of u is the nonnegative scalar

|lul| = yu-u.

A basis (ey, e, ..., e,) in an n-dimensional inner product space is orthogonal
if e; L e; for all i # j. If the space is Euclidean, a basis is orthonormal if
it is orthogonal and, additionally, ||e;|| = 1 for all . Every inner product
space possesses an orthogonal basis and every Euclidean space possesses an
orthonormal basis. These are well known results in linear algebra and we
will not prove them here.
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1.11.2 The Gram Matrix

Let us express the inner product in some basis (e, ey, ...,e,). Let u = e;u’
and v = e;v' be some vectors. Then, using the bilinearity of the inner
product, we find that

u-v= (e euv’ (1.41)
The entity {e; - e;, 1 <i,j < n}, consisting of n? numbers, is usually con-
sidered as an n X n matrix in linear algebra, and is called the Gram matrix

of the basis. Let us denote this matrix by G. By symmetry of the inner
product, GG is symmetric. As we now prove, this matrix is nonsingular.

Theorem 1. The Gram matriz G is nonsingular.

Proof. Let us assume that there exists a vector x such that
(e;-e;)x’ = (e;-x) =0.

Since this holds for all ¢, x is orthogonal to every member of the basis. It
follows that x is orthogonal to every vector in the space. But then it follows
from the nondegeneracy of the inner product that x = 0. Since the only
vector in the null space of GG is the zero vector, G is nonsingular. O

We now examine the behavior of G under change of basis. Consider a new
basis (€y,...,€,), related to the old basis (ey,...,e,)through the transfor-
mation S. Then,

& - & = (exS)) - (€mST") = (ey - €,,)SF ST (1.42)
Or, in matrix form, B
G=S5GS (1.43)

where S’ is the transpose of S. Matrices G and G related by (1.43) with
nonsingular S are called congruent. Thus a change of basis of a vector space
provides a congruence relation between their corresponding Gram matrices.

The celebrated Sylvester law of inertia asserts the following:

Theorem 2 (Sylvester). Every real symmetric matriz G is congruent to a
diagonal matriz A whose entries have values +1, —1, or 0. The matrix A is
unique for all matrices congruent to G (up to the ordering of the diagonal
entries of A).
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If n is the dimension of G then, by Sylvester’s theorem, n can be expressed
asn =n" +n" +n according to the numbers of +1, —1, and 0 along the
diagonal of A. The triplet (n™,n~,n°) is called the signature of G. Sylvester’s
theorem tells us that the signature is invariant under congruence relation. If
G is nonsingular, as in our case, then necessarily n° = 0 and n = n* +n".
If G is positive, then n= = n® = 0 and n = n™. This happens if and only if
the space is Euclidean.

1.11.3 The Metric Tensor

Examination of (1.42) reveals that (ey-e,,) is transformed like a (0, 2)-tensor
under change of basis. Defining g;; = e; - e;, we have

u-v =g u'v’ (1.44)

The (0, 2)-tensor g;; is called the metric tensor of the inner product space.
Like all tensors, it is a geometric object, invariant under change-of-basis
transformations. By Sylvester’s theorem, there exists a basis which makes
the metric diagonal and reveals the signature of the space. This signature
is uniquely defined by the definition of the inner product. It immediately
follows from (1.44) that the inner product is invariant under change of basis.
This is not surprising, since the definition of inner product does not depend
on a basis.

Since, by our assumption, G is nonsingular, it possesses an inverse G~'. The
entries of G~! may be viewed as the coordinates of a (2, 0)-tensor, called the
dual metric tensor, and usually denoted by ¢¥. It follows immediately that

9gikg" = 6 (1.45)

We may summarize the preceding discussion by the following theorem:

Theorem 3. For every finite-dimensional inner product space there exists a
unique symmetric nonsingular (0,2)-tensor g;; such that u-v = gijuivj for
any pair of vectors u and v. Conversely, if gi; is a symmetric nonsingular
(0,2)-tensor on a finite-dimensional vector space, then an inner product u-v
is uniquely defined such that u-v = g;ju'v? for any pair of vectors u and v.
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If the vector space is Euclidean and the basis is orthonormal, then the coor-
dinates of the metric tensor in this basis are, by definition, g;; = d;;, where 9;;
is defined in a similar manner to the Kronecker delta (5; In this case the inner
product is simply given by u-v = > w’v’. This is the inner-product ex-
pression usually encountered in linear algebra courses. Our discussion makes
it clear that this expression holds only when the space is Euclidean and the
basis is orthonormal.

1.11.4 Example: The Minkowski Space

We will now provide an example of non-Euclidean inner product space, known
as the Minkowski space. This is a 4-dimensional inner product vector space
possessing an orthogonal basis (eg, e;, es,€3) and a metric tensor whose co-
ordinates in this orthogonal basis are

-1,1=5=0
Gij = 1,i=7=1,23 (1.46)
0, 14
The metric of this space has signature n* = 3, n= = 1. Some authors® use

the negative of (1.46) as the definition of Minkowski space, in which case
nt=1n" =3.

The Minkowski space is clearly non-Euclidean; indeed, this space underlies
relativity theory, so it is the space in which our universe exists! It is common,
in relativity theory, to number the dimensions starting at 0 (rather than 1).
The index 0 is associated with ct, time multiplied by the speed of light. The
remaining indices are associated with the usual space coordinates z, vy, z.
However, relativity theory convention for the coordinates is (2%, z', 22, 23),
in agreement with tensor notation (be careful not to confuse contravariant

indices with powers!)

Let x be a vector in the Minkowski space, expressed in the time-space basis
of the space. Then we have

x-x = —(2°)?% + Z (z)? (1.47)

2This inconsistency has plagued relativity theory for a century and continues to do so.
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Clearly, x - x is not always nonnegative because the inner product of the
Minkowski space is not positive. The following terminology is in use, de-
pending on the sign of x - x:

< 0: timelike
x-x¢ =0: lightlike
> 0: spacelike

There is much more to tell about relativity theory, but this is not the place
to do so.

1.12 Lowering and Raising of Tensors

Let aé-ll'.‘_‘é-’; be the coordinates of the (r, s)-tensor a in some basis and g;; be

the metric tensor in this basis. Let us form the tensor product gpqaéll'.‘.‘éz. This
tensor has type (r, s+2). Now choose one of the contravariant coordinates of
a, say ix. Replace i by ¢ and perform contraction with respect to ¢. Then
q will disappear and we will be left with a tensor of type (r —1,s+ 1)

Dpinge = gpay, T (1.48)
This operation is called lowering. Lowering acts do decrease the contravari-
ance valency by 1 and increase the covariant valency by 1. There are r
possible lowerings, depending on the choice of k. Note that the new covari-
ant index of the result, p in (1.48), is placed in the first position. If different
placement is necessary, some ad-hoc notation must be used.

Raising is the dual of lowering. We start with the dual metric tensor g* and
form the tensor product g*aj 7. We choose an index ji, replace ji by ¢
and perform contraction with respect to ¢, obtaining

c?l-l-.-}kr—ljk-i—l---js = gpqajll.-.-.-jrk—1qjk+1---js <1'49>
This operation is called raising. Raising acts to increase the contravariance
valency by 1 and decrease the covariant valency by 1, so the resulting tensor
has type (r + 1,5 — 1). There are s possible raisinings, depending on the
choice of k. Note that the new contravariant index of the result, p in (1.49),
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is placed in the first position. If different placement is necessary, some ad-hoc
notation must be used.

A common use of lowering and raising is in moving between vectors and
covectors. If v is a vector in some basis, we define its corresponding covector
v; through the relationships

v = giv®, vt = g%y (1.50)

These relationships establish a natural isomorphism between the given vector
space V and its dual space of covectors V*.

1.13 The Levi-Civita Symbol and Related Top-
ics

1.13.1 Permutations and Parity

A permutation of the integers (12...n) is simply a rearrangement of this set
of integers in a different order, say (i1is...4,). As you surely know, there
are n! different permutations of n integers.

Suppose we want to undo the permutation (iis...%,) by some mechanical
procedure (e.g., a procedure which may be programmed and executed by a
computer). One way of doing this is as follows. Look for the number 1 among
(i173...1,). If 43 = 1, do nothing; otherwise if ¢; = 1, interchange 7; and ;.
Such an operation is called transposition and in this case it will bring 1 to
the first position and will move i; to where the 1 was. Next repeat for the
number 2. If i3 = 2, do nothing; otherwise if ¢; = 2, interchange i; and i,.
Repeat the same procedure until all numbers from 1 to n have been moved
to their natural locations.

The total number of transpositions in the preceding procedure determines
the parity of the permutation (i1iz...47,). If the number is even, the parity
is even; if the number is odd, the parity is odd.

26



1.13.2 The Levi-Civita Symbol

The Levi-Clivita Symbol €;,;,..;, is a function of n indices, each taking values
from 1 to n. It is therefore fully defined by n" values, one for each choice of
indices. The definition of the Levi-Civita symbol is as follows.

1, 41iy...1, is an even permutation of 12...n
€ivig.in = & —1, i1ly...1, is an odd permutation of 12...n (1.51)

0, dq22...1, is not a permutation of 12...n

As we see, €4, 4, 18 1 in n!/2 cases out of n", is —1 in n!/2 cases, and is 0
in all other cases.

Let A be an n x n matrix. Using the Levi-Civita symbol, the determinant of
A can be expressed as

with implied summation over all indices. We are used to seeing the deter-
minant definition as a sum of n! terms whereas (1.52) contains n" terms.
However, only n! of these are nonzero, and each nonzero term is equal to
a product of n elements of A taken from all rows and all columns, with
positive or negative sign depending on the parity of the corresponding row
permutation relative to the order of columns. Thus (1.52) is nothing but the
definition of a determinant.

1.13.3 The Volume Tensor/Pseudotensor

Although the Levi-Civita symbol is written in tensor notation, we refrained
from calling it so. And, indeed, let us check the behavior of the Levi-Civita
symbol under change of basis and see if it transformed like a tensor. If
€iiy. i, Were a tensor, it would have to be an (0,n)-tensor. As such, its
transformation law would have to be

Ejroin = Eirin.in Sy S5 - S (1.53)

J17792

However, comparing the right side of (1.53) with (1.52), we see that it is
equal to det S if 71 js ... j, is an even permutation of i1iy . . . i,, to —(det .S) if
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it is an odd permutation, and to 0 if it is not a permutation at all. It follows
that

€jrgain = (det S)€j 5. 5, (1.54)
The expression (1.54) indicates why ¢€;,;, ;. cannot be a tensor. If it where,
the values of its coordinates would be in the set {1, —1,0} in some preferred
basis and would have different values in all other bases. But, in defining
€iyis..i, We have not used any preferred basis, so we must assume that its
values are in the set {1,—1,0} in any basis. Expression (1.54) contradicts
this and hence €;,;,. ., 1s not a tensor.

Let us try correcting the problem described above by a small modification.
It follows from (1.43) that the determinant of the Gram matrix undergoes
the following change under the transformation S:

det G = (det S)?(det @) (1.55)

Note that det G' may be positive or negative®, but the sign of det G is invariant
under change of basis, because (detS)? is positive. Let us thus define a new

object:
wili?uin = V |detG|€i1i2...in (156)

The quantity under the square root on the right side of (1.56) is the absolute
value of the determinant of G. Combining (1.53)—(1.56), we see that w;,,. ;.
is transformed as follows:

Djrjorin = TWiriyin Sy S ... Si1 (1.57)

Ji1 2 In

where the sign on the right side of (1.57) is the same as the sign of det S.

The conclusion from (1.57) is that wj,q,. 4, is “almost” a tensor, except for
possible sign change. As long as all transformations S in the context of the
application are guaranteed to have positive determinant, w; ;, ;, iS a tensor.
In the general case, we refer to wj,;, 4, 15 as a pseudotensor. We warn,
however, that this terminology is not standard.

The quantity /| det G| is equal to the volume of the parallelepiped formed by
the basis vectors in the case of a 3-dimensional Euclidean space. Therefore,
we call w;,;,. ., the volume pseudotensor, or the volume tensor in the special
case of positive det S. Again, this name is not standard.

3For example, det G is positive in Euclidean spaces but is negative in the Minkowski
space.
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1.14 Symmetry and Antisymmetry

In the following discussion, a;, , ;. is a (0, s)-tensor, but can also be a symbol
such as the Levi-Civita symbol or a pseudotensor such as the volume tensor.

We say that aj,j,.j, is symmetric with respect to a pair of indices p and ¢ if

Ajypegeds — Ajroqop...js (1.58)

We say that aj,j,..j, is antisymmetric with respect to a pair of indices p and
q if

Ajy..pg.js — ~j1..q..p.. s (1.59)
We note that each of (1.58) and (1.59) involves transposition of p and ¢; thus,

symmetry and antisymmetry are defined by the behavior of the coordinates
under transpositions.

A tensor (or symbol or pseudotensor) is called completely symmetric if it
exhibits symmetry under all possible transpositions; it is called completely
antisymmetric if it exhibits antisymmetry under all possible transpositions.
Sometimes the word “completely” is omitted but we keep it for clarity.

The Levi-Civita symbol provides an example of a completely antisymmetric
symbol, and the same is true for the volume pseudotensor. It holds for any
completely antisymmetric tensor that aj;, , ., = 0. In other words, a
completely antisymmetric tensor may have nonzero coordinates only when
all indices are different.

A tensor a;, j,. ;. is completely symmetric if and only if

Akika. ks = Ajija...js

for any permutation kiks...ks. The proof of this statement is as follows. If
@, j...5, 15 completely symmetric and kiks . .. kg is a permutation of jij2 ... js
then, as we saw, this permutation can be decomposed into a sequence of
transpositions. Since symmetry holds at each step, it holds for the entire
permutation. Conversely, if a;, j, ;. is invariant under any permutation of its
indices, then it is invariant under all transpositions as a special case and is
therefore symmetric.
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A tensor aj, ;,. . is completely antisymmetric if and only if

Qkoy kg by = £y js..j,

where the sign is positive for any even permutation kiks ...k, and is negative
for any odd permutation. The proof is similar to the preceding proof for the
symmetric case.

The symmetric part of a tensor a;,;,. ;, With respect to a pair of indices p
and ¢ is defined by

Ajr.(pl.lg)-ds = 0.5(a),.. p...q.je T Uji..qp..ji) (1.60)

The antisymmetric part of a tensor a;,j,. j, wWith respect to a pair of indices
p and ¢ is defined by

Wy ol a)ds = 0-5(@j1pgojs = Wjigpjs) (1.61)

This notation is nonstandard and different authors use different notations.
The bar lines are used to isolate the indices of the transposition from the
intervening indices. If p and ¢ are adjacent indices, the bar lines are omitted.
For example, (pq) appears in the symmetric part and [pg] appears in the
antisymmetric part if p and ¢ are adjacent.

Qjyopoogofs = Qjyon(pll@)eds T Qirnfpl...|g)..ods (1.62)

This follows from (1.60) and (1.61) in an obvious manner.

Complete symmetrization and complete antisymmetrization are also of im-
portance. We will use verbal definitions, which are simple, whereas the math-
ematical formulas are somewhat awkward. The complete symmetrization of
Qj,js...js, denoted by agj j,. ), is defined as follows. We form all s! permu-
tations of indices ay, g, r, and compute their sum. We then divide by sl.
The complete antisymmetrization of aj,j,. ;,, denoted by ayj j,.. 5., is defined
as follows. We form all s! permutations of indices ag,r,. xr, and compute
their alternating sum. By “alternating” we mean that even permutations
are added and odd permutations subtracted. We then divide by s!. It is easy
to prove that a(j j,. ;) is completely symmetric and ay,j,..;,) is completely
antisymmetric.
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Partial symmetrizations and antisymmetrizations are also useful in certain
applications. Their definitions are easy to understand and we discuss them
only briefly. We may select any subset of j175...js and perform complete
symmetrization or antisymmetrization using this subset and leaving the re-
maining indices intact. If the subset of indices is consecutive, the notation
is self explanatory. For example, if .y, is a tensor, then a;(rm) is partial
symmetrization with respect to jkm and ajjzm, is partial antisymmetrization
with respect to ¢jk. To compute a;(jrm), we add all @y, where uvw is a
permutation of jkm, and divide by 6. To compute aj;ji,, we compute the
alternating sum of all a,ywm, Where uvw is a permutation of 17k, and divide

by 6.

Partial symmetrizations and antisymmetrizations for non-consecutive subsets
of indices are computed in the same way as for consecutive subsets; their
notations become awkward and will not be discussed here.

The preceding material carries over without change to contravariant tensors
a2+ In the case of mixed tensors, one has to be careful. In most ap-
plications, either the covariant coordinates or the contravariant coordinates
are manipulated, but not both at the same time. Under this limitation, the
preceding definitions and properties are applicable in the same way.

We finally remark that antisymmetrizations are of great importance in rela-
tivity theory whereas symmetrizations are seldom used.

1.15 Summary

In this chapter we introduced tensors in the simplest setting—that of common
vector spaces. Using this approach enabled us to stay within the realm
of linear algebra, with very little need for calculus. Even in this simple
framework, there is a need for understanding dual vectors (or covectors) and
dual bases. Once this difficulty is overcome, the road is clear for tensors
of any rank. Be defining tensors as storage for coordinates, we were able
(hopefully) to gain immediate intuition as to their laws of transformation
under change of basis. We learned that a general tensor possesses a number of
covariant coordinates and a number of contravariant coordinates. The former
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transform under the direct change-of-basis matrix and the latter transform
under its inverse.

The elementary operations on tensors include common vector operations (ad-
dition and multiplication by a scalar) as well as operations that are unique
to tensors. Among the latter, the most important is the tensor product. The
second is contraction. By combining tensor products and contractions we
can form almost any algebraic tensor operation of interest.

Vector spaces may be equipped with an inner product. We considered inner
products that are symmetric and nondegenerate, but not necessarily positive.
An inner product space permits the definition of the important Gram matrix
of a basis. The Gram matrix leads naturally to the metric tensor and to the
operations of raising and lowering.

The remaining sections of this chapter deal with somewhat more advanced
subjects—the Levi-Civita symbol, the volume pseudotensor, and symmetriza-
tion and antisymmetrization of tensors. These may be skipped on first read-
ing, but in the long run they are important.

We define vector spaces to be flat, because all geometric objects are fixed,
although their coordinates vary depending on the basis. Applications in
physics, as well as many branches of mathematics, require more complex ob-
jects, in particular ones which involve functions and calculus. The remaining
chapters deal with tensors in more general settings and, in particular, intro-
duce tensor calculus and some special tensors of importance.
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Chapter 2

Tensor Fields and Tensor
Calculus

2.1 Tensor Fields

In this chapter we will consider tensors that vary from point to point in space.
We therefore change our viewpoint on the underlying vector space V. Rather
than an abstract space, we will think of V as a real physical space, which can
be the usual 3-dimensional Euclidean Newtonian space or the 4-dimensional
Minkowski space. The former is associated with classical physics whereas the
latter constitutes the framework for relativistic physics. To V we attach a
fixed origin and a reference basis (e1, e, ..., e,). Each point in V has a radius
vector r with respect to the origin. The coordinates of r can be expressed as
linear coordinates in terms of the reference basis, as we learned in Chapter 1,
say (z1,2?%,...,2"). However, they can also be expressed in other ways, rather
than through bases. For example, you are probably familiar with cylindrical
and spherical coordinates in a 3-dimensional space. We may express a radius
vector in cylindrical coordinates as r(p, @, z) or in spherical coordinates as
r(r,0,¢). In both cases the arguments are not linear coordinates relative to
any basis. These are special cases of curvilinear coordinates, which we will
study in great detail in the sequel.
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To each point in the space V we will assign a tensor a(r). These tensors have
the same rank (r, s) throughout the space; they are geometrical objects over
the space V by their very definition. Initially we define their coordinates
relative to the reference basis and later consider change of basis. Thus,

1.0

az % (r) denotes the coordinates of a space-dependent tensor with respect
to the reference basis (e, es,...,€,). Such an object is called a tensor field
over V.

The simplest way to think of aéll‘.'.'éz (r) is as a collection of n"** functions
of r. However, at every fixed r, the values of the functions must obey the
change-of-basis transformation laws defined in Chapter 1. Specifically, the
covariant coordinates must transform according to the direct transformation
and the contravariant coordinates must transform according to the inverse
transformation. Additionally, regarded as functions of r, aéll'.'.'.?; (r) are usually
assumed to satisfy certain continuity and differentiability conditions, to be

discussed later.

2.2 The Gradient Operator in Linear Coor-
dinates

We have already met the gradient operator Vi in Sec. 1.6, applied to a scalar
field and expressed as a covariant operator in linear coordinates. We wish
to generalize the gradient operator to tensor fields. As long as we restrict
ourselves to linear coordinates, this is not difficult. Let aé.ll'.'.'éfs (r) be a tensor
field. Upon expressing the radius vector r in terms of the reference basis (i.e.
r = e;x'), the tensor ajll‘."‘;?;(r) becomes a function of the coordinates z*. We
may now differentiate the tensor with respect to a particular coordinate z?:

1.0 i1 a7 (r)
Vo 7 (0) = a7 (1) = 5 (2.1)

There are several novelties in equation (2.1) that we should note. First, the
right side expresses the fact that each component of the tensor, contravari-
ant and covariant, is differentiated separately and each provides n partial
derivatives, one for each p. Second, the result depends of the choice of ba-
sis, since the partial derivatives are with respect to the coordinates in the
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basis. Third, the resulting object is a tensor field of type (r,s + 1), with an
additional covariant component; this fact is far from being obvious and must
be proved. Fourth, (2.1) introduces a new notation, with the new covariant
component appearing as the last one and separated by a semicolon. Several
different notations are used in the literature but we will adhere to this one.

Before we can discuss whether V azll ;T (r) is a tensor, we must clarify what

being a tensor means in this case. T'wo possibilities must be considered. In
the first, we may change the coordinates of the tensor a” “S( r) to a new
basis, thereby yielding a“ “( ), but continue dlfferentlatmg with respect to

aP. In the second, we may change the coordinates of a“ “( ) to aﬁ zf (r)

and differentiate with respect to the new coordinates xp Whereas both
definitions are plausible, we adopt the latter one and define

- o datt-"r (r)
010y _ ~ipendp - J1..-Js
Vpajll_”js(r) = ajll...js;p(r> = 1@7 (2.2)
Now, that the definition of V, is clear, let us prove
Theorem 4. V,, as defined in (2.1) and (2.2), is a tensor.
Proof. The change-of-basis transformation of aﬁ ZJT( r) gives
apet(e) =Ty Tiragth (e)ST L ST (2.3)

Next we differentiate (2.3) with respect to some coordinate #”. In doing
so, we must remember that (2.3) is, in fact, a multiple sum, so we must
differentiate each term and then perform the sum. However, in doing so,

only aéll 7( r) is differentiated because the matrices S and 7" are constant.
Therefore,
~iy.ir kr...kr
OG5 ) _ g g Ot () g g (2.4)
ozr otk gge TR s

Now, using the chain rule for partial differentiation of a” ‘i 7 (r) on the right
side of (2.4), we find that

i) a0 00 alth, (r)

— e — - 7 2,
0P ox?  OxP ox4 Sp (2.5)
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with implied summation over ¢ on the right side of (2.5). Substitution of
(2.5) in (2.4) gives

8&211,« (r) ) ) akl...k'r (I.)
J1...7s e rmy..mg m s
W — Tki .. .le’r‘laTsjll .. .S;’:L Sg (2-6)
In our new notation, equation (2.6) reads
0 @) = Ty T g (0)SE - S5 (27)

This is precisely the change-of-basis formula for an (r, s + 1)-tensor, as was
claimed. O

2.3 Curvilinear Coordinates

Let us assume that we are given n functions of the coordinates of the ref-
erence basis, to be denoted by y'(z!,...,2"), 1 < i < n. These functions
are assumed to be continuous and to possess continuous partial derivatives
on a certain region in the space'. Additionally, they are assumed to be
invertible, and the inverse functions x'(y',...,y"), 1 < i < n are also as-
sumed to be continuous and to possess continuous partial derivatives on the
same region. Such functions y'(z!, ..., z") are called curvilinear coordinates.
“Curvi” implies nonlinearity, and ”linear” implies that the functions can be

locally linearized in the vicinity of each point r, as we shall see soon.

Consider the partial derivatives of the radius vector r with respect to the
curvilinear coordinates. We define

or 0 , oz’
- — I = e.
E; ; " (ejx ) e; ( y’) (2.8)

This derivation is correct because e; are fixed vectors; hence their derivatives
are identically zero. The n? partial derivatives dz7 /0y' form a square matrix

!Technically, this region must be an open set, but you may ignore this if you are not
familiar with the notion of an open set. In the next chapter we will be more precise about
this point.
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called the Jacobian matriz. This matrix is nonsingular since y'(z?!, ..., 2"),
1 <7 <n are invertible. Let us denote

- 027 oy™
S =22 pm 2T 2.9
% 8yl ) k 6l’k ( )
Then ' ‘ '
1}"‘8{ =9;", S, I;" =0 (2.10)
The vectors (Eg,...,E,) are called the tangent vectors of the curvilinear

coordinates at the point r. The vector space spanned by the tangent vector
is called the tangent space at the point r. The tangent space varies from
point to point, unless all functions y'(x!,... z") are linear. The space is
n-dimensional in general, unless one (or more) of E; is zero?.

To distinguish such a basis from an ordinary fixed basis, we use uppercase
bold letters for the basis members. If r + dr is a point close to r, then the
differential vector dr can be conveniently expressed in terms of the local basis
as dr = E;dy’. We note that dr is also called the line element.

Equation (2.8) can be written as

E;=¢;5, e, =E,T" (2.11)
Expressions (2.11) have the same form as an ordinary change-of-basis trans-
formation as can be seen by comparing them with (1.13). We should keep in
mind, however, that (2.11) is local at each r whereas (1.13) is global on the
space.

2.4 The Affine Connections

When each of the tangent vectors E; is differentiated with respect to each
curvilinear component y’, we obtain n? new vectors OE;/0y’. Each such

2If some of the E; are zero at an isolated point, we may define the tangent space at that
point by continuity. However, if this happens on an interval, we have a case of irreparable
degeneracy of the tangent space.

37



vector may be expressed in terms of the local basis (Eq,...,E,). Doing so
yields n? linear expressions

OE;
oy’

_ k

where implicit summation over k is understood as usual. The n? coefficients
Ffj in (2.12) are called the affine connections or the Christoffel symbols of the
second kind. Although the notation Ffj may imply that the affine connections
constitute a tensor, this is in fact not the case.

At this point it becomes convenient to use a notation commonly used in
multivariate calculus: whenever we differentiate a function f(y!,...,y") with
respect to yP, we write f, = 0f/0yP for the derivative. The function f may
have other indices. For example, (2.12) can be written as

E;; = E;I}

ij

(2.13)

In general, an index following a comma will denote partial derivative with
respect to the corresponding y coordinate. Second derivatives will contain
two indices after the comma, etc. Note that partial derivatives with respect
to 2P will be denoted explicitly as 0f/0z?, to avoid ambiguity.

2.4.1 Formulas for the Affine Connections

We now derive several explicit formulas for the affine connections, which will
be useful later. First, differentiation of (2.11) and substitution in (2.12) gives

E;; = (exS)) , = erSi; = B, I} = euSil; (2.14)

Since (e, ey, ...,€,) is a basis, the expansion of any vector in terms of this
basis is unique. It hence follows from (2.14) that

Sk, =SeTr (2.15)

m= 1j
We may now apply the inverse transformation to (2.15), to find

TS, =TRSkIp = on iy =T, (2.16)

m= 1j m= 1
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We thus obtain the first explicit formula for the affine connections:
k k

We therefore deduce that the affine connections are symmetric in their lower
indices.

A second formula for the affine connections is derived as follows. Upon
differentiating (2.10), we get

(TPSK) ; = T,fjjsf +TPSE, =0 = TPSE = —T,fjjsf (2.18)

Substitution of (2.18) in (2.17) gives

It = -1y .SY (2.19)

7] ?

The third explicit formula expresses the affine connections in terms of the
metric tensor g;; = E; - E; associated with the basis (Eq,...,E,):

Ffj = O.5gkm(gmi,j + Gmji — gij,m> (2.20)
We prove (2.20) by direct calculation, as follows:

Imij = (Em . E’L)J - Em,j ' Ez + Em ' Ei,j

» . . » (2.21)
= (Eprmj) Ei + By, - (Eprij) = Gpil iy + Gmpl's;
In the same way we find for the two other terms
mji = Gpilmi + 9mpLl5is Gijam = Gpilim + Giplim (2.22)

Substitution of (2.21) and (2.22) in (2.20) and using the symmetry of the
affine connection and the metric tensor with respect to the lower indices, we

find

0.5gkm (gpiffnj + gmprfj + gpjrfm‘ + gmprgi - gpjrgm - giprgm)

N (2.23)
= 9" gm L = 5T =T

Hence the proof is complete.
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2.4.2 Example

We illustrate the derivation of the affine connections for a two-dimensional
vector space with Cartesian coordinates (z,y) and curvilinear polar coordi-
nates (r, ). related by

T =Trcosy, y=rsine

This transformation is invertible at all points, except » = 0. The Jacobian
matrix and its inverse are

cosy —rsing CoS ¢ sin @
S — . ; T — —1 .- 1
singp 7rcosp —r ising 17 cose

The partial derivatives of the Jacobian matrix are

0 —sing —siny —7rcosp
S, = , S = .
’ 0 cosp ’ cosp  —rsing

Multiplying these matrices by T' gives

0 O 0 -r
s[4 0] e[ 0 7]

Finally,

roo__ ro__17r __ roo__ _ _ _ .1 _
=0, 10,=07, =01, =-r%=0 1% =0%=r"1T% =0

2.5 Differentiation of Tensor Fields in Curvi-
linear Coordinates

We now turn our attention to the problem of differentiating tensor fields in
curvilinear coordinates, which differentiation generalizes the tensor deriva-
tive aj»ll'_'_'.g;p(r) introduced in Sec. 2.2. In the following we omit the explicit
dependence on r for simplicity, but we keep in mind that r may be expressed
in terms of either the linear coordinates z° or the curvilinear coordinates 1,

depending on the context; cf. Sec. 2.3.
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For the purpose of the material on tensor fields in curvilinear coordinates,
we will use the following convention henceforth. Tensor coordinates relative
to the reference basis will continue to be denoted by lower case letters. For
tensors in curvilinear coordinates we will use upper case letters, but without
the tilde. Thus, if a¥*** are the coordinates of the tensor a in the reference

basis e;, expressed aslfungctions of the linear coordinates ', then AF-* will
denote the coordinates of the same tensor in the tangent basis E;, expressed
as functions of the curvilinear coordinates y*. This convention will facilitate
convenient visual identification of tensors in curvilinear coordinates, which

tensors are heavily used in subsequent material.

Recall (2.7), which was shown to hold for change of basis in linear coordinates.
Let us require that (2.7) hold in curvilinear coordinates as well; that is,
Wiy _ i ir kike  Qm ms

Agy =T Trag S ST S (2.24)
where S, T" are the transformations (2.9). We wish to derive an expression for
Agt which will make (2.24) valid. In order to simplify the derivation and
make it more transparent we will start with the special case of a (1, 1)-tensor.
In this case we know that

al, = SFALTY, (2.25)
Therefore,
ko ok gimj koAl d k Airi
U p = SipAYT + SPAL T0 + SPAYTY, (2.26)
Substitute (2.15) and (2.18):
dak dx®  Oak - C oo o
= G0 — ST ATT, + SFA; T, — SFALL) T, (2.27)

Oxd Oyp  Oxd P

This is the same as

00, o i ph i i 1h
Tk_axq S] Sg - hij + Aj,p - Ahrjp (228)
or
ik m % ) h i h
Tkam;qu Sg — Aj,p + thA] - AhF]p (229)

Finally, comparing the left side of (2.29) with the right side of (2.24), we find
that
i i i Ah i 1k
Al = AL 4 Ti Ah— AT (2.30)

hp* =3
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Expression (2.30) is called the covariant derivative of the (1,1)-tensor A’
in curvilinear coordinates. As we saw, A; » 18 a (1,2)-tensor, related to the
(1,2)-tensor af,., via the change-of-basis formula (2.24).

We now have two kinds of derivatives in curvilinear coordinates: the conven-
tional derivative, denoted by X, (where X stands for any object depending
on y'), and the covariant derivative X, defined only for tensors X. The lat-
ter is equal to the former plus additional terms; these are called the affinities.

The covariant derivative of a general tensor in curvilinear coordinates is de-
rived in a similar manner, yielding the expression

s

1.0 _ 7«1 Sy tu 741 dy—1hylyg1..ir _ 1.0y hy
A + r Al I

J1---Jsip Jl Js:P hup 31 Js J1---Ju—1hujut1---Js= Jup
u=1

(2.31)
The special cases of the covariant derivatives of vectors and covectors are
worthwhile writing explicitly:

Aj‘p = Afp + r;‘wAh, Ajp=Aj, — Ahl‘?p (2.32)

The metric tensor g;; has the following useful property:

Theorem 5. The covariant derivative of g;; is identically zero; that is,
Yijp = 0
Proof. 1t follows as a special case of (2.31) that

Gisp = Gizp — ki Ly — 9T, (2.33)

Now substitute the affine connections expression (2.20) in (2.33), then carry
out all cancelations, ending up in 0, as claimed. [

Let T% be a symmetric (2, 0)-tensor. The covariant divergence of T is
defined as

V19 =T7 =T7 + 13,7 + T, 1" (2.34)
The covariant divergence is a contravariant vector whose free index is j in
this definition. The covariant divergence is important in physics applications
because it is typically associated with conservation laws.
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2.6 The Second Covariant Derivative

We continue our discussion of the preceding section by differentiating tensor
fields in curvilinear coordinates a second time. However, we do not discuss
the general case but limit ourselves to the second covariant derivative of a
(contravariant) vector. The general case can be derived using the procedure
derived below, but the special case we consider is sufficient for drawing some
interesting conclusions.

The second covariant derivative of A, denoted by Aqu, is the first covariant
derivative of Afp. This is, in turn, a (1, 1)-tensor; therefore its first covariant
derivative can be found from (2.30):

Al = (AL) g+ T, AL — AT (2.35)

Let us expand each of the first two terms on the right side of (2.35) (but not
the third, for reasons to be seen later), using A?, from (2.32):

(AL)g= (A, +T},4" = A" + T}, A"+ T}, A% (2.36)
hg Al =T, Al 4+ T, T AF (2.37)

Substitution of (2.36) and (2.37) in (2.35) gives

A?pq = Aqu +T

i h i h i h i Th Ak i Th

Expression (2.38) provides the desired result for the second covariant deriva-

tive of a vector in curvilinear coordinates. In the next section we will continue
to explore this result.

2.7 The Riemann Curvature Tensor

As we know from multivariate calculus, second derivatives possess the sym-
metry X ,, = X 4 if the second derivatives exist and are continuous. Let us
explore if this property holds for second covariant derivatives. To find out,
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let us compute Al — Al  and check whether the difference is identically zero.
Using (2.38) and canceling terms that are equal due to symmetries gives

i i h k Ah h i Tk AR
A;pq o A; hp qA + F F A o hq pA k’thqA (2.39)
= ( hp,q T F F hqp kahq)Ah
Let us introduce a new symbol:
i i i Tk
hqp — hp7q + F F hqp k.prhq (240)
Equation (2.39) then becomes
Aqu - qup hquh (2.41)

An immediate consequence of this result is that the second covariant deriva-
tive is not symmetric in general, except when Rﬁlqp is identically zero. Later
we will see when this happens.

Theorem 6. R}, is a tensor.

Proof. The left side of (2.41) is a difference of tensors and is therefore a
tensor. Denoting this tensor temporarily as (5Ai . we have that (5Ai
A" where both 5A" and A" are tensors. In thls equality, A" is arbltrary
hgp 18 given, and (SAZ 1s the resulting tensor. Now make a change-of-basis
transformation. If thp is a tensor, then the corresponding equality in the

hqp

new basis will be (5AZ thpAh where all tildes denote the new basis
coordinates of the tensors. It thp is not a tensor, then the corresponding

equality in the new basis will be 5Z;q = hquh where thp is an unknown
array of numbers. Therefore, in the latter case,

(i _ i )Avh:()

hgp hgp

Since this equality holds for all Al it holds, in particular, for Ak =1 and
Ar =0, h # k. Tt therefore follows that

~. .

7 I >4
kqp kqp

=0

Finally, this holds for all i, k, p, g, so E};qp = E};qp and it follows that Rj, is
a tensor.
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The tensor Rﬁlqp is called the Riemann curvature tensor. The Riemann cur-
vature tensor plays a central role in differential geometry and the theory of
manifolds, as well as in applications of these theories. Here we do not pro-
vide enough material on these subjects to really appreciate the importance of
the Riemann tensor. We will settle for discussing some of its mathematical

properties and then present some tensor related to the Riemann tensor.

The first thing to note is that R}Lqp depend only on the affine connections Ff]
These, in turn, depend only on the metric g;;, as seen from (2.20). It follows
that The Riemann tensor depends only on the metric. We should remember,
however, that in curvilinear coordinates the metric varies from point to point
and the Riemann tensor varies with it. Only when the curvilinear coordinates
are linear is the metric constant. In this case the affine connections are

identically zero and so is the Riemann tensor.

The Riemann tensor is antisymmetric in the indices ¢ and p; that is,

' ' (2.42)

hgp = ~ Llhpq

This follows directly from the definition (2.40).

The Riemann tensor satisfies the so-called First Bianchi identity:
Zf‘Lqp + Rf]ph + R[i)hq — O (243)
This identity also follows by substitution of (2.40) and performing the can-

celations. Note that the lower indices of the three terms in (2.43) are cyclic
permutations of one another.

Other symmetries of the Riemann tensor are more subtle; to make them
explicit, we introduce the purely covariant Riemann tensor, obtained by low-
ering the contravariant index of R!

hap-
Ripgp = giniqp (2.44)
The covariant Riemann tensor possesses the symmetries
Ringp = —Rinpg = —Rhigp = Repin (2.45)

The first equality in (2.45) follows from the corresponding anti-symmetry of
(2.42). The other two are established in Appendix B.
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2.8 Some Special Tensors

The space-geometry tensors of general relativity are, in a figure of speech,
children of the Riemann tensor. The Ricci® tensor and the Einstein tensor,
in particular, are derived from the Riemann tensor as we will now present.

The Ricci tensor is the result of contracting the contravariant and last co-
variant indices of the Riemann tensor:

R = RY (2.46)

ijk

The Ricci tensor is symmetric, as results from the following chain of equali-
ties:
Rij = Ry, = gkuRuijk = gkuRjkui = gkuszjiu = R, = Ry (2.47)

J Jiu

In (2.47) we used the symmetries and anti-symmetries of the covariant Rie-
mann tensor, given in (2.44). Be sure to understand which symmetry is used
at each step of (2.47).

The curvature scalar is the full contraction of the Ricci tensor:

The FEinstein tensor is defined by

Einstein’s tensor is symmetric, since both R;; and g;; are symmetric. Ein-
stein’s tensor can also be expressed in mixed and contravariant forms:

E'=R' —0.58'R, EY = RY —0.5gVR (2.50)

3Gregorio Ricci-Curbastro and Tullio Levi-Civita developed tensor theory in the late
19th century, following in the footsteps of Gauss and Riemann. Levi-Civita helped Ein-
stein understand tensors, thereby facilitating Einstein’s development of general relativity.
Two Jews—one a brilliant mathematician and the other greatest physicist ever—in an
increasingly hostile and antisemitic Europe.
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2.9 Summary

In this section we extended tensor theory from constant tensors in constant
bases to tensor fields; that is, tensors that vary from point to point in space.
The space itself is still a vector space with an inner product (positive or not);
therefore tensors can still be expressed relative to a fixed (reference) basis.
However, they may also be expressed relative to bases that vary from point
to point. We introduced the concept of curvilinear coordinates, which may
be global on the entire space or local to a subset of the space.

Calculus demands the ability to differentiate functions. We distinguished
between two kinds of derivatives: the usual partial derivative, as defined in
calculus; and the covariant derivative. The latter has an important property
not shared by the former—it is a bona-fide tensor and therefore transforms
properly under change of basis.

The definition of covariant derivative relies on the extension of the concept of
metric to local bases on curvilinear coordinates, and on the affine connections.
A second covariant derivative can also be defined. It turns out that the
second covariant derivative, unlike a usual second partial derivative, depends
on the order of the coordinates with respect to which we differentiate; in
other words, it is not commutative. An important consequence of this lack
of commutativity is the ability to define the curvature tensor. This tensor,
also called the Riemann tensor, leads to the Ricci tensor and to the Einstein
tensor; the latter plays a fundamental role in general relativity.
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Chapter 3

Tensors on Manifolds

3.1 Introduction

The space R™ is one of mathematics’ greatest success stories: it is at the
same time the star of linear algebra, geometry, and analysis. What makes
R"™ such a fertile ground for mathematical theories? I am not sure whether
there is an official answer, but I suspect that if there is one, it is: Pythagoras’
theorem; or, more accurately, the n-dimensional generalization thereof:

n

=) (a') (3.1)

i=1

where d is the hypotenuse and 2 the sides of an n-dimensional triangle. This
being said, there is more to mathematics than Euclidean spaces. To mention
but one of many examples, consider the the surface of a sphere. It follows
immediately from (3.1) that the surface of a sphere is just the set of all points
of constant distance d from the origin. But, although the surface of a sphere
is intimately related to the Euclidean space in which it is embedded, it does
not at all look like a Euclidean space of any dimension.

The surface of a sphere is an example of a smooth topological manifold. We
can loosely define such an object as a set patched up from subsets, each of
which is “like” a Euclidean space. “Like” in this description means that each
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patch can be mapped in a one-to-one way to a patch of a Euclidean space
such that the map and its inverse are continuous. Let us exemplify this
informal description by considering the surface of a sphere in R? centered at
the origin and having radius d = 1. Denote the surface of the sphere by S
and the three cartesian coordinates by (z,y, z). Then the two sets

O ={(x,y,2) € S,z# 1} and Oy = {(x,y,2) € S,z # —1}

together cover S. Note that these sets considerably overlap; the first contains
all points of S except the north pole and the second contains all points but
the south pole. Let (u,v) be cartesian coordinates on R? and define

2z 2y
v
1—2’ 1—2

u =
These functions, called the stereographic projection, map O; onto R? contin-
uously. The inverse functions

0.25(u? +v?) — 1
z =
0.25(u? +v2?) + 1’

r=05u(l—2), y=05v(l-2)

are continuous on R? onto O;. In a similar way O, can be mapped onto R?;
simply replace 1 — z by 1+ z in the above. The surface of a sphere in three
dimensions as therefore a two-dimensional manifold.

This chapter extends tensor calculus from curvilinear coordinates in Eu-
clidean spaces to tensor fields on manifolds. This chapter uses a higher
level of abstraction and requires greater mathematical maturity on part of
the reader beyond what was needed in Chapter 2. Learning the material in
this chapter may thus be considerably more difficult than the material in the
preceding chapters. On the other hand, tensors on manifolds are essential for
understanding general relativity, which is why this chapter is included here.

The mathematical background presented in Section 3.2 contains several parts.
Sets and functions should be part of the education of all engineering students.
Hopefully, this material will not be new to you. The Euclidean space R™ is
usually studied in the course of multivariate calculus, but its topological
properties, as presented here, are not always emphasized. Introducing the
topological properties of R" provides us with an opportunity to introduce
general topological spaces, at the most elementary level. The minimal nec-
essary background on continuity and homeomorphism is then introduced.
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Section 3.3 introduces manifolds. This is the most challenging section; read-
ing and re-reading will probably be needed by most students. By comparison,
the remaining sections should be easier. Section 3.4, on tensors and tensor
fields, is a relatively straightforward extension of the material in Chapter 2.
Sections 3.5, 3.6, and 3.7 on curves, curvature and geodesics are optional,
and rely mostly on standard multivariate calculus.

3.2 Mathematical Background

3.2.1 Sets and Functions

Recall the definition of smooth manifold as a ...

We assume that you know the concept of an abstract set, at least at the
intuitive level. We remind that the notation x € A means that x belongs to
the set A or, equivalently, that x is a member of the set A. We also say that
A contains x. The notation = ¢ A means that x does not belong to A.

If Ais a set and B is another set such that, for all z € B it holds true that
x € A, then B is a subset of A, denoted as B C A. We also say that B is
included in A and that A includes B. For two sets A and B, the notation
A\ B stands for the set of all x € A and = ¢ B. We sometime call this set
(informally) “A minus B”. If, as a special case, B C A, then A\B is called
the complement of B in A.

The union AU B of sets A and B is the set of all x such that z € Aorx € B
or both. The intersection AN B of A and B is the set of all x such that
r € A and x € B. If there is no such x, the two sets are said to be disjoint
and the intersection is the empty set ().

Unions and intersections are not limited to two sets, or even to a finite
collection of sets. If I is an arbitrary set—finite, countably infinite, or even
uncountably infinite—we may assign to each member i € I a set A;, thus
obtaining a collection {A;,7 € I}. Then the union |J,.; A4; is the set of all =

such that o € A; for some ¢ € I and the intersection [,.; A; is the set of all
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x such that x € A; for all i € I.

A function f from a domain X to a codomain Y, denoted f: X — Y, ia a set
of ordered pairs (x,y) where x is present in exactly one pair for each z € X.
On the other hand, any y € Y may appear once, or multiple times, or none
at all. We commonly write y = f(z) to denote that (z,y) belongs to f; with
this notation, the pair (z, f(x)) is trivially in f.

A function is called injective (or one-to-one) if each y € Y appears at one
pair (z,y) at most; equivalently, f(z1) # f(z2), unless z; = z5. A function
is called surjective (or onto) if each y € Y appears at least in one pair (z,y);
equivalently, for every y € Y there exists x € X such that y = f(z). A
function is called bijective (or one-one correspondence) if each y € Y appears
in exactly one pair. Clearly, a function is bijective if and only if it is both
injective and surjective.

The range of a function is the subset of all y € Y for which y = f(z) for
some x € X. The range of a surjective function is therefore identical with
its codomain. Every function becomes surjective if we redefine its codomain
as its range. On the other hand, a function that is not injective cannot be
made injective in a similar manner.

If f: X — Y is a bijective function, its inverse f~!is defined as follows. First,
the domain of f~! is the codomain of f and vice versa; that is, f~!:Y — X.
Second, f~! consists of all pairs (y, z) corresponding to the pairs (z,y) of f;
equivalently, f~1(f(z)) =z for all x € X.

Let A be a subset of the domain X of a function. Then the image of A,
denoted f[A], is the subset of Y consisting of all points y € Y such that
y = f(x) for some x € A. It is clear from the definition that f[X] is identical
with the range of the function.

Let B be a subset of the codomain of a function. Then the inverse image of
B, denoted f~![B], is the subset of X consisting of all points x € X such that
y = f(z) for some y € B. Tt is clear from the definition that f~!'[Y] = X.

The image and inverse image satisfy the following union and intersection
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properties:

JIAUB] = fA]U f[B (3.20)
fIANB] C f[A]N f[B] (3.2b)
fHAUB] = AU B (3.2¢)
/AN B = fAN £ (3.24)

However, if f is injective, then (3.2b) changes to
fIANB] = flA]n f[B] (3.3)

Let X, Y, and Z be three sets and let f: X — Y and ¢g:Y — Z. Then the
composition go f: X — Z is the set of all pairs (z, z) such that, for some
y €Y, y= f(x) and z = g(y). We may omit y and write z = g(f(x))
to denote g o f when applied to z. It is obvious that, in the definition of
composition, the domain of g can be restricted to the range f[X] of f without
affecting the composition.

3.2.2 The Topological Structure of R"

The space R™ consists of all n-tuples of real numbers (z!,... z"). Each
such n-tuple is denoted as a vector, for example x. Points and vectors are
synonymous in R”. The numbers z* are called the coordinates of x.

A distance function is defined for all pairs of vectors:

n 1/2
x -yl = [Z(JE B y’)z} (3.4)
i=1
The distance functions has three fundamental properties:
D1 The distance is zero if x =y and positive if x # y.
D2 The distance is symmetric in x and y.

D3 The distance satisfies the triangle inequality for all x, y, z:

x —y| < |x -z + |z —x| (3.5)
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Let xq be a point in R™ and d a positive number. The set
B(x¢,d) ={y : |xo —y| < d} (3.6)
is called an open ball centered at xy; and having radius d.

A subset O of R™ is open if it is a union (finite, countable, or uncountable)
of open balls. Open sets have three fundamental properties, as follows.

T1 The empty set ) and R™ are open sets.

T2 The union of any number of open sets (finite, countable, or uncountable)
is an open set.

T3 The intersection of two open sets is an open set.

Property T1 is true because of the following. By convention, an empty union
is empty. Thus (J,cy O; = 0; therefore @) is open. The entire space R™ is open
because it is the union of all open balls.

Property T2 is almost self evident. Given any collection of open sets, then
each is a union of open balls, thus their union is a union of unions of open
balls, which is itself a union of open balls, which is open.

Property T3 is more difficult to prove. We break the proof into three steps,
as follows.

Step One. Consider the intersection of two open balls, say
A= B(Xl, dl) N B(Xg, dg)

Let y be a point in A. We aim to find an open ball B(y, ¢) such that B(y,e) C
B(xi,d;) and B(y,e) C B(Xa,ds). It will then follow that B(y,e) C A.
Define

81:d1—|y—X1|, 52:d2—|y—X2|, 5:min{51,€2}

Since y € B(xy,dy), it follows that € > 0. Similarly, e5 > 0. Therefore
e > 0 and hence B(y,¢) is indeed an open ball. Let us now show that
B(y,e) C B(xy,dy). If z € B(y,¢); then

|z —y|<e=d — |y — x4
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so by the triangle inequality
z-—xi|<[z-yl+ly—x|<di—|y—x|+|y—x|=d

This proves that z € B(x;,d;). Since z is an arbitrary point in B(y,¢),
it follows that B(y,e) € B(xi,d;). In the same we show that B(y,e) C
B(x2, ds) and conclude that B(y,e) C A.

Step T'wo. So far we proved that, given a point y in the intersection A of two
open balls, there exists an open ball B(y,¢) that contains y and is included
in A. The union {J,, B(y,¢) therefore both includes and is included in A,

so it is equal to A. It follows that A is an open set!.

Step Three. To complete the proof, consider two open sets O, O,. Each is
a union of open balls and hence U; N U, is the union of all intersections of
the open balls comprising O; with those comprising O, (this follows from De
Morgan’s distributive laws for unions and intersections of sets). As we have
just shown, each such intersection is an open set; therefore U; NUs is an open
set and the proof is complete.

Generalization. The intersection of a finite number of open sets is open. This
follows from T3 using induction on the number of sets.

3.2.3 General Topological Spaces

Borrowing from definitions stated in the preceding subsection, we now define
a topological space as a set S, equipped with a collection T of subsets of S,
such that axioms T1, T2 and T3 are satisfied. The member sets of 7 are
the open sets of the topology.

The space R”, together with the collection of all open sets, is an example of
a topological space. It is called the usual topology on R™. This, in fact, was
the model on which general topology was founded.

'If you have not seen this kind of mathematical proof, you must be surprised and
hopefully amazed. This is the power of infinity in action. It is Georg Cantor’s theory of
infinity that revolutionized mathematics; the revolution in physics followed only shortly
after.
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Two simple examples of topological spaces are:

e Any set S with 7 = {0, S}. This topology has only two open sets and
is called the indiscrete topology on S.

e Any set S with T containing all subsets of S. This is called the discrete
topology on S.

Many more examples can be given, but since our aim is not to teach topology
for its own sake, we will not provide more examples.

We call a set C' closed if its complement S\C' is open. It follows easily from
this definition that () and S are closed, that an arbitrary intersection of closed
sets is closed, and that the union of two closed sets is closed. In the usual
topology on R", the closed ball

Clxo.d) = {y : [xo — | < d} (3.7)

is closed. For a proof, note that the union of all open balls in R™ which are
disjoint from C'(xg, d) is open and is equal to R™\C(xo, d)

If x is a point and O is an open set containing x, then O is said to be an open
neighborhood of x. If x is a point and N is a set containing = (not necessarily
open), then N is a neighborhood of x if there exists an open neighborhood
O of z such that O C N. Thus, a neighborhood of x is any set including an
open neighborhood of .

3.2.4 More on R"

The usual topology on R™ has many interesting properties that arise fre-
quently in advanced calculus on R™. We will mention some of them here;
most are not essential to understanding of the material in this chapter but
are good to know for completeness.

Hausdorff If x; and x, are two different points, then there exist open
neighborhoods O; and O, of x; and x, such that O; N O, = 0. A
topological space having this property is called a Hausdorff space*. To

2Named after Felix Hausdorff, one of the founders of the abstract theory of topological
spaces.
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prove the Hausdorff property for R", let d = |x; — x3| and then let
O, = B(x1,d/3), Oy = B(X2,d/3). It is straightforward to prove that
01 N 02 - (D

Separability A subset A of a topological space is dense if every open set
contains a point of A. A topological space is separable if it contains
a countable dense set. It is well known that the rational numbers are
dense in R (we will not prove this here). It then follows that the points
x whose coordinates are rational are dense in R™. The set of rational
numbers is known to be countable. It then follows that the set of n-
tuples of rational numbers is countable. Therefore, R™ equipped with
the usual topology is separable.

Second Countability A base for a topology is a collection B of open sets
such that every open set is a union of members of B. The definition of
the usual topology on R™ automatically makes the collection of all open
balls a base for the topology. A topological space is second countable if
it has a countable base [first countable is another property, which we
will not discuss here]. The collection B of all open balls whose centers
have rational coordinates and whose radii are rational is a countable
base for usual topology on R". Here is a sketch of the proof. Given an
open set O, take all points x of O having rational coordinates. For each
x, take all open balls B(x,r) with rational r such that B(x,r) C O.
Then |, , B(x,7) = O.

All these definitions are applicable to any topological space, not just to R™.

3.2.5 Continuity and Homeomorphisms

A function on a topological space X to a topological space Y is continuous
at a point x if, for any open neighborhood V of f(z), there is an open
neighborhood U of x such that f[U] C V. Compare this definition with
the usual conventional “epsilon-delta” definition for functions on and to R
and you will see that the “epsilon-delta” definition follows from the general
definition, when applied to the usual topology on R.

A function is continuous on an open set O C X if it is continuous at all points
of O. In particular, a function is continuous on X if it is continuous at all
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points of X. The following theorem is of interest: A function is continuous
on X if and only if, for any open set V in Y, the inverse image U = f~![V]
is an open set in X. The proof is a simple exercise which you may want to
carry out, to test your understanding of images, inverse images, and open
sets.

Let X and Y be two topological spaces and assume that there exists a bijec-
tive function f on X onto Y such that both f and f~! are continuous. Then
the two spaces are homeomorphic and f is called homeomorphism. You may
think of two spaces as being homeomorphic if they are made of infinitely
flexible rubber and one can be obtained from the other by arbitrary stretch-
ing, squeezing, or bending, but no tearing or punching holes. The two spaces
“look the same” in the sense that an arbitrary set O in X is open if and only
if f[O] is open in Y.

Let X and Y be two topological spaces. Let x be a point in X and assume
that there exist an open neighborhood O, of x and an injective function f,
on O, onto f,[O,] C Y such that f, is continuous at all points of O, and
f! is continuous at all points of f,[O,]. Assume further that this condition
holds for all points x € X (note that O, and f, exist for each = individually
and not globally). Then Y is locally homeomorphic to X.

Let us now proceed to functions f:R"™ — R™. We will occasionally refer
to such functions as numerical. A numerical function is continuous if it is
continuous with respect to the usual topology, as defined above. Equivalently,
f is continuous if for every x € R" and every open ball By containing y =
f(x), there exists an open ball By containing x such that f[Bx] C By.

We assume you are familiar with the concept of differentiability, as taught in
calculus courses. A function is of class C* if all its partial derivatives up to
order k exist and are continuous. A function is O if it is of class C* for all
k. A function of class C'* is also called smooth, and we will henceforth use
“smooth” consistently for C'*°. A function is is analytic if it can be expressed
as an infinite power series about each point and the power series converges
absolutely in an open neighborhood of the point. An analytic function is
always smooth, but not conversely.
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3.3 Manifolds

3.3.1 Definition of a Manifold

A smooth topological manifold of dimension n is a set M satisfying the fol-
lowing axioms:

M1 M is a topological space whose topology is Hausdorff and second count-
able.

M2 There is a fixed collection of open sets O = {O;,i € I} on M that covers
M; that is, {J,c; O; = M.

M3 For each O; € O there is an injective function v; : O; — R™ such that
;, when its range is restricted to ¢;[O;], is a homeomorphism between
O; and 9;[0;]. The pair (O;, 1) is called a chart and the collection of
all charts is called an atlas.

M4 Two charts (O;, ;) and (O;, ;) are said to be compatible if either O; N
Oj =0 or O;N0O; =U # 0 and the function ¢; o ¢; " :;[U] = ¢4[U]
is smooth. Then every pair of charts in the atlas is compatible.

M5 The atlas is mazimal in the following sense: If (O, ) is a chart that is
compatible with every chart (O;,1);) in the atlas, then (O, ) is in the
atlas.

The following comments should clarify this definition.

1. Imposing a topology on M is the first step in establishing similarity
between the local structure of M and that of R", since we aim to
use the usual topology on R™ as a “reference” topology. The Hausdorff
and second countability requirements are technical and will not be used
here. Nonetheless, they are needed to establish some deeper aspects of
theory, outside our scope.

2. The number of sets in O needed in most applications of the theory is
finite and fairly small. For example, two charts are sufficient to cover
the surface of a two-dimensional sphere, as we explained in Section 3.1.
Nonetheless, axiom M5, which is included for technical reasons, ex-
pands O beyond necessity
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3. It follows from axiom M3 that ;[0;] is open in R™.

4. Tt is the dimension n of R™ in axiom M3 that makes us call the manifold
n-dimensional.

5. A chart is also called a coordinate system. Given a chart (O, 1)), the set
O is called the chart set and the function v is called the chart function.

6. Note that the set U in axiom M4 is open, being an intersection of
open sets. Therefore, and since homeomorphisms carry open sets to
open sets, 1;[U] and 9;[U] are open in R".

7. Pay attention to the construction in axiom M4. The idea is to be
able to work with smooth functions on subsets of R™ into R". Since
the points of M are not numerical (M is an abstract set rather than
a concrete numerical set), we must find a way to “go through” M.
The function v; o 1/1]._1 answers this need. Since wj_l :;[U] = U and
Y; : U — ;U] the composition is indeed on ;[U] into v¢;[U], both of
which are open subsets of R"™.

8. Axiom M5 serves to make the definition of a manifold unique, since
otherwise we could choose many different atlases satisfying axioms M2
through M4. This is a matter of convenience rather than necessity,
since it eliminates the need to explicitly state which atlas we are refer-
ring to when working with a manifold.

3.3.2 Smooth Functions on Manifolds

We want to be able to define a smooth function on a manifold M to R™,
where m may be equal to or different from n. Since M is not numerical, we
cannot do this directly using definitions from calculus. However, we may use
the same device used in axiom M4. Let f: M — R™ be a function satisfying
the following requirement:

MF1 For every (O;,);) in the atlas, the function f o ;' : R® — R™ is smooth.

Then f is defined to be smooth. Note that a single (O;, ;) makes fo; ! “go
through” O; only and hence is not sufficient to characterize f on the entire
manifold. However, since MF1 holds for very chart in the atlas, f is, in fact,
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characterized on M in its entirety. Analytic and C* functions on manifolds
to R™ can be defined similarly.

A particular class of smooth functions is given by the coordinate functions
of a manifold. These are defined as follows. First define the functions

& R" = R, &(x) =" (3.8)

The function &, selects the k" coordinate of a vector. This is clearly a
smooth function. It now follows from M4 and MF1 that the composition
&k 01 : O; — R is smooth for all ¢ and all k. The functions (&30, ..., &, 01;)
are the coordinate functions of the chart (O;,1;). Of course, the different
charts of the atlas have different sets of coordinate functions.

3.3.3 Derivatives on Manifolds

We want to define derivatives of functions on manifolds. Again, we cannot
use calculus directly since a general manifold is abstract and its points are not
numerical. Nonetheless, we can define a differentiation operator by imposing
the fundamental properties of a derivative on such an operator, namely lin-
earity and the rule of differentiation of a product. We will now explain this
idea in precise terms.

Let M be a smooth manifold and let F be the set of all smooth functions
f:M — R, as defined in the preceding subsection. Note that the target
space here is the real line R rather than a general Fuclidean space. Let f
and g be two functions in F. Then af + fg clearly belongs to F for any
two real numbers a and . It is, perhaps, less obvious that fg also belongs
to F. Note that fg denotes pointwise multiplication; that is, the value of fg
at p € M is equal to f(p)g(p). Once this is understood, it is easy to verify
that fg is smooth by recalling MF1 and the fact that the product of two
numerical smooth functions is a smooth function.

Now let p be a fixed point in M and define an operator d,: F — R to be a
derivative operator at p if the following axioms hold:

MD1 Linearity:
dy(af +Bg) = ad,(f)+ pd,(g) for all f,¢g € F and all real o, 5 (3.9)
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MD2 Product rule:

dp(fg) = fdp(9) + gdp(f) for all f,g € F (3.10)

We emphasize again that f, g, d,(f), and d,(g) in (3.9), (3.10) are understood
to be evaluated at p, therefore they are all real numbers.

As an example of the preceding definition, let us prove that the derivative of
a constant function is zero. Suppose that f(p) = ¢ # 0 for all p € M. Let
us compute d,(f?) it two ways, once from (3.9) and once from (3.10). Using
(3.9) with f(p) = c gives

dp(fQ) = dy(cf) = cdp([)
On the other hand, using (3.10) with f(p) = ¢ gives

dy(f*) = 2cdy(f)

These two equalities agree only if d,(f) = 0.

3.3.4 Directional Derivatives Along Cartesian Coordi-
nates

Let us continue to explore ways of differentiation related to smooth func-
tions on manifolds. As before, let p € M be a fixed point, f € F a given
function, and (O,,1,) a fixed chart such that p € O,. By the definition of a
smooth function on a manifold, the function f o, " :4,[0] = R is smooth
on an open subset of R” to R. For such a function, the conventional partial
derivatives with respect to the cartesian coordinates z* in R":

0

@(fowgl)

are well defined as functions on an open subset of R to R.
Now comes a point that calls for special attention. Let us substitute f(p)
for f and 1 (p) for ¢ in the partial derivatives. Doing so will result in a real

number. Now let us repeat for all functions f € F. This will result in an
operator 9/9z*|,: F — R. Moreover, being a bona-fide partial derivative, it
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satisfies (3.9) and (3.10) automatically. Therefore, 9/0z"|, is a derivative
operator on M, as defined in the preceding subsection.

The operators (9/0z"|,,1 < k < n) are called the directional derivatives
along the coordinates. They will play an important role in the remainder of
this chapter.

3.3.5 Tangent Vectors and Tangent Spaces

The definition of an abstract derivative operator MD1, MD2 leaves room
for many different derivative operators on the same manifold. Given any two
derivative operators dy,; and d, 2, we can define their linear sum:

(a1dp1 + aadyo)(f) = cardpa(f) + aadya(f) (3.11)

Showing that (3.11) satisfies (3.9) and (3.10) is straightforward. Also, we
may define the zero operator as one that assigns the value 0 to any function
f. Therefore, the collection of all derivative operators at a point p, as defined
by MD1 and MD2, is a vector space. We denote this space by D, and call
it the tangent space of the manifold at p. The elements of D,, namely the
derivative operators, are called tangent vectors.

The main property of the the tangent space of a manifold at a point is given
by the following theorem

Theorem 7. The tangent space D, is n-dimensional and the directional
derivatives (0/0z"|,,1 < k <n) constitute a basis for the space.

We will prove only one part, namely that the directional derivatives are inde-

pendent. The other part, that every derivative operator d can be expressed

as a linear sum of the directional derivatives, will be omitted®. Assume that
O

—~ =0
va.’lﬂ‘kp

3 Although I strive to include, or at list provide hints for, proofs of all claims in this
document, I decided to make an exception here. The omitted proof is rather long and
technical. Perhaps I will add it in the future.
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for some n numbers v*. Then, by the definition of the directional derivatives,

0
k -1
v ——(fo =0
B (foy™) ,
This equality cannot hold identically for all smooth functions at a specific
point p, unless all v* are zero.

We can now compare the present construction of tangent spaces to that in
Chapter 2. Recall the definition (2.8) of tangent vectors as partial derivatives
of the position vector r with respect to the curvilinear coordinates. In Chap-
ter 2 we started with a fixed n-dimensional vector space, and all constructions
were in this space. In particular, the tangent vectors and the tangent space
were concrete objects, defined via numerical coordinates. Here we defined a
tangent vector as an abstract operator on an abstract space, and imposed
certain properties in order to make the collection of tangent vectors a lin-
ear space. The abstract construction led eventually to numerically defined
basis—that of 9/9z"|,, the directional derivatives along the coordinates. We
will call this basis the coordinates basis for short.

At this point, the road is open to the development of tensor theory on mani-
folds, parallel to tensor theory on curvilinear coordinates. This endeavor will
be taken up in the next section.

3.4 Tensors and Tensor Fields on Manifolds

Before we start developing the material in this section, we make a comment
on notations. In Chapter 2 we made a distinction between lowercase sym-
bols, which were defined on the fixed underlying vector space, and uppercase
symbols, which were defined on local tangent bases. Now we have no un-
derlying vector space and all objects are on manifolds. Therefore there will
be no need for distinction and we will mix lowercase and uppercase symbols
as we find convenient. Also, there are no curvilinear coordinates here, only
cartesian coordinates on open sets of R” that are locally homeomorphic to
the charts of the manifold. Therefore, we will use mostly the letter = for
coordinates, unless convenience calls for a different letter.
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3.4.1 Coordinate Transformations

Suppose that a point p € M belongs to two charts (O, ) and (O, ). The
definition of tangent vectors and tangent spaces is independent of the chart,
so there is only one tangent space at p; moreover, a specific tangent vector at
p is uniquely defined, independently of the chart. However, the two different
charts have different bases (9/0x',...,9/0x") and (9/0z',...,0/0z") at p.
These bases are related by the usual chain rule

o 9090 9 9 0v

0% Oxi 0% Ox*  0F Oz

where the partial derivatives are defined on the numerical function % o J‘l
and its inverse, and are understood to be evaluated at p.

(3.12)

If v is a tangent vector at p, then v can be expressed in terms of its coordi-
nates in the two bases:
0 o,

=l == 3.13
V= Uor U ow (3.13)

from which we deduce the change-of-basis transformation rules

_ o "y o7

i ~i j
V=g, U= (3.14)
Comparing these formulas with (1.11) and (1.12), we see that with
. o . oxt

the transformation rules for vectors on manifolds become identical to the
transformation rules for conventional vectors on an n-dimensional space. We
should bear in mind, however, the essential difference between the two: (1.11)
and (1.12) apply globally on the underlying space, whereas (3.14) holds for a
given point of the manifold. Consequently, the matrices Sji- and T; vary from
point to point, as they do in the case of curvilinear coordinates.

3.4.2 Cotangent Spaces

We have denoted by D, the tangent space at p. As we learned in Chapter 1,
we can assign to D, a dual space D, as defined in Appendix A. This space is
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called the cotangent space at p and we will refer to its elements as covectors or
dual vectors, as in Chapter 1. A common notation for the covectors compris-
ing the dual basis is (dz',dz?,...dz"). The change-of-basis transformation
for dual bases is

N R L
A7t = Sl ded,  dat = o di (3.16)
xJ 0xJ
and the change-of-basis rules for the coordinates of a covector w are
_ o0 oz’

3.4.3 Vector Fields

A wector field d on a manifold is a collection {d, : p € M} of derivative
operators; that is, an assignment of a tangent vector to each point in the
manifold.

We want to construct a meaningful definition of smoothness of a vector
field. We recall that, for each p, d,(f) € R. Therefore, for a fixed f,
{d,(f) : p € M} defines a function dy: M — R. Pay attention to the reversal
of roles of subscripts: d, is a function on & — R for a fixed p and we denote
its value on f € F by d,(f). On the other hand, d; is a function on M — R
and we denote its value on p € M by ds(p). This notation takes some time
to get used to, but it is important, so the time is well spent.

We can now define the notion of a smooth vector field. A vector field d is
smooth if dy is smooth on M for every smooth function f on M.

Recall the definition of coordinate bases:

0 0 _
%’p: {@(f o)

As before, we can interchange the roles of p and f:

0 0 _
i {@(fo%l)

p: fe f} (3.18)

f: pE Op} (3.19)

Note that (3.19) can be defined only on the chart set O, corresponding to
the chart function 1. The numerical functions d(f o4, ') /0x* are obviously
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smooth on 1,. When we move to a different chart, we must differentiate
with respect to the new coordinates, so all we can say is that the vector field
0/0z" can be defined on each chart separately and is smooth on each chart.

It is now easy to conclude that, since the fields of coordinate bases are smooth,
a general vector field v is smooth if and only if its coordinates v* (which are
functions M — R) are smooth on every chart.

3.4.4 Tensors and Tensor Fields

We will construct tensors in the same way we did in Chapter 1, which is
essentially a definition based on numerical coordinates in a selected basis,
together with rules of transformation under change of basis. We define an
(r, s)-tensor field as a collection of n"** smooth functions on M, denoted as

aj - and obeying the transformation law
01 Sy mi s
citiy _ OT ox s Oz 0% (3.20)
J1.--Js Oxkr T Pk Ma-ms 9rgr T Hads )

Compare this definition with (1.28) and you will see that the two are essen-
tially identical, except for the difference in interpretation. Whereas (1.28)
defines constant tensors over a vector space, (3.20) defines a tensor field over
a manifold. The adjectives “covariant” and “contravariant” are used here in
the same way as for constant tensors.

We can use ordinary partial differentiation on tensor fields:

. Oat
1L 2p _ J1---Js
A = et (3:21)

The result is not a tensor field, however, since it does not satisfy the trans-
formation law (3.20). To obtain a derivative tensor field, we will need the
covariant derivative, as we saw in Chapter 2 and as we will see again later in
this chapter.

The special case of a (1, 0)-tensor field gives rise to a vector field, as defined
in Subsection 3.4.3. The special case of a (0, 1)-tensor field gives rise to a
covector field.
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3.4.5 The Metric Tensor

A metric tensor on a manifold M is a smooth (0, 2)-tensor field g;; satistying
the following axioms

MM1 g;; is symmetric.
MM2 g;; is nondegenerate, as defined in Section 1.11.

MM3 The signature A of g,;, as defined in Theorem 2 (Sylvester’s theorem
of inertia) is constant on the entire manifold.

These three axioms allow us to write g;; as
9ij = Ssz]mAkm (3.22)

where S is a nonsingular matrix and A is diagonal with a constant pattern
of £1’s along the diagonal. Both g;; and S vary from point to point on the
manifold, but A does not.

The inverse, or dual, metric tensor ¢ is given by
g = TiTI AP (3.23)
where 7' is the inverse of S; that is, T{.S} = S;T} = d}. It is easy to verify

that, since A is its own inverse,

gikg™ = g% gr; = 0! (3.24)

The metric tensor can be expressed in full form, including its basis covectors,
as in (1.40), o

ds® = gjjdx'da’ (3.25)
The notation ds?, although it is merely symbolic and should not be un-

derstood as the square of a real number, is called the (square of the) line
element.

The transformation law of the metric tensor under change of basis is the
same as any (0, 2)-tensor:

D q vy q
g, — Qo (a—‘?s’“) <8—$.Sm> Ao (3.26)

o7 oz~ \ 9z 7r ) 9737
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3.4.6 Interlude: A Device

A simple device, which we now introduce, will enable us to save many pages
of definitions and derivations. Let us conjure up an n-dimensional inner
product space V, together with a basis (eq, ..., e,) whose Gram matrix is

€y ey = Akm (327)

Now, as we did in Chapter 2, let us define a local basis at each point of the

manifold:

We then find that
E -E;= SfSJ’-"(ek €)= SfS]mAkm = Gij (3.29)

We thus find ourselves in exactly the same framework as in Chapter 2. In-
stead of using the metric tensor directly, we may use the hypothetical bases
(e1,...,e,) and (Eq, ..., E,) and base all definitions and derivations on prop-
erties of these bases.

We emphasize that this device is possible only because of axiom MM3 of the
metric tensor. The constancy of A facilitates the use of a fixed inner product
space with a fixed signature for the entire manifold. It should also be clear
that V and the bases e; an E; are not part of the definition of a manifold.
They are artificial devices, introduced only for their technical usefulness, as
we will see in the next subsection.

3.4.7 (Almost) All Work Done

Once the device employed in the preceding subsection is understood, all the
material in Chapter 2 from Section 2.4 onwards applies to tensors on man-
ifolds, with no changes. In particular, affine connections, covariant deriva-
tives, and the special tensors, are defined and used as in Chapter 2. All you
need to remember is that:

e The coordinates z* on some chart (O, ) take the place of the curvi-
linear coordinates 1*.
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e We have not dealt with the difficulty of patching charts and thereby
facilitating working on the manifold as a whole. Although such patch-
ing can be made rigorous, it is quite technical and is outside the scope
of this document. Here we must keep in mind that a single fixed chart
is assumed, although this can be any chart in the atlas.

The “almost” in the title of this subsection implies that we are not quite
finished yet. Additional material, both interesting and important, is provided
in the next section.

3.5 Curves and Parallel Transport

A smooth curve on a manifold M is a smooth function v:R — M, or, in
some cases, from a closed interval in R to M. Smoothness is defined in a
natural way, namely, by requiring that f o v:R — R be smooth for all f € F.
Expressing the curve explicitly as v(t), we may visualize the curve as a line
lying in M and progressing as t increases. If « is injective, the curve does
not cross or touch itself at any point.

The tangent vector at a point p(t) on the curve is defined as

d(fo7)

= 3.30
r(f) = 2L (330)
for every f € F. This definition makes 7(f) is a derivative operator; that is,

a member of D,, hence a vector at p.

The tangent vector can be expressed in terms of the coordinates basis:

dz* 0 O

a0k " oaF (3.31)

where 7% = da¥ /dt are the coordinates of the tangent vector in the coordi-
nates basis. Note that 2*(¢) are the coordinates of the curve in the coordi-
nates basis.

Let v(t) be a curve and 7%(¢) its tangent vector. Let vi(t) be a function
R — D; that is, a collection of vectors defined on all points of the curve.
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Then v'(t) is parallel transported on the curve if
Tk(t)vfk(t) =0 for all ¢ and all i (3.32)

where, as we recall, v’k is the covariant derivative of v’ along the £ coordi-
nate. The left side of equation (3.32) is thus a contraction of a vector by a
mixed (1, 1)-tensor, resulting in a vector.

The definition (3.32) is, perhaps, not very illuminating and makes it hard
to understand what “paralle]” means in this context. Let us therefore bring
(3.32) to a form that will make it more transparent. First, note that the
requirement that the left side of (3.32) be zero for all ¢ translates to

TH(t) vl (t)E; = 0 for all ¢ (3.33)
Let us substitute for 7%(¢), v}, and E; their definitions:

dzF [ o' da*
oxk dt \Oxk "'

o dz® [ Ov’ ; m
T \aE T v )Sfep = (—S’-’ +T%,,S7 )ep =0 (3.34)

Next we substitute (2.15):

da* (8vi osP, m)e _ dzFo(v'SY)
p = ——

SP = =0 3.35
dt * At Ok P (3.35)

oxk™ = Oxk

We now observe that v*S? = V7, where V? are the coordinates of the vector
v in the hypothetical reference vector space V. Therefore,
O(VPe,)dzk  d(VPe,)

o @ - ar Y (3.36)

The conclusion from this derivation is: A parallel transported vector remains
unchanged—that is, remains parallel to itself—when viewed as an abstract
geometrical object in the hypothetical reference space V.

What have we learned from the preceding derivation? On the practical level,
certainly not much. On the intuitive level, we must exercise our imagination
and visualize the vector transported parallel to itself in some hypotherical
space along a curve that exists on a “real” manifold. Of course, both M and
V are ultimately abstract, but the former a defined mathematical object,
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whereas the latter is an artificial device. If this digression was not helpful,
you may simply disregard it.

Returning to the defining equation of parallel transport, we may write it as

dv’* . daF

o + i 0 for all ¢t and all ¢ (3.37)

Assume that v' is known at point p on the curve and we assign ¢t = 0 to
this point. Then (3.37) is a coupled set of n nonlinear differential equations
in the unknown functions v’(t). The functions dz(t)/dt are known, being
the derivatives of the curve’s coordinates. The affine connections are also
known, since they depend only on the metric. Since I}, and dz(t)/dt are
smooth functions, the differential equations have a unique solution, although
the solution may not be easy to find. It follows that knowledge of v* on
a single point uniquely defines the parallel transported vector v*(t) on the
entire curve. In view of the interpretation given above to the notion of parallel
transport, this conclusion should come at no surprise. You may think of the
curve as “moving under the feet of the vector” rather than the vector moving
along the curve.

3.6 Curvature

Let v(t) be a curve on a manifold defined for 0 < ¢ < 1 and such that
7(0) = (1). Such a curve is called closed for an obvious reason. Let v*(0)
be a fixed vector at (0) and perform parallel transport on +, as defined
by Equation (3.37). What would v*(1) be? You may think intuitively that
v{1) = v(0), since the vector is back to its initial point. If indeed you think
so, then your intuition have failed you this time. It is a surprising and
important fact that v(1) # v(0) in general. This follows from the curvature
of the manifold, and we analyze this phenomenon in mathematical terms in
this section.

Let us consider a simple example first. Place an arrow at the North Pole
of the earth, tangent to the surface and pointing south in the direction of
the Greenwich meridian (longitude 0°). Now begin to move south along the
meridian with the arrow pointing south all the time, until you hit the equator.

71



At this point start moving east along the equator with the arrow continuing
pointing south. When you get to longitude 90° (you will be somewhere in the
Indian Ocean, but never mind that), start moving north along the meridian
with the arrow still pointing south. When you get to the north pole, the arrow
will be pointing south parallel to the 90° meridian, so it will be rotated 90°
relative to the direction of the arrow when you started! Although we have
cheated slightly in this example (the curve in this example is not smooth,
having three corners), the general behavior is indeed true.

Let us now do the mathematics. We first need an auxiliary result, derived in
the next subsection. Then we will be ready for deriving the main result.

3.6.1 Preparation: The Area of a Closed Curve

We want to compute the area of a closed planar curve v(t) surrounding
the origin, as shown in Figure 3.1. The curve is parameterized such that

7(0) = (1)

Y%

N

=v

Figure 3.1: The Area of a Closed Curve
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The area of the triangle spanning the angle between 6 and 6 + df is
dA = 0.5r%df (3.38)

Therefore, the total area enclosed by the curve is

2 1 de
A= 0.5/ r2df = 0.5/ r?(t)—dt (3.39)

Let us convert to cartesian coordinates:
2= 24 y2

0(t) = arctan J
x

@ _ 1 (dy dz
dt 2ty \dt’ at’

Now substitute in (3.39):

L dy dx
A=0. —x— —vy |dt 41
05/0 (dtx dty) (341)

Next observe the following:

(3.40)

0.5/O (%x + Z—%) dt = 0.5/0 %dt = 0.5[z(1)y(1) — 2(0)y(0)] = 0
(3.42)

The last equality follows from the fact that the curve is closed. Finally,
adding and subtracting (3.41) and (3.42) gives

A= /O dgil—(?m(t)dt:— /0 d:;—gt)y(t)dt (3.43)

3.6.2 Approximate Solution of the Parallel Transport
Equations

Choose a point on the manifold having coordinates xf. Construct a closed
curve
x(t) = zo + ey(t) (3.44)
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such that ~(t) is a fixed curve and ¢ is a small scalar. You may visualize
the curve as a small loop surrounding xy. Our aim is to approximate the
parallel transport equations (3.37) to order £2; that is, to neglect terms of
higher order in ¢.

Beginning with z(t), we see from (3.44) that

dx*(t dv(t
dt dt
Looking at (3.37), we see that, since (3.45) already contains a factor €, we do
not need more than a first order expansion of I}, in e. Since I} depends on
¢ only through its dependence on the coordinates, the first-order expansion

18

Lml2()] = Tion o + £ ()] & Ty (20) + Tk, (0)77(2) (3.46)
The third element in (3.37) is the unknown variable itself, which we expand
in a second-order series:
V' (t) & v + evi(t) + 204 (t)
dv'(t)  _dvi(t) e dvi(t) (3.47)
dt dt dt

We can now substitute (3.45), (3.46), (3.47) in (3.37):

d“l (t) &2 dus (1)
dt dt (3.48)

4 eI ag) + e o PO + 20 () + 07 (0] ~ 0

The first-order term in € gives

di(t) | ()

5 A Ii (wo)vg =0 (3.49)
This is easily integrated to yield
Vi (1) + 7 () (o) = C (3.50)

Since v*(t) < 0 must give vi(t) < v} by definition, the constant of integra-
tion C'is zero. Therefore,

W (1) + A ()T (o) = 0 (3.51)
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and thus ' ' '
i (1) = v1(0) = =[¥*(1) = 7" (0)] T} (z0)vg" = 0 (3.52)
We conclude that there is no first-order effect of parallel transport on a closed

curve.

Let us now proceed to the second-order term in €. We again find from (3.48)

dei(t) | dr ()
dt dt

We want to substitute (3.51) in (3.53). To facilitate this substitution, we
must first make several dummy index replacements in both (3.51) and (3.53),
after which (3.53) becomes

[Chm (20)V7" () + T p (@07 (D)v5] = 0 (3.53)

dvi(t)
dt

+ [T o(@0) — Tho (0) T (0)] 0] V() =0 (3.54)

dt

This differential equation can be integrated to give

04(1) = 14(0) = ~[Chy o) — Ty (eo) el | T ey

= [[.0(20) = T (20) T (o) |0 A

(3.55)

The integral, which we denote by A* is recognized to be the area of the
projection of the curve y(t) on the plane k-¢; cf. (3.43).

We can give (3.55) a more symmetrical form. First, since k and ¢ are dummy
indices, we may interchange them, without affecting the result. Therefore,
(3.55) is equal to

v5(1) = v5(0) = [T 4 (w0) — T (w0) T (o) Jug A™ (3.56)
However, A% is easily seen to be antisymmetric, therefore

v5(1) = v5(0) = = [Tk (w0) — T (20) Tt (0) Jug A (3.57)
Now add (3.55) and (3.57) and divide by 2 to obtain

vh(1) — vh(0) =

| | | | O (359)
0.5[T;;¢(0) + Do (z0) i (20) — T (20) — iy (w0) T (20) 0 A
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We now recall the definition of the Riemann curvature tensor (2.40) and
recognize the quantity in the brackets in (3.58) as R?cz;'- Therefore, finally,

v'(1) = v'(0) ~ 0.5e* Ry, A¥v] (3.59)

We arrived at the result promised in the beginning of this section and, at the
same time, established an interesting interpretation of the Riemann curvature
tensor. When a vector is parallel transported along an infinitesimal closed
curve in a manifold, there is a second-order, nonzero difference between the
vectors at the end of the curve and at the beginning of the curve. This
difference is proportional to the Riemann tensor at the central point of the
loop and also to the area of the loop, as expressed by e2A*. Another way
of expressing this result is: When a given vector is parallel transported from
a point p to a point ¢ on a manifold, the resulting vector is not uniquely
determined by the points p and ¢, but depends on the chosen path between
the points.

3.7 (Geodesics and Line Length

3.7.1 Geodesics

A geodesic in a manifold is a curve having the property that its tangent vector
is parallel transported along the curve. Returning to (3.37), the differential
equation for the coordinates of a parallel transported vector, and substituting
the tangent vector in place of the transported vector, yields the equation
2 .0 k m

dd—f + F;;mddit% — 0 for all t and all i (3.60)
This is known as the geodesic equation. 1t is a set of n second-order, nonlinear,
coupled differential equations in the unknown functions z*(t), which are the
coordinates of the geodesic. One must remember that the affine connections
I are not constant coefficients but functions of the z*(¢), because the affine
connections are not constant in general on a curved space.

Assuming that the metric g;; is smooth on the manifold, the affine connec-
tions are smooth. Then, given z'(0) and dz’(0)/dt at point p on the manifold,
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the geodesic equation has a unique solution. This solution can be found ana-
lytically in very simple cases, or numerically when no analytic solution exists.

3.7.2 Length in a Euclidean Spaces

In an n-dimensional Euclidean space, the length of a curve (t) having carte-
sian coordinates z'(t), 0 <t < t; is given by the integral

S = /Otf {i(d:&)ﬂ " /Otf Lﬁ;(#ﬂ P (3.61)

k=1

It is well known that the curve of shortest length between two points is a
straight line. By definition, a straight line has coordinates x'(t) = a' + b't,
where a’, b are constants. We note that a straight line satisfies the geodesic
equation (3.60), because the affine connections are identically zero on a flat
space and d?z'(t)/dt* = 0 for a straight line. So, the curve of shortest length
between two points on a Euclidean space satisfies the geodesic equation. We
wish to find out whether this result can be generalized to manifolds.

While we are still in a Euclidean space, let us introduce the concept of natural
parameterization. First define the partial length of a curve as

s(t) = /0 t [i(%ﬂ " (3.62)

k=1

We then make a variable change
t=1t(s) (3.63)

and redefine the functions z'(s) and dz(s) accordingly. We distinguish be-
tween functions of ¢ and functions of s only by the argument in parentheses
and do not assign different symbols to the functions themselves. This is ob-
viously an abuse of notation, but is convenient and hopefully will not lead to
confusion. Note also that (3.64) requires the inversion of the function s(t).
This may be computationally difficult but we are ignoring such difficulties in
the present discussion.
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The parameterization x'(s) is called the natural parameterization of the
curve. With the natural parameterization, (3.62) becomes a triviality

/O Cdu=s (3.64)

3.7.3 Length in a Manifold

Suppose that the metric is known to be positive in a region of the manifold
or on the entire manifold; that is, g;; > 0. We can then define the length of
a curve by generalizing (3.61) to

t " ; )

5= [t aror = [ oo 52 )
0 0 dt dt
(3.65)

Note that (3.66) cannot be proved and must be taken as a definition. A
similar definition can be made if the metric is known to be negative, by
simply replacing g;; by —g;; in the definition®. Note also that the metric
does not depend on t directly, but via its dependence on the coordinates
().

As in the case of Euclidean spaces, we may define the partial length

s(t) = [ [anter e ) (3.66)

Then we can define the natural parameterization in the same way as for
Euclidean spaces, via the variable change (3.64).

Let us now pose the following question: Given two points on the manifold,
what is the curve of minimum length connecting these points? A partial an-
swer is given as follows: The curve of minimum length satisfies the geodesic
equation, provided the curve is parameterized in the natural parameteriza-
tion. Note that this condition is necessary, but not sufficient, for the curve
to have minimum length.

The proof of the necessary condition is given in Appendix C; it is not difficult,
but somewhat lengthy and may be skipped.

4This happens in relativity theory, in timelike regions of the space.
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Appendix A

Dual Vector Spaces

The subject of dual vector spaces is not usually covered in linear algebra
courses, but is necessary for tensors. We will therefore provide a brief intro-
duction to this subject in this appendix.

Let V be an n-dimensional vector space over R. A function f : V — R is
called a functional. A functional is linear if it satisfies the usual linearity
conditions, namely

f(x1+x9) = f(x1) + f(x2), flax)=af(x) (A1)

The zero functional maps every x € V to the number 0; this functional is
obviously linear.

The sum of two linear functionals is a linear functional and the product of a
linear functional by a scalar is a linear functional. Sums of linear functionals
and products by scalars obey all the properties of vectors in a vector space.
The proofs of these statements are straightforward. Therefore, the set of
all linear functionals on V is a vector space, called the dual space of V and
denoted by V*. The elements of V* are called dual vectors or covectors.

We will use bold font for dual vectors; usually there will be no confusion with
vectors, but in case of ambiguity will mention explicitly whether the symbol
stands for a vector or a dual vector. If y is a dual vector and x is a vector,
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we will denote
(y,x) =y(x)

Let (e1,...,€,) be a basis for V. We aim to prove that V* is also an n-
dimensional vector space over R and find a basis for this space. Let x be
some vector in V and express X in terms of the basis, x = Y " | z’e;. Define
the functional f* in V* as follows:

f',x) = 2" (A.2)

Thus f? selects the i-th coordinate of x when x is expressed in terms of the
basis.

Theorem 8. The space V* is n-dimensional and the set (f',... ") is a
basis for V*.

Proof. We first show that (f',...,f") are independent. Let g = Y " | a;f"
and assume that g is the zero functional for some (ai,...,a,). Applying
g to any vector f, we must have (g,x) = 0. Thus >, a;z" = 0 for all
(71, ...,7,), which immediately implies a* = 0 for all 1.

Next we show that every linear functional can be expressed as a linear com-
bination of (f!,... f"). Let g € V* and define the n scalars g; = (g, e;). We
will prove that g is given by g = Y"1 | ¢;f*. For an arbitrary vector x,

(g,x) = <g, ;e:p> = 2(g,ei)xi = ;gﬂi = ;gi(fi,@ (A.3)

1=

Since this holds identically for all x, it follows that g = " | ¢;f* and the
proof is complete. O

The basis (f,...,f") is called the dual basis of (ey,...,e,). It is worthwhile
noting that ’ '
(F.e)) = (A4)

This is true because, when e; is expressed in terms of the basis (eq, ..., e,),
its j-th coordinate is 1 and all other coordinates are 0.
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Appendix B

Derivation of the Symmetries of
the Covariant Riemann Tensor

In this appendix we derive an expression for the covariant Riemann curvature
tensor, which makes the symmetries of this tensor transparent. First we
define the lowered affine connection by

Lije = 0.5(9ik + Gikj — Gjksi) (B.1)

Compare with (2.20); as we see, I';j; does not include the metric tensor factor
that appears in F;k

The following identity is verified by direct substitution of (B.1) in the right
side:
Gijk = Ligk + Uik (B.2)

To find the covariant Riemann tensor, we must compute each of the four
terms in (2.40) and lower the contravariant index. Let us begin with the first
term giuf}jpvq. We use the product rule for derivative and then substitute
(B.2) to find

giul—‘;tp,q - (giUFZp),q - giu,qFZp = Fihp,q - (quq + qu>Iﬂfip (B?))
The second term of (2.40) is simpler:
gwr%qrfm = Fiquzp = Fiuqrqiip (B4)
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Adding (B.3) and (B.4) gives
giu(r}inq + qurzp) = 1—‘ihp,q - Fuiq]-—w}fp = 1_‘ihp7q - .gUtFuinthp (B5)

The sum of the third and fourth terms of (2.40) is obtained from (B.5) upon
interchanging p and ¢:

giu(F?Lq,p + FLkLpFZq) = Fihf}vp - gutFUiPFthq (B6>

Since the indices u and ¢ in (B.6) are dummy (they are summation indices)
and since g* is symmetric in u and ¢, we may interchange them and rewrite
(B.6) as
(T 4+ TETF ) = Tingp — 9" Tuipl (B.7)
Giu hq,p kp* hq ihq,p g tipl uhq

Adding (B.5) and (B.7) gives the desired formula for R;jg:

Rihqp = Giu ;Lqp = giu(l—wf;p,q + leiqrzp) - giU<FZq,p + F}CLprLq)

) (B.8)
= (Fihp,q - Fihq,p) +9 t(FtipFuhq - Fthpruiq)

It is easy to see that the second term on the right side of (B.8) is anti-
symmetric in ¢ and u, and it remains to check the first term. We have

(Fihp,q - Fihq,p) = 0-5(gih,pq + Gip,hg — ghp,iq) - 0-5(gih,qp + Gig,hp — ghq,ip)

= 0'5(gip,hq - ghp,iq) - 0'5(giq,hp - ghq,ip)
(B.9)

The anti-symmetry of (I';np q—I'ingp) in ¢ and u is now obvious, so in summary

Rhiqp = _Rihqp (B.lO)

The covariant Riemann tensor exhibits the symmetry
Rihqp = quih (Bll)

This symmetry can also be read from (B.8) and (B.9).
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Appendix C

Proof that the Curve of
Minimum Length Satisfies the
Geodesic Equation

Let S be the length of the minimum-length curve, as expressed by mlength4.
Let us move from the curve x(¢) of minimum length to a neighboring curve
x(t) + ey(t), where ¢ is a small real number and y(t) is smooth and satisfies
y(0) = y(ty) = 0, but is otherwise arbitrary. We will derive an expression
for the length of the new curve. We emphasize that t is the argument of the
natural parameterization of the minimum-length curve, but not that of y(t)
in general.

The length that we wish to calculate is given by

/otf [F(a(t) +ey(t), a(t) +eg(t)]'*dt (C.1)

The scalar function F' will result from a (2, 2)-tensor Fgé upon performing

the contraction FZJJ For the sake of clarity, let us keep the (2, 2)-tensor for
the time being. Also, to make the derivation easier to typeset and read, we
use the shorthand notation #*(t) = dz’(t)/dt. So, we define

Foa(a(t),2(t)) = gpq((t))a" ()27 (t) (C.2)
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and then
F(x(t) +ey(t), a(t) +y(t)) =
Gpa(x(t) +ey(t))[2"(t) + ey (][4 () + €9 (1)] = (C.3)
F(x(t), &(t)) + eAFy(x(t), &(t)) + O(e?)

where AF(x(t), 4(t)) is the linear term in € and O(e?) is a remainder term;
that is, a term bounded in magnitude by some multiple of 2.

To compute an explicit expression for AF(x(t),(t)), let us first approxi-
mate g,, up to first order in e:

Ipa(x(t) + €y(1)) = gpq(2(1)) + €gpae(x()y*(t) + O(e?)  (C4)

Therefore,
ARy ((t),&(1) = gpga(x(t)y* (1)a" (t)a7 (¢) (©5)
+ gpq(fﬂ(t))j:i(twj (t) + gpq@(t))ij (t)yl@) ‘
Consider the following identity:
GO OF 0] = s @) OF OO o

+ gpq( x(t ))i’i(t)yj(t) + gpq(:r(t))x'i(t)yj(t)

from which we can write
Sl )FOF 1) = o OF O] .
— Gpg e (£ (0)) 2 ()2 (£)y” (£) — gpq (x(£))E (£)7 (1)

and similarly

(21 (1) (1) = jwu»wﬂmy o
— Gpa(@(1)) " ()27 (L)Y () — gpg ()3 (t)y' (t)
We can now substitute (C.7) and (C.7) in (C.5) and get

)
ARY((0) 40 = sl OF (O30
+ ) (0 (O] + o ()3 (1) (1) o)

(z(t))
— Gpa(@(1) 2" (£)3" (t)y ()—gpqe(x(t))xf(t) ")y (t)
= Gpa(T(1))Z (1) (£) — gpq(2(£)3 ()" (t)
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We are now in a position to perform the contraction from (2,2)-tensors to
scalars:

F(x(t),&(t) = gy (x(t))a' (t)a7 () = 1 (C.10)

and

OO OF O]+ o )P 05 0) o
— gy (1) (D (O (1) — g ()2 (O () (1)
— i (2 ()3 ()Y’ (t) — gy (x (1) F (£)y'(¢)

Taking advantage of the symmetry of g;; and relabeling indices as necessary,
we find

AF(a(t), #() = 2o (2(0)# (D (1)
i (@) (OF () (£) — gan (w(£)3 ()3 (£)yF (1) (C.12)
gy (2(8)) 3 (£)37 (£)9F (£) — 290 (2(£))F (£)yF (2)

We now recall the formula (2.20) for the affine connection to express (C.12)
as

AF(a(t), (1)) = 2.5 o3 (e () (117 1)
= 2[gid" (t) + greli; " ()27 (£)]y* (t)

Adding the zero-order term and the first-order term and approximating the
square-root up to first order gives

(C.13)

[F(x(t),@(t) + eAF (x(t), &(t)) + O(*)]"/? =

. . (C.14)
(14 eAF(x(t),2(t)) + O(E?))V? = 14 0.5eAF (x(t), (1)) + O(£?)

where the number 1 results from the fact that we are using the natural
parameterization for the minimum-length solution.

We need one more simplifying result:

/0 f (Z[Qw( )2 (£)y (1)]dt = gi;(x ()2 ()1 (2) ;f:o (C.15)
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which follows from the fact that y/(0) = y’(¢;) = 0.

We can now perform the integration:

/ "), 5(0) + eAF((t), (1) + O(2)]2dt —
" (C.16)

S — 2¢ /Otf [gan" (t) + gkgffjj:i(t):tj(t)]yk(t)dt + O(g?)

Now, finally, comes the main point of the preceding derivation. For small
enough ¢, only the first-order term determines whether the right side of
(C.16) is less than, equal to, or greater than S. Since we are free to choose
a positive or negative €, we can force the first-order term to be positive or
negative, unless the integral is identically zero. It follows that a necessary
condition for S to be the minimum length is that

/O tf [gai’ (t) + grel's;a ()37 (£)]y" (t)dt = 0 (C.17)

But, since y¥(t) are arbitrary functions, the necessary condition is, in fact,

gird'(t) + gngfjx'i(t)ij(t) =0 (C.18)

It remains to bring (C.18) to the final desired form. Multiply by ¢™* to
obtain . . .
g gt (t) + nggngfj:t’(t)x'J (t) =0 (C.19)

Now perform the contraction:
i) 4+ Dt (t)al (1) = 0 (C.20)

Finally, revert from the dot notation to the d/dt notation:

d?z™(t) Fmda:i(t) dai(t) _

dt2 Uoodt dt (C.21)

Equation (C.21) is the geodesic equation.
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