
Explaining Mispredictions of Machine Learning Models
using Rule Induction

Jürgen Cito
TU Wien and Facebook

Austria

Isil Dillig
UT Austin†

U.S.A.

Seohyun Kim
Facebook
U.S.A.

Vijayaraghavan Murali
Facebook
U.S.A.

Satish Chandra
Facebook
U.S.A.

ABSTRACT
While machine learning (ML) models play an increasingly prevalent
role inmany software engineering tasks, their prediction accuracy is
often problematic. When these models do mispredict, it can be very
difficult to isolate the cause. In this paper, we propose a technique
that aims to facilitate the debugging process of trained statistical
models. Given an ML model and a labeled data set, our method
produces an interpretable characterization of the data on which the
model performs particularly poorly. The output of our technique
can be useful for understanding limitations of the training data or
the model itself; it can also be useful for ensembling if there are
multiple models with different strengths. We evaluate our approach
through case studies and illustrate how it can be used to improve
the accuracy of predictive models used for software engineering
tasks within Facebook. We also compare our algorithm against
related rule induction techniques to illustrate its advantages in the
context of explaining mispredictions of machine learning models.
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1 INTRODUCTION
Over the last decade, machine learning models have started play-
ing an increasingly prevalent role in automating many types of
software engineering tasks. For instance, machine learning has
become a popular tool for automating code completion tasks [44],
predicting which tests to run [28], finding relevant code fragments
from large corpora [8], isolating crash inducing event sequences
from telemetry [32], performing type inference [20, 34, 47], and
synthesizing or repairing programs [5, 6, 13, 46].

While software engineering tools powered by machine learn-
ing achieve remarkably good results overall, it can be frustrating
to understand when they do not produce the intended result. For
instance, consider a predictive model that, given a crash report,
predicts which of the recent code commits was the likely culprit.
If such a tool does not produce the expected result, how do we
understand why it behaves as it does? Is it because of some limita-
tion of the model; or is it because of a lack of training data; or is it
something else? Thus, in order to understand and improve modern
software engineering tools (or, more generally, any program that
uses machine learning), we need a way to debug trained statistical
models. Unfortunately, manually debugging modern machine learn-
ing models can be an extremely daunting task due to the opaque
nature of these models as well as the high dimensionality of the
input data.

Motivated by this observation, there has been significant recent
work on improving the interpretability of ML models. For exam-
ple, local interpretability techniques like LIME [38], Shap [21], and
Integrated Gradients [43] aim to provide accompanying evidence
for predictions on a specific input. On the other hand, global inter-
pretability techniques such as [18, 26, 45] try to shed light on the
global behavior of a model either by highlighting which features are
the most important or by constructing a simpler, surrogate model
that emulates a more complex model. However, with the possible
exception of [14], there is almost no work that can explain the
shortcomings of machine learning models. That is, given a machine
learning model, how can we identify the salient characteristics of
the input data on which the model’s predictions are particularly
off?We believe that techniques for understanding the shortcomings
of ML models are particularly important in the context of software
engineering due to the growing popularity of complex ML mod-
els being used to support routine software engineering tasks like
debugging, program repair, and more.

Based on this observation, the goal of this paper is to take a step
towards semi-automatically debugging machine learning models

https://doi.org/10.1145/3468264.3468614
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and shedding light on when a model does not work well. Given
a labeled data set 𝐷 and a trained model 𝑀 , our technique auto-
matically identifies properties of the data on which 𝑀 performs
particularly poorly. For instance, our technique might uncover that
the model is much more likely to mispredict when the crash re-
port pertains to a certain module or when it is excessively long, or
indeed, a combination of such properties. As we demonstrate in
this paper, this kind of information can be invaluable for improv-
ing the model or identifying problems in the training data. This
information constitutes an explanation in the same sense as in delta
debugging [49]: delta debugging isolates failure inducing part of
the input, and analogously, our method finds properties of inputs
on which a model mispredicts.

One of the appealing aspects of our proposed technique is that it
is model agnostic. In other words, our method can be applied with
equal ease to a complex deep learning model as it can be applied to
a simple model like an SVM or a decision tree. Furthermore, our
method produces interpretable results that are easy for a human to
understand and act upon. From a technical perspective, the key idea
underlying our technique is to learn simple rules (i.e., properties
of the input data) that are highly correlated with mispredictions of
the machine learning model. In particular, our method learns a set
of rules that (a) collectively cover a large portion of the model’s
mispredictions, and (b) each of which correlate strongly with model
mispredictions. The learnt rules are conjunctions of predicates over
the input features and are therefore easily interpretable. Since these
rules are intended to be read by a human, an attempt is made to keep
rules simple. Our specific technical method is an instance of rule
induction. The learnt rules explain the mispredictions of a model
“globally”, over a large number of inputs, as opposed to explaining
misprediction "locally", for a specific input. Given the importance
of this problem, there are other works that pursue similar model
debugging strategies (e.g., [14]), but as explained in more detail in
Sections 5.1 and 6, our primary objective is precision as opposed to
accuracy, which has been shown to work well in our case studies.

We have implemented our method in a tool called MD and eval-
uate it in the context of software engineering tasks, such as code
completion and predicting code crashes. In particular, we consider
models used within Facebook and provide case studies illustrat-
ing how MD has been useful for improving these models. We also
empirically evaluate the rules synthesized by our method against
those inferred by other rule learners and show that our technique
learns rules that correlate more strongly with mispredictions while
still keeping rules simple and interpretable.

Key Contributions.

• We introduce the model misprediction diagnosis problem for im-
proving the accuracy of machine learning models, adding to the
emerging literature on model debugging.
• We present a model-agnostic technique for finding interpretable
rules highly correlated with mispredictions.
• We apply our method to ML-powered software engineering tools
and provide case studies to illustrate how our method has led to
useful insights or improvements in these tools.
• We compare our method against two existing rule induction
techniques and show that it yields rules that are better suited to
the task of explaining mispredictions.

Figure 1: Manual ML model debugging process

Table 1: Samples from a dataset used to train a machine
learning model that predicts whether a commit is likely to
lead to a crash. The % of diffs that crashed are 8.9%, whereas
the % of mispredictions (“crashed" XOR “pred") are 23.5%

loc experience modules ... crashed pred

3 medium 8 False True
37 medium 4 False False
6 low 6 False False
35 low 6 True True
38 high 7 False True

2 OVERVIEW
Imagine you have trained a machine learning model for predicting
whether a code commit will lead to a crash. The model might base
its predictions on lines of code changed (“loc"), experience level of
the developer ("experience"), number of modules touched in the
process ("modules"), and potentially dozens of additional columns.
Table 1 provides a small sample of the dataset, including columns
that show the model’s prediction (“pred") and the ground truth
outcome (“crashed").

The accuracy of this model on the test set1 is 76.5%. How would
you go about improving the accuracy of this model? In most cases,
a first step in this direction is to understand the types of input on
which the model does not perform well. In other words, what are
some salient characteristics of 23.5% of the test data for which the
model mispredicts?

To answer this question, one would first need to formulate a
hypothesis such as the model performs poorly when the lines of code
changed (loc) is rather small. Next, to test this hypothesis, one needs
to write a query to extract this subset of the data, evaluate the model
on this subset, and compare accuracy 𝛼 on this subset against that
𝛼 ′ of the entire dataset. If 𝛼 is not substantially lower than 𝛼 ′, the
hypothesis is incorrect and should be discarded. In this case, the
user would need to formulate a different hypothesis and restart
the process. On the other hand, if accuracy is indeed much lower
on this subset of the data, one would likely want to investigate
what percentage of the mispredictions the hypothesis explains. For
example, if this hypothesis explains 90% of all mispredictions, it
would be very useful to investigate this hypothesis in more detail.

1We use the term test data generically to mean the data set used for validation of the
model.
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Table 2: Different ways a user can act on misprediction explanations produced byMD

Scenario Possible action Case study
Training data not rich enough Improve training data Bug2Commit (Sec 5.2.1)
Enough training data for 𝐸 but model still mispredicts Improve model algorithm Autocomplete (Sec 5.2.3)
Cannot improve training data or model Suppress model’s output if input belongs in 𝐸 Oncall prediction (Sec 5.3)
Multiple models with different misprediction explana-
tions

Select from models based on input Diff review (Sec 5.2.2)

On the other hand, if it only explains 1% of the mispredictions,
one may want to find a better hypothesis. As illustrated by this
discussion and depicted schematically in Figure 1, this process is
extremely inefficient and requires significant human insight and
manual labor. This is particularly true when the model is trained
on datasets with a large number of features.

In the particular setting of Table 1, it turns out that a hypothesis
that explains mispredictions particularly well is experience!="low"
& loc<=13 & modules>6, which has a precision of 85.7% and a recall
of 30.6%. This means that for this combination of properties in the
data, the model mispredicts in 85.7% of cases and it explains 30.6%
of all mispredictions that occur in the dataset.

The techniques proposed in this paper are intended to simplify
this kind of manual effort involved in debugging machine learn-
ing models. In particular, our method largely automates Steps 1-4
depicted in Figure 1 and produces tested hypotheses that explain
when the model performs poorly. Our method, dubbed Mispredic-
tion Diagnoser or MD for short, takes as input a data set 𝐷 (labeled
with ground truth predictions), machine learning model𝑀 , and a
minimum target coverage parameter 𝛿 and automatically produces
a misprediction explanation 𝐸 such that (1)𝑀’s accuracy is much
lower for inputs that conform to 𝐸 compared to the whole data set,
and (2) if we discard inputs that conform to 𝐸, then𝑀’s accuracy
improves a significant amount (i.e., 𝐸 explains at least a minimum
threshold 𝛿 of all mispredictions). Hence, the explanations produced
by our method pass the checks shown in Steps 3 and 4 of Figure 1
and obviate the need for manually constructing and testing these
hypotheses.

We envision a number of ways in which the output of MD may
be helpful to its users. In particular, as summarized in Table 2,
the output of MD may be useful for improving the training data
or the model itself, and it may also pinpoint opportunities where
suppressing the model’s output or ensembling different models
may be beneficial. For instance, suppose that MD produces 𝐸 as a
misprediction explanation but the training data does not contain
sufficiently many samples that conform to 𝐸. This would suggest
a distribution shift between the training and test data, which in
turn calls for improving the training data or for performing data
augmentation. If this is not the case, it is likely due to a shortcoming
of the model itself, which can be improved by understanding why
the model mispredicts on the subset of the data conforming to 𝐸.
If there is no room for improving either the model or the data, the
output of MD can still be beneficial. For example, if we know where
a code completion engine is likely to mispredict, we can choose
not to make any predictions rather than confusing developers with
incorrect completions. Similarly, if we have access to two models
𝑀1 and𝑀2 with different misprediction explanations 𝐸1, 𝐸2, we can

use this information to obtain a useful ensemble. We have selected
concrete case studies from software engineering to illustrate each
of these scenarios (Section 5.2).

3 PROBLEM FORMULATION
In this paper, we focus on machine learning models used for clas-
sification. A misprediction explanation 𝐸 for such a model 𝑀 is a
boolean function such that inputs 𝑥 satisfying 𝐸 are likely to be
misclassified by𝑀 with high probability. In the remainder of this
section, we formalize the desired properties of 𝐸 in terms of an op-
timization problem (Section 3.1) and then describe our hypothesis
space (Section 3.2).

3.1 Optimization Objective
Let 𝐷 : X → Y be a labeled dataset , and let 𝑀 : X → Y be
a (trained) statistical model. For 𝑥 ∈ X, we define the following
indicator function I : X → {0, 1}:

I(𝑥) =
{

1 if 𝐷 (𝑥) ≠ 𝑀 (𝑥)
0 otherwise

In other words, I(𝑥) is 1 iff the machine learning model produces
the wrong label for 𝑥 .

Our goal is to find a boolean function 𝐸∗ : X → {0, 1} that
maximizes the following optimization objective:

𝐸∗ = argmax
𝐸

𝑃 (I(𝑥) = 1 | 𝐸 (𝑥) = 1, 𝑥 ∼ X) (1)

In other words, the misprediction explanation 𝐸∗ should maximize
the probability that a given input is misclassified by the model.

In addition, because explanations that only explain a tiny fraction
of the mispredictions are not very useful, we additionally require
that 𝐸∗ should explain some minimum fraction 𝛿 of the mispredic-
tions:

𝑃 (𝐸∗ (𝑥) = 1 | I(𝑥) = 1, 𝑥 ∼ X) ≥ 𝛿 (2)
We refer to the value 𝑃 (𝐸 (𝑥) = 1 | I(𝑥) = 1, 𝑥 ∼ X) as the coverage
of explanation 𝐸.

Thus, putting these together, given a model𝑀 and parameter 𝛿 ,
our problem in this paper is to find a boolean function 𝐸 that solves
the following constrained optimization problem for inputs 𝑥 drawn
from distribution X:

maximize 𝑃 (I(𝑥) = 1 | 𝐸 (𝑥) = 1)
subject to :

𝑃 (𝐸 (𝑥) | I(𝑥) = 1) ≥ 𝛿

3.2 Hypothesis Space
In principle, any boolean function X → {0, 1}, including a deep
neural network, can serve as a misprediction explanation. However,
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because our goal is to help humans diagnose problems in their
classifiers, it is very important that such explanations be easily
interpretable. Thus, in this work, we restrict our hypothesis space
to decision lists (also called ordered rule sets) defined by the following
grammar:

𝐸 → if (𝜙) then 1 else 𝐸 | 0
𝜙 → 𝑥𝑐 = 𝑐 | 𝑥𝑐 ≠ 𝑐 | 𝑥𝑛 ≤ 𝑐 | 𝑥𝑛 > 𝑐 | 𝜙 ∧ 𝜙

In other words, misprediction explanations we consider in this
work are simple if - else if “programs" where each conditional
is a conjunction of atomic predicates of the form 𝑥 op 𝑐 where
𝑥 is a feature and 𝑐 is a constant. We use the notation 𝑥𝑐 , 𝑥𝑛 to
indicate categorical and numeric/ordinal features respectively. For
categorical features, we only allow the equality and disequality
operators, whereas for numerical/ordinal features, we allow the ≤
and > operators. In the remainder of this paper, we use the term
rule to refer to a conjunction of atomic predicates.

We believe that decision lists are well-suited to our problem
setting because they essentially correspond to an ordered sequence
of (non-overlapping) rules that explain different problem cases
for the model. Thus, an end-user can inspect each rule in order,
perform one of the possible actions listed in Table 2 to address the
corresponding problem, and move on to the next one.

Discussion. The reader may wonder if our hypothesis space is
too restrictive in that atomic predicates refer to individual attributes
(features) of the input data. However, it is worth noting that these
attributes need not necessarily correspond to features of the input
data that the model was trained on. For instance, consider a clas-
sifier that that is trained on a data set that has features like mass
and volume, and the user wants to know whether there is some
correlation between the model’s mispredictions and density. In that
case, the user can augment the data set to include such a density
feature. Taking this one step further, it might even be the case that
the data set that the model is trained on is entirely different from
the data set used for computing misprediction explanations. For
instance, consider an image classification model where attributes in
the original data set are individual pixels. Since such features may
be too low-level to be useful for debugging, the user may choose
to replace the original data set 𝐷 with another data set 𝐷 ′ where
features in 𝐷 ′ correspond to outputs of simpler ML models (e.g.,
for detecting basic shapes like triangles).

4 GENERATING MISPREDICTION
EXPLANATIONS

The problem formulation that we presented in Section 3 can be
addressed by a rule induction technique. In this section, we present
a rule induction technique that can be viewed as an instance of
subgroup discovery [2]. In Section 5.1 we compare against a couple
of other approaches to rule induction and give a broader overview
Section 6.

At a high level, our approach produces decision lists that solve
the constrained optimization problem from Section 3.1. However,
since exactly solving this optimization problem is computationally
intractable for large datasets, our approach approximates this objec-
tive using a greedy approach. Note that our approach differs from

1: procedure Explain(𝐷,𝑀, 𝛿)
input: Labeled data set 𝐷 : X → Y (ground truth)
input: ML model𝑀 : X → Y
input: Target coverage 𝛿
output: Misprediction explanation for𝑀

2: L ← LabelData(𝐷,𝑀)
3: A ← GenAtoms(L)
4: 𝑟𝑠 ← [] ⊲ A list of rules representing decision list
5: 𝑐𝑣𝑔← 0 ⊲ Current coverage for 𝑟𝑠
6: 𝑐𝑢𝑟 ← L
7: while 𝑐𝑣𝑔 ≤ 𝛿 do
8: 𝜙 ← LearnRule(𝑐𝑢𝑟,A)
9: 𝑟𝑠 ← 𝑟𝑠 :: [𝜙]
10: 𝑐𝑢𝑟 ← Filter(𝑐𝑢𝑟, 𝜙)
11: 𝑐𝑣𝑔← ComputeCoverage(L, 𝑟𝑠)
12: return 𝑟𝑠

Algorithm 1: Top-level algorithm

other techniques for learning decision lists in that it optimizes a
different objective function.

4.1 Top-Level Algorithm
Algorithm 1 presents our top-level procedure called Explain for
generating misprediction explanations. This procedure takes as in-
put a labeled data set𝐷 containing ground truth labels, anMLmodel
𝑀 , and a target coverage 𝛿 . We now explain how this procedure
generates a misprediction explanation.

Construct new data set. The Explain algorithm starts by calling a
procedure called LabelData that constructs a new dataset L : X →
{0, 1} such that:

L(𝑥) = 1⇔ (𝐷 (𝑥) ≠ 𝑀 (𝑥))

In other words, the new data set L maps each input in 𝐷 to a
boolean value indicating whether on not it is mispredicted by the
given model𝑀 .

Generate atomic predicates. Next, our algorithm calls a proce-
dure named GenAtoms to generate a universe of candidate atomic
predicates of the form 𝑥𝑖 op 𝑐 where 𝑥𝑖 is a feature and 𝑐 is a con-
stant. If 𝑥𝑖 is a categorical variable, we generate all predicates of the
form 𝑥𝑖 = 𝑐 𝑗 and 𝑥𝑖 ≠ 𝑐 𝑗 where 𝑐 𝑗 ∈ Domain(𝑥𝑖 ). For numerical
and ordinal features, we use the operators ≤, > and generate the
constants 𝑐 𝑗 using equal frequency binning [22]. In particular, let 𝑥𝑖
be a numerical feature that takes on values 𝐶 = {𝑐1, . . . , 𝑐𝑛} in the
data set. To generate atoms of the form 𝑥𝑖 op 𝑐 𝑗 , we first partition
the (sorted) set𝐶 into 𝑘 bins2 where each bin has roughly equal size
and then use the highest value in each bin as one of the constants
in our predicates.

Main learning loop. After the initialization phase (lines 2–6),
the algorithm enters a loop that iteratively adds new rules to the
decision list (lines 6–10) until the learned decision list achieves
the desired coverage parameter 𝛿 . The algorithm represents the

2The value of 𝑘 is a hyper-parameter and is set to 4 by default.
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learned decision list 𝑟𝑠 as a list of predicates, so, for example, the list
[𝜙1, 𝜙2] corresponds to the following misprediction explanation:

if(𝜙1) then 1 else if(𝜙2) then 1 else 0

At a high level, the learning loop synthesizes the target decision
list using a standard sequential covering approach [10]. In particular,
it first learns a rule 𝜙1 for the whole data set, then filters out ele-
ments satisfying 𝜙1, then learns another rule 𝜙2 for the remaining
elements, and so on, until the target coverage is reached. Thus, the
predicate 𝜙𝑖 learned during the 𝑖’th iteration corresponds to the
𝑖’th branch in the final misprediction explanation. Intuitively, the
predicate in the 𝑖’th branch is the best predictor for mispredictions
in the subset of the data not covered by the earlier predicates.

In more detail, each iteration of the loop considers a subset of
the data called cur (initialized to L in the beginning) and learns
a new rule 𝜙 that serves as a (conjunctive) misprediction expla-
nation for 𝑐𝑢𝑟 . This is done at line 8 via the call to LearnRule
(discussed in detail in the next subsection) and added as a new
branch of the decision list (line 9). Next, it removes from 𝑐𝑢𝑟 all
inputs X′ ⊆ X satisfying predicate 𝜙 and computes coverage 𝑐𝑣𝑔
for the misprediction explanation 𝑟𝑠 as follows (line 11):��{𝑥 ∈ X | 𝑟𝑠 (𝑥) = 1 ∧ L(𝑥) = 1}

����{𝑥 ∈ X | L(𝑥) = 1}
�� (3)

which is exactly the probability from Eqn 2. Since the algorithm
terminates only when 𝑐𝑣𝑔 exceeds 𝛿 , the output of the Explain
procedure is guaranteed to satisfy the coverage constraint from
Eqn 2.

4.2 Rule Learning
We now describe the LearnRule procedure for learning a conjunc-
tion of predicates overA for a given data set L.3 As stated in Eq. 1,
our goal is to learn a rule 𝜙 such that:

𝑃𝑥∼X (L(𝑥) = 1 | 𝜙 (𝑥))

is maximized — i.e., we want to learn rules that are highly correlated
with mispredictions. Observe that this optimization problem is
equivalent to maximizing the following alternative optimization
objective:

𝑝 =
|{𝑥 ∈ X | 𝜙 (𝑥) ∧ L(𝑥) = 1}|

|{𝑥 ∈ X | 𝜙 (𝑥)}| (4)

which corresponds to precision or positive predictive value.
However, if our rule learning algorithm aims to maximize solely

𝑝 , the top-level procedure from Algorithm 1 may, in practice, take
many iterations to converge. In particular, recall that Algorithm 1
aims to find a set of rules that collectively satisfy the coverage
threshold. But if each individual rule (i.e., branch) has very low
coverage, we may need to learn many rules in order to reach the
coverage threshold. Beyond making the algorithm slow to converge,
this would also result in misprediction explanations that are very
large, thereby compromising interpretability. Thus, rather than
optimizing only precision, our rule learning algorithm also takes
into account recall as well as rule size. In particular, our optimization

3Recall that L indicates whether a data point is mispredicted or not.

1: procedure LearnRule(L,A)
input: Labeled data set L where a label 𝑙 ∈ {0, 1} indicates
misprediction or not
input: A set of atomic predicates
output: Rule 𝜙 (conjunct over atomic predicates)

2: 𝐵 ← [𝑡𝑟𝑢𝑒, . . . , 𝑡𝑟𝑢𝑒] ⊲ beam initialization
3: 𝑑𝑜𝑛𝑒 ← false
4: while ¬𝑑𝑜𝑛𝑒 do
5: 𝑑𝑜𝑛𝑒 ← 𝑡𝑟𝑢𝑒

6: for all (𝜙𝑖 , 𝑝𝑖 ) ∈ 𝐵 × A do
7: 𝜙 ← 𝜙𝑖 ∧ 𝑝𝑖 ; 𝜎 ← Eval(𝜙,L)
8: (𝜙 ′, 𝜎 ′) ← GetWorst(𝐵)
9: if 𝜎 ′ < 𝜎 then
10: 𝐵 ← (𝐵\{𝜙 ′}) ∪ 𝜙 ; 𝑑𝑜𝑛𝑒 ← false
11: return GetBest(𝐵)

Algorithm 2: Rule learning algorithm based on beam search

objective O is a linear combination of precision, recall, and rule
size:

O = 𝜆1 · 𝑝 + 𝜆2 · 𝑟 + 𝜆3 ·
1

size(𝜙) (5)

where 𝑟 is the recall (or coverage) defined as in Eqn. 3 and 𝜆1, 𝜆2, 𝜆3
are tunable hyper-parameters. Since our primary goal is to find
rules that are highly correlated with mispredictions, precision is the
primary factor and is therefore given a higher weight by default;
the other hyperparameters are mainly used for regularization and
accelerating convergence.4

Our rule learning algorithm maximizes this optimization ob-
jective using standard beam search as shown in Algorithm 2. In
particular, given a beam size of 𝑛, Algorithm 2 initializes all 𝑛 rules
in the beam to 𝑡𝑟𝑢𝑒 (line 2). Then, it enters a while loop that ter-
minates when we fail to improve the objective value of any of the
rules in the beam. In particular, in each iteration of the while loop,
we construct new rules by adding a single atomic predicate 𝑝𝑖 to
one of the rules 𝜙𝑖 in the beam. If the resulting rule 𝜙 yields a better
value 𝜎 of the objective function from Eqn. 5 compared to the worst
rule 𝜙 ′ in the beam (line 9), then we replace 𝜙 ′ with the new rule 𝜙 .
At the end of the loop, the algorithm returns the best rule (i.e., one
with the highest objective value) among all the rules in the beam.

Running example. We illustrate the algorithm on the example
model on relating diffs to crashes we introduced in Sec 2. Table 3
shows the universe of atomic predicates generated based on the
input feature space illustrated in Table 1.

In every step of our beam search in Algorithm 2, we build
up new rules that consist of conjunctions of predicates from our
atomic predicate universe (e.g., modules>6 & loc<=13 & experi-
ence=="medium"). We evaluate new rule candidates and replace
them with the worst performing rule present in our current beam.
In our main learning loop in Algorithm 1, we iteratively add the
best rule in our beam to the decision list until it achieves our the

4We have also experimented with other optimization objectives such as F1 score but
we found that it does not achieve the right balance between different goals in our
context.
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Table 3: Generated universe of atomic predicates based on
the dataset in Table 1

Atomic Predicates

experience=="low"
experience!="low"
experience=="medium"
experience!="medium"
experience=="high"
experience!="high"

modules<=3
modules>3
modules>6
modules>9
modules<=6
modules<=9

loc<=13
loc>13
loc<=26
loc<=39
loc>39
loc>26

desired coverage parameter (e.g., if (modules>6 & loc<=13 & experi-
ence=="medium") elseif (exp!="low" & loc<=13)). Table 4 shows the
final results produced by MD.

4.3 Implementation
We have implemented MD as a Python library that takes as input a
Pandas dataframe, a target variable, target coverage, and a set of
(optional) parameters and returns a set of decision lists paired with
precision, recall, and coverage metrics. The main parameters to be
provided are the number of bins (default is 4) and the beam width
(default is 10).

Despite taking a greedy approach to solving our optimization
objective, the proposed method can still be quite slow on large data
sets, especially where the number of features is very large. Thus,
our method uses several optimizations to make this computation
tractable. Most of the “heavy” computation in our implementation
involves producing subsets of the data by applying filters and com-
paring metrics of the subset with metrics of the overall data (and
those of other subsets). We were able to achieve these significant
efficiency improvements by introducing proper indexing (and even-
tually using Pandas built-in indexing utility). Further, we have a
set of hyper-parameters that dictate when we discard predicates
and rules that do not meet certain precision and relevance thresh-
olds. An implementation is available as an open source project on
GitHub: https://github.com/facebookresearch/mmd.

5 EVALUATION
In this section, we describe a series of evaluations that are designed
to answer the following research questions:
• RQ1: How does the rule learning algorithm of MD compare
with other techniques with respect to finding conditions for
mispredictions?
• RQ2: Can MD identify problems in ML models used in software
engineering tasks?
• RQ3: Is MD useful for improving these models?

To answer RQ2 and RQ3, we deployed MD within Facebook
and report on case studies with selected teams using proprietary
data and models. For experiments comparing MD to existing rule
learners (RQ1), we additionally use public datasets and models from
Kaggle.

5.1 Comparison with Other Rule Learners
Generally speaking, rule induction techniques differ along three
dimensions: (1) shape of the learnt rules, (2) the quality metric used

for evaluating the rules (i.e., optimization objective), and (3) the
search technique. These characteristics have implications of how
well-suited the results of the different rule induction techniques
are for any particular task.

In this section, we compare our proposed algorithm with other
rule learning techniques. In particular, we compare against contrast
set mining (CSM) and a decision-list learner implementing RIPPER.
CSM has been previously used to diagnose problems in software
engineering tasks [9, 35]. Ripper is a well-known ruleset learning
algorithm that has been used in a variety of classification tasks [16,
17, 24].

We briefly explain where the STUCCO, a CSM algorithm, and
RIPPER algorithms lie along the axes of rule shape, quality metric
and search algorithm.

STUCCO Algorithm. The STUCCO algorithm aims to discover rules
that maximally contrast the target categories. In the remainder of
this discussion, we only consider the scenario where there are two
target categories.

Shape of the learnt rules. In contrast to our technique that learns
decision lists, STUCCO only learns conjunctions of predicates (i.e.,
rules instead of rule sets).

Quality metric. The STUCCO algorithm evaluates the quality of
a rule based on two metrics: largeness and significance. Largeness
means that the difference of support for each of the two target
groups must be larger than a certain threshold, where support is
the percent of rows in a group that match a rule. The other consid-
eration is significance, which measures whether the difference in
support is statistically significant, and not just random fluctuation,
based on a chi-squared test. Unlike a direct emphasis on precision
and recall within the misprediction group, this algorithm optimizes
(as the name says) for contrast between two groups.

Search algorithm. Similar to our LearnRule procedure, CSM’s
STUCCO algorithm is also based on beam search.

RIPPER Algorithm. RIPPER is rule learning algorithm tailored pri-
marily for classification (we focus on binary classification).

Shape of the learnt rules. Similar to our approach, RIPPER learns
decision lists rather than conjunctions of predicates.

Quality metric. The quality metric used by the RIPPER algorithm
is information-theoretic gain [37]. In particular, it favors rules that
provide the maximum information gain.

Search algorithm. Similar to our top-level algorithm, RIPPER
learns decision lists using a sequential covering approach. However,
its procedure for learning rules is not based on beam search and
involves three steps, namely (1) grow, (2) prune, and (3) optimize.
The grow step adds conjuncts to a rule based on the information
gain criterion. The second step prunes rules that do not reduce
entropy. These grow and prune steps are repeated until a stopping
criterion is reached. Finally, the optimize step attempts to improve
the learnt rules using a variety of heuristics.

5.1.1 Evaluation Subjects. As evaluation subjects, we use two mod-
els from our case studies: Bug2Commit (Sec 5.2.1) and Diff Review
(Sec 5.2.2). We also consider two publicly available ML models from

https://github.com/facebookresearch/mmd
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Table 4: Overview of final decision lists generated for dataset introduced in Section 2 (Table 1)

Learned Rulesets Precision Recall

if modules>6 & loc<=13 & experience=="medium" 0.906977 0.165957
if experience!="low" & loc<=13 & modules>6 0.857143 0.306383
if (modules>6 & loc<=13 & experience=="medium") elseif (experience!="low" & loc<=13) 0.734884 0.672340
if (experience!="low" & modules>6) elseif (experience!="low" & loc<=13) 0.588732 0.889362

Figure 2: Precision-recall curves comparing different rule learners on four different tasks. For Diff Review, we see few data
points for MD because it finds rules with high recall even if we specify the coverage parameter to be small.

Kaggle, with the goal of both providing a replicable study (as it is
not possible for us to share company internal data), as well as to
evaluate whether our quantitative results extend to external mod-
els. For Kaggle, we want to select models that still have room for
improvement, so we use models that have an accuracy of less than
90%. Based on these criteria, we evaluate MD on the the follow-
ing pairs of data sets and models: (1) Heart Failure dataset with
an XGBoost model [29] (85% Accuracy), and (2) Cervical Cancer
Risk Classification dataset with a Naive Bayes model [11] (59.8%
Accuracy).

5.1.2 Results. Our main results are presented in Figure 2, which
shows precision-recall curves for the different misprediction ex-
planation tasks. In particular, remember that MD takes as input a
parameter that denotes target recall (i.e., percentage of mispredic-
tions covered by the explanation). To generate these precision-recall
curves, we run MD with different coverage thresholds. However,
since the other techniques do not have such a parameter, we simply
show all rules produced by STUCCO and RIPPER (after filtering
out redundant rules). Also, as mentioned earlier, STUCCO only
generates conjunctive rules.

As we can see from Figure 2, the explanations produced by MD
outperform STUCCO and RIPPER in most cases. That is, for similar
recall rates, the explanations from STUCCO and RIPPER often have
lower precision compared to MD. In some cases, this is not true
for RIPPER. However, in these cases, the explanations produced by
RIPPER are significantly more complex than those of MD. Table 5
provides an illustrative overview of the rule complexity produced by
each of the techniques that we have observed throughout our study:
RIPPER finds rules with high precision and recall by sacrificing
interpretability, producing rules with very high complexity (i.e.,
number of conditions). While both STUCCO and MD produce quite
succinct rules, we find that MD finds a better balance of precision
and recall on the pareto frontier.

While there is no good way of illustrating rule complexity in the
plots, we separately report mean and standard deviation of total

Table 5: Representative rule from each of the techniques

Rule Prec. Rec.

MD if exp!="low" & mod>6 & loc<=18
elseif exp!="low" & loc<=9 0.84 0.71

CSM if exp=="m" & loc>=1.0 & loc<=10.0 0.92 0.34

Ripper

if exp=="high" & loc>=1 & loc<=4
elseif loc>=4 & loc<=8 & exp=="m"
elseif exp=="high" & loc>=4 & loc<=8
elseif loc>=1 & loc<=4 & exp=="m"
elseif loc>=8 & loc<=13 &

exp=="m" & mod=="8"
elseif loc>=1 & loc<=4 & mod=="7"

0.97 0.58

Table 6: Overview of total rule size mean and standard devi-
ation across techniques and datasets

Method Dataset Mean Std

Ripper Cervical Cancer 9.32 1.90
MD 3.61 1.85
CSM 2.94 2.18
Ripper Heart Failure 6.51 2.35
MD 3.84 1.81
CSM 5.95 1.73
Ripper Bug2Commit 8.70 2.11
MD 4.75 3.57
CSM 3.12 1.32
Ripper Diff Review 6.71 2.62
MD 3.22 1.63
CSM 2.67 1.15

rule size for each dataset and technique combination in Table 6.
We see that MD generally produces rules with lower complexity,
especially compared to RIPPER.
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5.2 Case Studies
In this section, we present case reports applying MD to four ML
models used within Facebook. We discuss the insights MD revealed
and how developers were able to improve their tools by acting on
these insights.

One of the common themes in applying MD to software engi-
neering models was the need to augment the original data set with
additional, purely diagnostic features. That is, in addition to the
input data, we worked with model developers to come up with
additional features that could provide useful diagnostic values. We
illustrate this aspect of our case study in the subsections that follow.

5.2.1 Bug2Commit. Bug2Commit [31] is a lightweight ML model
developed at Facebook. Given a crash report in the form of text
(including stack frames when available), and a large set of code
commits in the form of meta data from the commit (but possibly
some content as well), Bug2Commit aims to answer the following
question: Which commit is most likely the cause of the crash? We
expect Bug2Commit to find the true “blame” commit among the
top 10 in a ranked list of suspect commits. The model is based on
information retrieval and computes the cosine distance between
vector representations of both the crash report and each of the
commits. Bug2Commit is known to miss the true blame commit in
more than 30% of the cases.

We set out to find out whether there is a characterization of
crashes that are particularly prone to misprediction. We identified
several attributes that could be of interest: length of the crash report,
the repository to which it pertains (iOS, Android, etc.), the number
of files modified in the true blame commit (which are known for
this dataset) and so on.

MD found the following rule (among the top 5) with high preci-
sion: repository==“ios" & length_trace>57. That is, if the commit is for
iOS and the length of the crash trace is greater than 57 lines, it leads
to misprediction much more often than in the overall dataset. This
rule’s precision is 0.68 and recall is 0.14. Our algorithm discovered
this rule without requiring any human insight.

To gain better intuition about how to improve the model, we
used our domain knowledge to augment the dataset with an ad-
ditional, diagnostic feature, namely the overlap of words between
the crash report and the blame commit, as a percentage of top
words in the crash report. In particular, since the model is based
on vector distance between the “top weighted" words (BM25), we
conjectured that overlap could be a useful diagnostic feature. With
this additional feature, MD found: repository==“ios" & length_trace
> 57 & overlap<=35, with precision of 0.72 and recall of 0.12. This
now gives an actionable idea: can we improve word overlap?

Based on the insights we obtained using MD, we augmented the
content for each commit with the names of the modified functions
in the changed files. With this augmentation and retraining the
pipeline, we got significant reduction in iOS misses, without de-
teriorating anything else. On a dataset with about 5000 instances,
we had 32% mispredictions (17% from iOS). With training over
augmented data, we had 28.5% mispredictions (13% from iOS.) The
data indicates that there is more scope to improve overlap between
words, which we will explore going forward.

5.2.2 Diff Review. The “Diff Review” project builds ML models
to assess the quality of review that a diff (code commit) has gone
through. A diff contains various features associated with it, such as
(i) a title and summary of the commit, (ii) files that are modified,
and (iii) the actual code changes. Different models were built based
on each of these three features, in addition to a fourth model that
combines these features using a deep neural network. The deep
model performs the best overall in terms of precision but it is also
the slowest in terms of inference time. In addition, there are some
inputs that are predicted correctly by one of the three simpler
models but mispredicted by the deep neural network model. In
this case study, we use MD to better understand these “blind spots”
for the deep model and construct an ensemble with both better
precision and faster inference.

To use MD, we again came up with additional diagnostic features
that could be useful. In particular, we used as attributes the number
of modified files of each type in each diff. For instance, if a diff
modified 4 Java files and 2 Python files, it would have attributes
modified_java=4 and modified_python=2. We then ran MD three
times, once for each of the simpler models, with a target where the
simpler model predicted correctly and the deep model did not. MD
revealed several predicates that indicated that the deep model mis-
predicted when a significantly large number of files of particular
types are modified (e.g., modified_javascript>31). We confirmed
with the designer of the deep model that, when a large number
of files are modified in a diff, it ignores the code changes (due to
memory constraints) and switches to only using the other features.

We proceeded to see if this is something that can be fixed “online”
without re-training models. Using the predicates surfaced by MD,
we implemented a quick model selection routine that switches to
using the simpler models when the predicates surfaced by MD
were satisfied. This eliminated 80 mispredictions compared to the
original model. As an additional benefit, we were able to improve
inference time by over 3%.

5.2.3 Autocomplete. We used MD to generate misprediction expla-
nations for amachine learningmodel used for code auto-completion.
This is a classical sequence prediction setting, where a standard
RNN learns a “language model” over a token stream, considering a
context window of size up to 1000. The model outputs a probability
distribution (via softmax) over the top-𝑁 tokens and is known to
predict the correct next token among the top-5 results in approxi-
mately 52% of the cases.

To apply MD for this purpose, we first came up with diagnostic
features that could be potentially useful for improving the model.
These features involve the vocabulary of the corpus as well as
properties of the token predicted by the model. Some of our diag-
nostic features include: (1) frequency rank of the target token in
the vocabulary, (2) whether the top prediction is out of vocabulary
(OOV, indicated by special "unk" token), (3) whether the receiver
of attribute access (the token that comes before the . ) is out of
vocabulary, (4) the probability delta between the top prediction and
the next one, (5) whether the target occurs in the recent context
window, and (6) number of tokens in the context.

MDuncovered that the feature that ismost highly correlatedwith
misprediction to be whether the top prediction is out of vocabulary
(precision of 84.9% and recall rate of 59.9%). This means that when
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the top prediction is "unk", the correct token is not in the top-
5 results in 84.9% of cases. Some of the other highly-correlated
features included (1) whether the probability delta between the top
prediction and next one was < 0.5 (precision 68.6%), and (2) if the
receiver is OOV (precision 65%).

This information was useful in two ways. First, we were able
to use the misprediction explanations of MD to decide when to
suppress the output. That is, if the model’s predictions exhibit the
characteristics uncovered by MD, we chose not to make predic-
tions rather than frustrating users with incorrect predictions (e.g.
suppressing predictions on incidence of the above delta condition
would reduce misprediction rate from 48% to 40%.) In addition, the
output of MD was also useful for inspiring the developers of the
auto-completion tool to improve their model. In particular, given
the findings of MD with respect to out-of-vocabulary tokens, they
are currently exploring the use of pointer networks and copy mech-
anisms to improve precision [4].

5.3 Oncall Recommendation
In this last case study, we consider a machine learning model for
assigning points of contact for various tasks in the software engi-
neering life-cycle [1] (e.g., debugging, code review, oncall rotation).
We used MD with the goal of improving the Rank-1 accuracy of a
particular model that ranks a set of oncall candidates on files in the
source code repository. The test set for the model is composed of
ground truth data on previous oncall assignments.

MD uncovered the following rule which has high precision
(93.6%) and recall (39.4%):

legacy_system_score ≤ 0.14 ∧ inline_comment_ratio ≤ 0.46
∧decision_members_ratio ≤ 0.80

This rule includes a feature that relies on a score retrieved by a
legacy subsystem that was previously responsible for suggesting
oncall assignments. We investigated retraining the model without
using the legacy feature. While we were able to see improvements
in model accuracy, they were relatively small (∼1% improvement).
However, the rules uncovered by MD (paired with domain knowl-
edge) helped the team uncover sources of noise introduced by one
of the features on the relationship of Rank-1 accuracy and ground
truth. Specifically, there can be multiple contenders for a Rank-
1 prediction (if more than one person has the same probability
score assigned by the model). When investigating the impact of the
legacy_system_score feature, they uncovered that this feature added
just enough noise to rank someone as Rank-2, even though they
should have also been at Rank-1. Upon closer inspection, the team
learned that this noisiness was only relevant for some parts of the
involved repositories. A possible solution that was discussed was
suppressing predictions for this particular part of the input space.

6 RELATEDWORK
The work presented in the paper relates to several topics.

Rule learning techniques. The misprediction explanation finding
technique presented in this paper can be viewed as an instance
of rule-based methods used in machine learning and data mining.
In particular, since our method produces decision lists, it is par-
ticularly related to techniques for learning decision lists [40] and,

Figure 3: Illustration of different objectives in our case vs
classification. Since our primary objective is precision, the
green box serves as a better misprediction explanation than
the yellow box for our purposes. On the other hand, the yel-
lowboxhas higher accuracy5compared to the green box (90%
vs. 85%) and is therefore better for classification. However, it
has lower precision (80% vs. 100%).

more recently, decision sets [25]. However, the goal of these prior
techniques is to perform accurate classification rather than charac-
terizing mispredictions of ML models. Due to these differing goals,
our method learns rules that optimize a different objective that
prioritizes precision rather than accuracy Due to this difference,
our approach learns decision lists that are highly correlated with
mispredictions rather than learning rules that strike a good balance
between explaining both correct and incorrect predictions. The dif-
ference between our primary objective and the one in classification
is shown schematically in Figure 3. Here, the green box serves as
a better explanation than the yellow box in our case since all data
points inside it are mispredicted (indicated by +), so it has higher
precision. On the other hand, the yellow box has higher accuracy
and would therefore be preferable for classification purposes.

More generally, rule learning techniques can be classified as
either descriptive rule discovery which aims to find patterns in data
or predictive rule discovery which is used for making predictions
for new data; ID3 [37], CN2 [15] and Ripper are in the second class.
Since our goal is to discover which types of inputs are misclassified
by a model, our method is much more closely related to descrip-
tive rule discovery, which can be further categorized into three
main classes: (1) contrast set mining (CSM), (2) emerging pattern
mining (EPM), and (3) subgroup discovery (SD). While these tech-
niques are closely related, they differ in the following ways: CSM
aims to find statistically meaningful differences between multiple
groups [7]; EPM aims to find new patterns that emerge in new
versions of the same dataset [33], and SD aims to find statistically
interesting subgroups with respect to some property of interest [3].
Since our goal is to find subgroups in the data for which mispre-
diction ratio is particularly high, our approach can be cast as an
instance of subgroup discovery, which has traditionally been useful
in identifying sub-populations that are at risk for certain medical
conditions [19, 23, 30]. While many subgroup discovery algorithms
have been proposed, depending on the application domain, they
vary with respect to their optimization objectives, shape of the

5accuracy is defined as (true-positives + true-negatives) / all.
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learnt subgroups, and search strategies. In contrast to existing sub-
group discovery algorithms, our method learns decision lists using
a sequential covering approach because we want to identify a set
of subgroups that collectively cover a high percentage of the mis-
predictions.

Among different rule learning techniques, ours is perhaps most
similar to that of Lakkaraju et al. [25] in that their objective function
is also a linear combination of different desiderata that aim to strike
a good balance between the primary optimization objective and
other factors such as conciseness and interpretability. However, as
mentioned earlier and illustrated in Figure 3, their primary objective
is accuracy whereas ours is precision. Furthermore, we choose
decision lists rather than decision sets due to the additive nature of
the discovered rules in terms of recall.

Rule Learning in Software Engineering. Rule learning techniques
have also been applied in the context of software engineering. Con-
trast set mining has been used to help debug crashes by identifying
properties unique to sets of crash reports [9, 36]. Castelluccio et al.
use STUCCO to find statistically significant correlations in crash
groups at Mozilla [9]. Qian et al. use CSM to learn what distin-
guishes groups of crashes at Facebook. They extend the algorithm
to be directly applicable to continuous variables instead of using
discretization that can lead to scalability issues [36]. Different rule
learning techniques have also been used in defect prediction [41, 42].
Rodriguez et al. study the use of subgroup discovery algorithms to
obtain rules identifying defect prone modules [41]. Song et al. uses
descriptive rules obtained from association rule learning to predict
defect associations and correction efforts [42].

MLmodel interpretability. While our primary goal is to help users
debug their machine learning models, our approach is nonetheless
related to the fast growing field of model interpretability. Efforts in
this space can be classified as focusing on either local or global inter-
pretability. Techniques for local interpretability, such as LIME [38],
ANCHORS [39] and integrated gradients [43], aim to provide evi-
dence to justify a specific prediction made by the model. In contrast,
techniques for global interpretability aim to shed light on the over-
all behavior of a model. For example, GALE [45] aims to compute
globally important features whereas other methods such as [18, 26]
construct a simpler and more interpretable surrogate model for a
much more complex model. More relevant to the software engi-
neering community, [12] automatically extracts rules that emulate
deep learning models and applies this technique to software engi-
neering tasks such as binary analysis and malware detection.

Debugging ML models. More similarly to this paper, there has
also been recent interest in developing techniques to debugmachine
learning models. For example, Wu et al. [48] propose a methodol-
ogy for debugging ML models used in natural language processing
(NLP). Specifically, they propose a domain-specific language for
formulating and testing hypotheses about NLP models; however, it
is up to the users to manually formulate these hypotheses in the pro-
posed DSL and decide whether they constitute good misprediction
explanation. In contrast, the technique proposed here is intended to
automate the task of finding misprediction explanations to a large
extent.

Another related approach is data slicing, where the goal is to
find a “slice" (i.e., subset) of the data where the difference in error
loss is statistically significant and the so-called “effect size" is above
a certain threshold [14]. Key applications of data slicing include
evaluating model fairness and fraud detection. While the goal of
this work is similar to ours, our method differs from theirs in that
(a) we only assume access to the classification result (as opposed to
error loss), (b) we optimize a different objective function consisting
of precision and recall that are easier to evaluate, (c) the rules we
produce are additive in terms of coverage (as opposed to the top-
k rules), and (d) we use different techniques for optimizing our
objective function.

Recently, there has also been been a proposal for automatically
repairing neural models [27]. In particular, they propose a technique
(MODE) for identifying so-called faulty neurons and then use this
information to select inputs that have a high presence of features
that are important for misclassification. In contrast to MODE where
the goal is to automatically generate additional training data, our
goal is to come up with an interpretable explanation of when a
model mispredicts. As discussed earlier, this information can be
used for data augmentation, but it may also be useful for other
purposes such as ensembling, output suppression, or improving
model architecture. In addition, our method is model agnostic and
does not focus solely on neural models.

7 LIMITATIONS
While we have shown that MD can help explaining mispredictions
of models, it does have certain limitations in its ability to do so.
Firstly, MD searches the space of attributes for likely explanations,
but the attributes themselves have to be defined by the model de-
signer. Typically, one can start with metadata that already exists
for the problem from the input space (e.g., “length of trace” for
Bug2Commit), and if the generated explanations are not actionable,
add further diagnostic features (e.g., “overlap percentage”). In some
cases, this process might require human intervention to converge
to the right set of actionable attributes. Secondly, MD does not guar-
antee that its explanations will lead to significant improvements
for the underlying model. Its main purpose is to help the model
designer understand dark corners of the model and take appropriate
action (as in Table 2). MD should not be relied on as a means to pro-
duce an improved model, which is only a possible side-effect of the
action. Third, we designed MD to be model-agnostic so that it can
be applied to different types of ML models. While this design choice
allows broader applicability, it also prevents our approach from
taking advantage of white-box knowledge that could potentially
allow better scalability.

8 CONCLUSION
We have proposed misprediction explanations as a useful concept
for debugging and improving machine learning models. We also
presented a model-agnostic technique for generating useful and in-
terpretable misprediction explanations. We demonstrated through
case studies that misprediction explanations are useful for improv-
ing MLmodels used in machine learning, and we also demonstrated
the advantages of our technique compared to other rule learning
techniques such as RIPPER and STUCCO.
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