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ABSTRACT
In this paper, we explore the potential of using visual features in
movie Recommender Systems. This type of content features can be
extracted automatically without any human involvement and have
been shown to be very effective in representing the visual content
of movies. We have performed the following experiments, using
a large dataset of movie trailers: (i) Experiment A: an exploratory
analysis as an initial investigation on the data, and (ii) Experiment
B: building a movie recommender based on the visual features
and evaluating the performance. The observed results have shown
promising potential of visual features in representing the movies
and the excellency of recommendation based on these features.
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1 INTRODUCTION
Classic movie Recommender Systems, typically, rely on movie con-
tent features (such as genre and tags) and build recommendation
models on top of this data [1, 28, 30, 44]. While the performance
of these systems may depend largely on the performance of their
core algorithms, the quality of the generated recommendations can
still very much depend on the quantity and quality of the available
content data [20, 29, 42, 50].

Furthermore, since the early works on content-based recom-
mender systems, the focus of the research community has been
mainly on the usage of semantic attributes. While semantic at-
tributes are very informative of the movie content, they may still
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not necessarily represent entirely what a movie item visually rep-
resents. In particular, the actual users’ interests could be related to
several factors, that are more visual than semantic [19]. Indeed, it
is known that a user’s visual perception plays an important role in
forming her taste on movies and this is largely dependent on the
visual style of the movies. Semantic attributes are not well-capable
of entirely capturing such visual characteristics, encoded by movie
makers.

In this paper, we investigate the power of different visual features
in representing movies’ content in the context of the recommender
systems. These visual features, in contrary to the semantic features,
are extracted automatically with no need for any expensive human-
annotation. We provide a comprehensive analysis, which includes
an exploratory analysis of the visual features (Experiment A), as
well as an evaluation of the quality of the recommendations based
on visual features (Experiment B). In particular, we compare the
quality of recommendations based on visual features when used
individually or combined with the semantic attributes.

The experiments have been conducted by using the Movielens
1M dataset. The visual features were extracted from more than
1800 movie trailers. Prior work has reported the visual similarity
between full-length movies and their respective trailers [12]. Our
results show that recommendations based on visual features have
a higher quality in comparison to the recommendations based on
semantic attributes.

2 RELATEDWORK
Multimedia recommender systems typically model content of the
items based on two types of item features, referred to as high-
Level features (attributes) and low-Level features [2, 3, 7, 33, 35].
Both types of features can be extracted from multimedia content
automatically [13, 14, 16] or manually with the help of an expert
or users of the system [37]. Recommender systems adopt implicit
or explicit preferences of users on these high-level or low-level
features in order to generate personalized recommendations for
users [1, 9, 10]. As an example, in the music domain, the low-level
features are acoustic properties, such as rhythm or timbre and they
can be extracted and used to compute the similarity among music
tracks [4, 5, 27] or classify music genre [31, 43].
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Plenty of approaches have been already proposed in order to
exploit both high-level and low-level content features (as side-
information) in recommender systems. Majority of such approaches
address the big challenge of recommender systems, i.e., Cold Start
problem [15, 17, 18, 26, 34]. However, these approaches typically
rely to the assumption that user preferences are mainly influenced
by high-level features of movies (e.g., plot, genre, director, actors)
and, to a lesser extent, by low-level features (as stylistic properties)
[11].

Recent studies on recommender systems suggest that users’ pref-
erences are influenced more by the low-level features (representing
the visual aspects of movies) and less by their high-level features
(representing the semantic or syntactic properties) [12, 23, 32, 41].
Low-level features, such as color energy, shot duration, and light-
ing key [51] have a proved effect on user emotions [40]. Moreover,
motions of objects, camera movements, and shot length duration
are delicately planned by directors and cinematographers in order
to influence the audience perception [24]. Many algorithms were
introduced to solve the problem of extracting such features from
image sequences [21, 47].

Overall, the usage of the low-level features has drawn minor
attention in recommender systems’ research field (e.g., in [32]),
while it has been extensively investigated in the related fields such
as computer vision and video retrieval [36, 45]. The works pre-
sented in [6, 25] provide comprehensive surveys on the relevant
state-of-the-art techniques related to video content analysis and
classification, and discuss a large body of low-level features (visual,
auditory or textual) that can be considered for these purposes. In
[39] Rasheed et al. proposes a framework for movie genre classifi-
cation based only on commutable visual cues. In [38] Rasheed et al
discuss a similar approach by considering also audio features. In
[46] Svanera et al. propose a deep learning approach to automati-
cally recognize the director of a movie based on low-level visual
features. Finally, in [52] Zhou et al. propose a framework for the
automatic movie genre classification, using temporally-structured
features from movie trailers.

3 METHOD DESCRIPTION
We have built a pure Content-Based recommender system (CB),
which relies solely on semantic item features attributes, i.e genre,
tags, or visual features, as well as a similarity metric. The similarity
metric is used to measure the similarity among items. Then a model
is built, based on the user preferences, exploited to learn the taste
of a target user and to recommend to her items that are similar
to those that she liked in the past. We have used one of the most
common similarity metrics, the Cosine similarity. As baselines, we
used the genre and tag attributes.

Each model, built by using either of these (baseline) attributes
or proposed visual features, uses its own similarity matrix. By
computing the similarity matrix, we can predict the rating of a
movie by looking at the K-Nearest Neighbors of an item. Hence, the
recommender algorithm computes a score for all the items in the
catalogue. In order to calculate the score for an item, the weighted
average of the k-nearest neighbors of the item is used:

predict (u, i ) =

∑xk
j=x1

similarity (i,x j ) ∗ x j∑xk
j=x1

similarity (i,x j )

All results have been achieved by extending the Surprise Python
Library1. However, we also attempted to double-checked the results
with the Hi-Rec Java framework 2, as it is well-compatible with the
mise-en-scène dataset, described in the next section.

4 EXPERIMENTAL RESULTS
4.1 Dataset
We have used the mise-en-scène dataset [19], which contains visual
features for 13373 movies. The visual features are the followings:
• f1: Average shot length
• f2: Mean of color variance across the key Frames
• f3: Standard deviation of color variance across the key Frames
• f4: Mean of motion average across all the frames
• f5: Mean of motion standard deviation across all the frames
• f6: Mean of lighting key across the key frames
• f7: Number of shots

All of these features have been normalized by passing them through
a “Natural Logarithm” function and then a “Quantile Normalization”
scheme 3. We combined these dataset with the MovieLens 1M [22]
dataset. The final dataset contains 10920 unique tags, 19 unique
genres from the MovieLens dataset, and low-level visual features
from the mise-en-scène dataset. For the evaluation purpose we
filtered out the ratings of the users that have less than 10 ratings
with the values 4 or 5. An item that has received rating 4 or 5, from a
user, is assumed to be a relevant item for that user. The final dataset
contains 666713 ratings provided by 5690 users to 1828 movies.

4.2 Experiment A: Exploratory Analysis
4.2.1 Evolution of Visual Features Over Time. We have ana-
lyzed the time evolution of the visual features over a long period
of cinema’s history (from 1918 to 2000). Figure 1 illustrates the re-
sults for f1 (average shot length). The figure shows that this visual
feature has been constantly decreased over the time. Hence, the
recent movies may have more camera changes in their scenes. We
note again that the visual features are all normalized with the log
function, and hence, even small changes could actually mean a lot.

Figure 2 shows the evolution of f2 (mean of color variance)
over the time. As it can be seen there is a slight positive trend in
this figure, which indicates that the recent movies contain larger
variation in their colors.We observed similar results for f3 (Standard
deviation of color variance) and hence did not include the figure.

Figure 3 represents the evolution of f4 (mean of motion average).
This feature represents the average motion within a movie. We
have observed again slightly positive trend for this feature, which
may represent that the objects and the cameras move faster in the
recent movies. We have observed a similar result for f5 (standard
deviation of the motion average).

Figure 4 shows the time evolution of f6 (mean of lighting key).
For this feature, we have seen a slight drop over the considered
1http://surpriselib.com/
2https://fmoghaddam.github.io/Hi-Rec/
3https://www.researchgate.net/publication/305682388_Mise-en-Scene_Dataset_
Stylistic_Visual_Features_of_Movie_Trailers_description
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https://www.researchgate.net/publication/305682388_Mise-en-Scene_Dataset_Stylistic_Visual_Features_of_Movie_Trailers_description
https://www.researchgate.net/publication/305682388_Mise-en-Scene_Dataset_Stylistic_Visual_Features_of_Movie_Trailers_description


Exploring the Power of Visual Features for Recommendation of Movies UMAP ’19, June 9–12, 2019, Larnaca, Cyprus

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

19
18

19
39

19
46

19
54

19
59

19
64

19
69

19
73

19
77

19
80

19
82

19
84

19
85

19
86

19
87

19
88

19
90

19
91

19
92

19
93

19
94

19
95

19
97

19
98

19
99

20
00

eulav erutaeF lausiV 1F

Figure 1: Time evolution of the average shot length (f1) in
movies, over the history of cinema. The values are log nor-
malized.
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Figure 2: Time evolution of themean of color variance (f2), over
history of cinema. The values are log normalized.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

eulav erutaeF lausiV 4F

19
18

19
39

19
46

19
54

19
59

19
64

19
69

19
73

19
77

19
80

19
82

19
84

19
85

19
86

19
87

19
88

19
90

19
91

19
92

19
93

19
94

19
95

19
97

19
98

19
99

20
00

Figure 3: Time evolution of themean of motion average (f4) over
the history of cinema. The values are log normalized.

period. This could mean that, in average, older movies were brighter
and had less contrast than newer movies. This could be due to the
quality of earlier cameras which were not capable of capturing very
sharp movies or good quality in the dark conditions.

Finally, Figure 5 shows the evolution of feature f7 (number of
shots). As the figure shows, the number of shots in movies has been
increasing over time. This means that recent movies contain larger
numbers of shots compared to the older movies.

We believe that these insights can be exploited in recommender
systems, but requires further investigation. As an example, in order
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Figure 4: Time evolution of the lighting key (f6) over the his-
tory of cinema. The values are log normalized.
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Figure 5: Time evolution of the number of shots (f7) over the
history of cinema. The values are log normalized.

to recommend more novel movies, the recommender can be fine-
tuned to suggest more movies with a larger number of shots or
shorter shot length.

4.2.2 Clustering the Movies based on Visual Features. We
have adoptedK-Means clustering in order to investigate the (visually
similar) clusters that could exist among movies. In order to identify
the number of clusters, we have performed the ElbowMethod, which
varies the number of cluster in a range of 1 to 70. The results are
plotted in Figure 6. This figure shows that the right number of
clusters could be around 30.

We have then checked the most popular movies within each
cluster. Table 1 shows the most popular movies within 4 of these
clusters (as some examples). We have noticed that some of the
movies have certain kind of semantic correlation, in addition to their
visual similarity. For instance, Mission Impossible (1996) and Saving
Private Ryan (1998) are both movies about “a mission”, full of action
scenes. On the other hand, sometimes the movies within a cluster
are more visually similar rather than semantically.

In addition, we checked the extreme cases where the movies
has the minimum or maximum values of the visual features. In
Table 2, we list these movies for some important visual features.
For instance, the movie Psycho (1960) has the minimum variation
of colors, Hold Back the Dawn (1941) has the maximum average
shot length.
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Table 1: Most popular movies within the example of 4 movie clusters based on visual features.

Example Cluster #Ratings Most Popular Movies Director IMDB Genre IMDB Plot Keywords

Cluster 0 47048 Independence Day (1996) Roland Emmerich Action | Adventure | Sci-Fi saving the world mission | 1990s
44208 Dances with Wolves (1990) Kevin Costner Adventure | Drama | Western friendship | 19th century

Cluster 1 37127 Mission: Impossible (1996) Brian De Palma Action | Adventure | Thriller ethan hunt character | train
37110 Saving Private Ryan (1998) Steven Spielberg Drama | War rescue mission | world war two

Cluster 2 43295 Raiders of the Lost Ark (1981) Steven Spielberg Action | Adventure indiana jones | egypt
41426 Back to the Future (1985) Robert Zemeckis Adventure | Comedy | Sci-Fi time machine | future

Cluster 3 54502 Star Wars: A New Hope (1977) George Lucas Action | Adventure | Fantasy rebellion | empire
52244 Terminator 2 (1991) James Cameron Action | Sci-Fi time travel | liquid metal

Table 2: Movies with the minimum or maximum values for each of the visual features.

Feature Type Ext Value Movie Director IMDB Genre IMDB Plot Keywords

Average shot length max 0.9183 Hold Back the Dawn (1941) Mitchell Leisen Drama | Romance deception | mexico
min 0.2904 Equilibrium (2002) Kurt Wimmer Action | Drama | Sci-Fi dystopia | suppress of emotion

Color variation max 0.8625 In the Line of Fire (1993) Wolfgang Petersen Action | Crime | Drama interrupted sex | assassin
min 0.0062 Psycho (1960) Alfred Hitchcock Horror | Mystery | Thriller motel | shower

Motion Average max 0.9476 The Graduate (1967) Mike Nichols Comedy | Drama | Romance college graduate | love triangle
min 0.1645 Miller’s Crossing (1990) Joel & Ethan Coen Crime | Drama | Thriller irish mob | organized crime

Lighting Key max 0.8540 The Graduate (1967) Mike Nichols Comedy | Drama | Romance college graduate | love triangle
min 0.3976 The Dirty Dozen (1967) Robert Aldrich Action | Adventure | War commando mission | criminal

10 20 30 40 50 60 70
k

200

300

400

500

600

D
is

to
rt

io
n

Inertia with features ['f1', 'f2', 'f3', 'f4', 'f5', 'f6', 'f7']

Figure 6: Elbow Method: Identifying the right number of
clusters within the movies.

4.3 Experiment B: Recommendation
Table 3 presents the results of the experiment B where we evaluate
the quality of content-based recommendations based on visual
features. All the algorithms have been trained and tested on a 70%-
30% data split.

In terms of the precision@10 metric, the best results have been
achieved by the recommendation approach based on visual features.
The precision value of visual features is 0.832 while this is 0.684 for
genre, and 0.651 for tags. Using all features together results in a
precision score of 0.666. This indicates that a simple merge of the
features may not be the best technique for feature fusion and more
advanced method should be exploited.

In terms of RMSE andMAE, the visual features have still obtained
relatively good results. However, the results were not substantially
better than the other baseline attributes. The RMSE and MAE of
the visual features were 1.091 and 0.846. This values were 1.093 and
0.846 for genre, and were 1.137 and 0.870 for tags. Combining all
features resulted in RMSE and MAE values of 1.153 and 0.876.

We have used a simple combination of visual features, but a more
sophisticated feature fusion method could improve these results.

Table 3: Quality of movie recommendation, based on differ-
ent content features, w.r.t, RMSE, MAE and Precision@10.

Recommender RMSE MAE Precision@10
ContentBased:Visual 1.091 0.846 0.832
ContentBased:Genre 1.093 0.846 0.684
ContentBased:Tag 1.137 0.870 0.651
ContentBased:All 1.153 0.876 0.666
Distribution-based 1.491 1.195 0.611

The worst results for all metrics have been obtained by a non-
personalized baseline (distribution based recommendation). These
results show that by exploiting visual features, the content-based
recommender algorithm outperforms all other baselines, in terms
of both considered evaluation metrics.

5 CONCLUSION AND FEATUREWORK
In this paper, we have investigated the power of visual features for
the movie recommendation task. We have performed a preliminary
exploratory analysis and an experiment for evaluating the quality
of recommendations based on visual features. The results were
promising and indicative of the potential power of such features.

In the future, we will design a novel web application for real
user studies and will evaluate the quality of recommendations
based on visual features in an online scenario. We are interested in
investigating the importance of user interface design, in developing
a visually-aware movie recommender system [8, 16]. Finally, we
plan to exploit a new tool [48, 49] that we have developed recently,
which is capable of learning user preferences from their facial
expressions. We will use this tool in order to study the potential
correlation between users’ facial expressions and the visual features
within the movies.
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