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1. Motivation and background
Unsupervised Segmentation

Why unsupervised?
• Supervised

- Pros: SOTA, easy to train
- Cons: Issues with cross-domain generalization, 

and requires labeling per dataset and per target.

• Unsupervised
- Pros: Lower demand on labeling.
- Cons: Less mature and needs improvement.

CUTS
What is CUTS named after?
1. To honor the renowned painter Henri Matisse, who 

famously used a “cut-up” method he called “drawing with 
scissors” to assemble an image based on patches of 
material from different sources. This inspired us that 
meaningful image segmentations are comprised of 
generally contiguous regions of similar color and texture.

2. CUTS stands for “Contrastive and Unsupervised Training 
for Segmentation”.

2. Methods (Figure 1)

Stage 1

Encode “pixel-centered patches” 
into rich embeddings,
with intra-image contrastive learning
and local patch reconstruction
(Figure 1 (B-C)).

Stage 2

Coarse grain the rich embeddings into 
segmentation maps at various levels of 
granularities,
with diffusion condensation
(Figure 1 (D-E)).
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