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Abstract 

A Graphics Processing Unit (GPU) is a processor deemed as a complete replacement of 
CPUs for intensive computational purposes. Due to the constant improvements in speed and 

number of flops, GPUs have led to many technological breakthroughs in medical research, 
database enhancement, military computations, etc. With GPUs being used more and more in our 

day-to-day life for general purpose computations, the role they play on our society have become 
significant. This project is pertaining to the societal impacts of GPUs. 
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Executive Summary 

One of the major components of today’s modern computers are their graphics cards, or to 

be more specific, the graphic processing units (also commonly known as GPUs). Owing to the 

growing demand for 3D graphics, GPUs are now being extensively used in many fields. The 

history of GPUs dates back to the 1970s, and since then the demand for better graphics and the 

development of graphics cards have together risen exponentially. Out of the several 

manufacturers of GPUs that exist in the market, Nvidia, ATI and Intel stand out with impressive 

fractions of the market share in comparison to the other companies. Nvidia and ATI produce 

GPUs of the best quality due to their reputation and reliability followed by Intel’s integrated 

GPU. While Nvidia and ATI compete neck to neck with each other, Intel has the highest market 

share solely due to the embedded (integrated) GPUs in their motherboards (Intel chipsets). This 

phenomenal growth of the GPU market is putting pressure on the CPU market which results in 

business moves such as AMD’s acquisition of ATI.  

GPUs are essentially processors which perform complex mathematical computations at a 

very high speed. GPUs are based on stream architecture, which has led many researchers to 

consider processing massive volumes of data through high speed and high performance 

capabilities. GPUs are now being used in various fields to speed up database applications, 

bioinformatics, protein sequence matching, and medical imaging along with their more 

traditional use in video games and the new Virtual Reality Therapy. 

The goal of this Interactive Qualifying Project is to perform preliminary research on the 

societal impact of GPUs, whether it is regarding the primary applications of the device in the 

gaming industry or for general purpose computations. We were able to perform in-depth market 

analysis of the two major players—Nvidia and ATI. The idea of general purpose computations 
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on GPUs became more prominent to us as we continued to work on this project. After realizing 

the capability of the ever improving GPUs and the number of applications where it can be used 

to make the world better than what it is today, we were interested and curious to know if people 

were aware of this fact. In order to see how the students of our university (Worcester Polytechnic 

Institute) responded to the idea of GPUs being used for video game consoles and for various 

general purpose applications, we conducted a survey which provided us with more concrete 

results. 

The survey was conducted keeping in mind our target population which comprised of 

students and staff of the university. The most interesting insight was the fact that gamers increase 

the number of hours they play depending on how good the game is and not on how good the 

graphics are. Also of the people surveyed, only a small group of people who have programming 

background knew what a GPU was and how graphics are rendered to a PC. 

 As a supplement to this project, and realizing that the WPI community is not fully aware 

of the capabilities of GPUs, the group decided to spread awareness and share the knowledge 

gained during the course of the project with fellow community members by preparing and 

handing out flyers in the final week of the project. 
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1. Introduction 

Graphics Processing Units (GPUs), also known as Video Processing Units, are devices 

mainly used for manipulating and displaying graphics for computers and video game consoles. 

They have been around in the market for a number of years and are mostly used in modern PCs 

for graphics rendering. The main goal of this Interactive Qualifying Project was to research the 

social impacts of the Graphics Processing Units in our day to day lives. In order to do so we 

targeted companies which specialize in manufacturing graphics rendering devices like Nvidia, 

ATI and Intel.  Also we looked into the various applications that have improved since the 

introduction of this technology. GPUs no longer only play a major role in graphics rendering but 

are nowadays also being used as co-processors for highly intensive computations and massive 

calculations. Owing to the high demand for higher computational power, the growth of GPUs has 

been remarkable. With the GPU market growing rapidly, there is intense competition between 

the big players in the market like Nvidia, ATI and Intel. We discuss in this report the societal 

impact of GPUs through their applications and a detailed analysis of its growing market. 

The technical definition of a GPU is “a single chip processor with integrated transform, 

lighting, triangle setup/clipping, and rendering engines that is capable of processing a minimum 

of 10 million polygons per second” [NVIGPU]. According to the sources, August 31, 1999 

marked the introduction of the Graphics Processing Unit for the PC industry [NVIGPU]. It was 

on this date that six of the top independent graphic accelerator manufacturers, namely Creative 

Technology, Ltd., ELSA Inc., Guillemot Corporation, Canopus Co. Ltd., ASUSTeK Computer 

Inc. and Leadtek Research Inc., selected GeForce 256 (TM) graphics processing unit by Nvidia 

for their add-in-card product lines [BUSWIR]. 
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A GPU is a single-chip processor which is dedicated to processing images and runs in 

parallel with a CPU. This helps in lifting off burden from the CPU and enabling them to use their 

processing power for other intensive tasks. GPUs are based on the Single Instruction Multiple 

Data (SIMD) principle which enables them to perform many more tasks in comparison to that of 

an older computer [WIKI03]. SIMD refers to the principle in which same operations are 

performed on multiple records or data elements. 

A GPU is not a compulsory part of a computer, but when used, improves graphical 

processing significantly. Today, GPUs have become very common in PCs and in addition to that 

they have now started to appear in most of the electronic devices with display, such as game 

consoles (Xbox, PS2, etc), hand-held Personal Digital Assistants (PDAs), mobile phones, Game 

Boy, calculators, mp3 players, TV, DVD & VCD players, etc. Two of the world’s most popular 

graphics cores are shown in Figure 1. 

 
 

Figure 1: GPU Cores from Nvidia and ATI 
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2. Background Research 

The crisp and clear images that can be seen on the monitors of PCs essentially consist of 

tiny dots termed as pixels. Nowadays, monitors display over a million pixels on the screen 

depending on the resolution settings. A  CPU after processing data needs to decide on how to 

create an image on the screen and hence needs a translator which can convert binary data from 

the CPU into a picture viewable on the screen. Unless there is graphics capability built-in on the 

motherboard, this task is served by the graphics card or specifically a GPU. Computer graphics 

such as photos, videos and games require a lot of processing power. To rephrase it in technical 

terms, it uses a lot of cycles (processing time) of the CPU therefore resulting in slow processing 

speed. In order to speed up the graphic functions of computers, two-dimensional (2D) 

accelerators were introduced in the market in the very early 90’s. Soon with the introduction of 

DVDs and VCDs the demand for high resolution and hardware accelerated three-dimensional 

(3D) graphics grew. Thus, including an entire dedicated processing unit was needed. These units 

added more execution units making deeper pipelines, wider superscalar architectures and cache.  

If a CPU is processing graphics too along with the rest of the operations, a lot of 

processing speed will be used up in rendering graphics resulting in lower processing speed. With 

a GPU running in parallel, CPU processing speed for other operations increases by a large factor. 

GPU’s highly developed parallel structure enables it to carry out mathematically intensive tasks 

using a range of complex algorithms. This capability makes the graphic run faster than drawing 

the functions from the CPU itself. Its dedicated functionality to compute 3D functions such as 

lighting effects and 3D motion also helps the CPU run more efficiently. It frees up more cycles 

for the CPU which can be utilized to run other and more important and intensive applications. 
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GPUs mainly deal with computations and calculations that are required for rendering graphics 

and videos only, which makes them more efficient than CPUs in graphic processing. In other 

words the GPUs carry out only arithmetic calculations compared to the CPUs which carry out 

arithmetic, control and logistics processing. Also, dedicated graphic cards have their own RAM 

to utilize and hence are more effective than integrated graphic cards which utilize the system’s 

RAM (Random Access Memory). The demand for GPUs has since increased great concern about 

its development in recent years. 

In summary the need for higher quality output, high pixel precision and bit depth is 

driving the requirement for more parallelism and more number of pixel pipelines which the GPU 

is able to provide. GPUs are used in many fields where certain applications need high speed 

processing such as medical imaging, military computations, databases and videogames. GPUs 

have impacted many such fields with their computational power and it is important that their 

social implications along with their growing market be analyzed. 
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3. History of GPUs 

Early computer graphics dealt with only two-dimensional (2D) graphics, a task that a 

general purpose CPU (microprocessor) was capable of accomplishing. With the advancement of 

the microprocessors, in its speed and performance, the demand for the visual output also 

increased to 3D graphics. Anything that we vision in our everyday life involves 3D graphics, and 

hence there was a need for creating computer graphics look as real as possible. All these 

requirements indirectly translate into more geometry and more of crunching numbers. This 

demand for realism in the graphics added more load to the CPU and to overcome this situation 

resulted in the concept and design of GPUs for PCs. 

GPUs, however, are not a recent device; and have been used extensively since the late 

1970’s. At that point of time they were used in the Atari consoles. Also, a lot of graphics boards 

like the TMS340 were used for PC’s and workstations to implement drawing functions mainly 

for CAD purposes. They have progressed decade after decade with IBM launching the 

Commodore Amiga in 1980’s as the first video card to implement 2D graphics as accelerators. 

This was the first device to be recognized as a full video accelerator which took pressure of the 

CPU hardware. 

In the early 1990’s because of the rise in Microsoft Windows, a better graphic processor 

was required which could process high speed, high resolution 2D bitmapped graphics. Therefore 

in 1991, S3 Graphics came up with the single-chip 2D accelerator commonly known as S3 

86C911. As the internet grew in popularity and several technological advancements such as the 

VCD and DVD came into being the help of GPUs continued to be sought to improve video 

acceleration. Also, in the 1990’s, 3D graphics became more common in computer and console 
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games and hence more companies started taking interest in this field of Graphics processing as 

they saw huge potential in this technology. The Playstation and the Nintendo 64 consoles served 

as the earliest examples of the use of this technology that were sold in the market.  

In the 2000’s, GPUs improved further by adding the programmable shading functionality 

to their capabilities. In this regard Nvidia was the first company to market a chip called GeForce 

3, with the program shading functionality. The Nvidia GeForce 3 then received their first 

competition with the introduction of the ATI Radeon 9700 in October 2002. With the advent of 

Microsoft Windows Vista, DirectX10 was released and this technological breakthrough should 

take GPUs to the next higher level [WIKI02]. 
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4. Market Research 

Today, many segments of the graphics industry are investigating 3D graphics processing 

technologies as they do not find the CPU fast enough for their applications. Due to growing 

demand of 3D graphics, GPUs have now become extremely important. They are extensively 

used in gaming (both video game consoles and PC), CAM softwares, and flight simulators, 

which are used by the army for training purposes, and in many other fields. “Many companies 

have taken interest in the development of GPUs out of which Nvidia, ATI, S3, Intel and 

Microsoft are the most noticeable” [WIKI01]. 

GPU market dates back to 1970’s when the first video game consoles with graphic chips 

such as Atari were introduced to the market which gained immense popularity. Many laser 

printers by Apple at that time were also shipped with image processors. As the chip technology 

improved, graphics chips became cheaper and easier to make. In 1980’s, the first mass-

production of video cards with ‘blitter’ took place in the form of Commodore Amigo computer. 

This was soon followed by the world’s first video card for PC with 2D primitives by IBM. The 

demand for GPUs suddenly climbed in 1990 with the release of Windows 3.1, which had a 

Graphical User Interface (GUI). This version of Windows was the first by Microsoft to achieve a 

huge commercial success by selling over 2 million copies in the first 6 months [WIKI02]. 

In 1991, S3 came up with the world’s first single chip GUI accelerator. The company 

showed a remarkable profit and was the GPU market leader until 1996, when the trend shifted 

towards 3D graphics with the release of Windows '95 and later Windows '98. S3 released a series 

of 3D graphics card but they failed in the market due to their poor performance. After struggling 

for a couple of years the company sold off its core graphics portion to VIA Technologies for 
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$323 million in 2001. Since then S3 have become a part of VIA motherboard integrated graphics 

which has helped it to gain 10% share of the overall PC graphics market [SALVAT]. 

Intel entered GPU market in 1998 with its first graphics chip known as Intel i740. It 

aimed to become one of the major players in the discrete graphics card market but rivalry from 

companies like Nvidia, ATI and Matrox made the competition fierce. Later, Intel embedded its 

graphics chip onto its motherboard which became well-known as Intel Extreme Graphics. This 

way the graphic cards were sold with the motherboards giving Intel firms hold on the GPU 

market share. In 2002, Extreme Graphics chipsets were replaced with Intel Integrated Graphics 

with improved functionality, first of which is the GMA 900 and GMA 950 series embedded on 

910G and 915G chipset motherboards. Today, Intel has the largest share in the GPU market of 

around 35% solely because of its high-selling motherboards. Although, the integrated graphics 

are not good enough to play demanding 3D games as they share memory with the system 

(motherboard), they are sufficient for business applications like word processing and spreadsheet 

manipulation. In addition, they are dramatically cheap in comparison to other discrete graphic 

cards like ATI’s Radeon and Nvidia’s GeForce which makes it popular for normal home and 

office use [EXTEDT]. 

Certain interesting facts are noteworthy from the ever-growing GPU market. Many 

experts believe that the companies that manufacture GPUs are going to play a key role in 

computer manufacturing industry. Hence there is a sense of threat and need for the big 

companies such as AMD and Intel to buy the now growing GPU companies or launch 

themselves into the GPU market in an impressive fashion. By buying ATI, AMD has definitely 
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cemented its position in the future race for which company can build the best combination of 

CPU and GPU, 

Intel is a much bigger company than AMD but it is not feasible for them to buy a 

growing GPU company like AMD did. As of today, Intel has the largest share of 35% in the 

GPU market, due to the on-board integrated graphics. It is followed by Nvidia with a 24% 

market share and then ATI with 23%. Intel has been trying to launch itself into the high end GPU 

market by launching improved graphic cards but has failed so far owing to tough competition. 

The pie-chart shown in Figure 2 summarizes the market share of various GPU manufacturing 

companies. 

 
 Figure 2: GPU Market Shares [DAMIEN] 

4.1. The Rise of Nvidia 

Nvidia, initially a tiny company staked a substantial claim in the huge market for 

videogame players. This was achieved through Nvidia’s clever deals with several partners; the 

main idea is to let the other companies do the lifting. It costs up to about a billion dollars to set 



10 

up a semiconductor chip factory and Nvidia has become successful in becoming one of the main 

players in the GPU manufacturing industry without setting up one. 

Huang, the cofounder of Nvidia produced a multimedia accelerator with a mere $7.5 

million in venture capital and two dozen young engineers from companies like LSI Logic and 

Sun Microsystems. They came up with specialized chip designs at its office in Sunnyvale, 

California and then Nvidia contracted with other firms to have them made from silicon. Nvidia 

after this big step did not make the game-playing circuit either; Huang arranged for Diamond 

Multimedia Systems to buy the chips and put them in multimedia accelerator boards. Finally, 

Nvidia's third deal and the most important of all was the endorsement from Sega, a popular 

videogame company. Sega translated its traditional console and arcade games to the personal 

computer format for the first time using Nvidia chips for its highest-quality games. However this 

had been tried before, the people at Sega were not satisfied with the nonstandard world of PCs. 

With Nvidia's chip they finally had a multimedia platform that was as good as their own game 

machines [YOUNG]. 

In addition to all this, Nvidia has even outsourced its marketing. Its contract with Sega 

enabled it to launch itself on Sega's name. Nvidia is primarily focused on consumer products 

market. Because of the seasonality in this market (back-to-school and holiday seasons), stronger 

revenue performance is expected in the second half of the calendar year [COMTEX]. 

4.2. Intel’s Entrance in GPU Market 

Intel has entered a very competitive and fast growing market. In spite of being a 

manufacturing giant, it consistently has been fighting for its place in the GPU industry. Intel has 
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not eclipsed the current market yet; it is competitive in the market because of its integrated 

graphics chipset and therefore does have an impact on the industry, especially pricing. 

Richard Brune, an industry expert predicts that in order to remain competitive in the 

market, Intel needs a wide range of graphics chip parts. He also states that its strategy is too 

predictable as it does with its processors. According to him, Intel will probably keep its i740 in 

the market till it comes out with a product that is at a higher performance level and it will bring 

down the price of the i740. So a customer like Compaq Computer Corporation will be selling 

computers with different graphic chip parts at different prices. Intel's competitors will be 

introducing next-generation parts which will eclipse the performance of Intel's chip [BRUNER]. 

Intel has certain strengths which play to its advantage. One of these is its exceptionally 

strong relationship with customers. This factor alone might have been the motivating factor for 

them to enter the market. There are many who depend on Intel's products and product 

development roadmap for their own products. This makes them different from other graphics 

chip vendors. 

4.3. Market Power: NVIDIA and ATI 

In recent years, there have been clearly two major players competing in the Graphics 

processors market, Nvidia and ATI. Over the years, Nvidia had been the performance leader with 

ATI running very close. The company took in $687.5 million for the three months ending July 

30, 2006, a massive jump from the $574.8 million it racked up for the same period last year. In 

2003, ATI introduced its R300 Graphics processor also known as Radeon 9700 pro which turned 
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the tables and gave ATI an edge over Nvidia. Since then ATI and Nvidia have been competing 

head-to-head, introducing their new and improved chips to the market after every few months.  

On an average, GPU processing power is doubled every six months. An important reason 

for this market to expand rapidly is the increase in number of the game enthusiasts. Microsoft’s 

new Xbox 360 has already sold over 6 million units in just about half a year’s time since the 

product was launched, powered by ATI graphics processor. This is an outstanding sales figure 

and is projected to reach 10 million at the end of 2006 by Microsoft. But this prediction has been 

proved incorrect by the launch of Sony’s PS3 in November 2006, which uses the graphics chip 

provided by Nvidia. 

Graphics chip for Xbox was provided by Nvidia till August 2003, when Microsoft broke 

the contract with Nvidia. Microsoft wanted to cut down prices for Xbox after they experienced 

lower sales than expected. This issue resulted in a disagreement and Microsoft dissolved the 

contract with Nvidia in favor of its rival, ATI Technologies, for its next video game console— 

the Xbox 360. This was a significant blow to Nvidia Corporation as Xbox business accounted for 

21 percent of its $1.9 billion revenue in 2002 [YI]. But the very next year, December of 2004, 

this blow was subsidized as Nvidia signed a deal with Sony Corporation to be the graphic chips 

provider for their next video game console, Play Station 3. ATI has been providing graphic chips 

for Nintendo which has a significant contribution to the gaming market. 

Recently, ATI was bought by AMD for approximately $5.4 billion. This gave ATI a 

better opportunity to fight its competitors in the open market. Also, the leading notebook sellers 

like Dell, IBM, Sony and Toshiba, have agreed to include ATI graphics chips in their notebooks, 

which further secures market for ATI. On the other hand, Nvidia acquires Portal Player for $357 
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million, which was a primary supplier of system-on-chips for Apple’s famous iPod music player 

[DANG]. Also it has recently become Apple’s default high performance desktop graphics 

provider after the introduction of Apple’s iMac with GeForce2 MX. Within a short period of 

time it has become the top to bottom supplier of GPUs for the Macintosh desktops. One of its 

promising markets is Microsoft Windows Vista, where it provides a secondary LCD interface 

with its Preface technology. Nvidia has also aimed towards hand-held devices with graphic chips 

[DANG]. 

4.4. Market Analysis of Nvidia 

Nvidia Corporation is a worldwide leader in programmable graphics processor 

technologies and is headquartered in Santa Clara, California. It has a total number of 2,737 

employees with 1,654 full-time employees only in the Research and Development department. It 

is primarily based in Asia and the Americas. In recent years the company has shown a 

remarkable increase in market share. With the successful launch of its GPU series GeForce 6800 

and 6600 in 2005, its market share increased from 18% to 67% of the Performance DirectX 9.0-

compatible graphics controller segment. Subsequently, with the launch of GeForce 7800 in June 

2005 its market share further increased to 79% in its performance. The discrete graphics space 

accounts for only about 55% of the overall GPU market, with the rest taken over by the Intel 

integrated chipset graphics [DATAMO]. 

The company recorded revenue of $2,375.7 million at the end of 2006 fiscal year, which 

is an increase of 18.5% over that of 2005. The operating profit of the company increased to 

$340.1 million during 2006 from $113.6 million in 2005, with the net profit being $302.6 million 

in fiscal year 2006 compared to $100.4 million in 2005. Overall, the company has shown an 
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outstanding progress in terms of market leadership and is currently a world leader in discrete 

graphics GPUs [DATAMO]. 

4.5. Market Analysis of ATI (AMD) 

Advanced Micro Devices is the world’s second largest manufacturers of processors after 

Intel, and is based in Sunnyvale, California. In October 2006, it acquired ATI Technologies for 

$5.4 billion to get an edge over Intel in processors market. But the predictions turned out to be 

wrong. For the financial quarter ended December 31st, AMD announced a net loss of $574 

million which is $1.08 per share. Currently, the graphics sector of AMD, ATI Technologies, 

alone has 3,469 total numbers of employees [AMDFR]. 

This loss was in sharp contrast to a net income of $96 million, or 21 cents per share, 

which the company experienced last year at the same time. Sales for the last financial quarter 

were $1.77 billion compared to $1.84 billion a year ago. Wall Street had predicted revenues of 

$1.73 billion which turned out into a loss of $574 million.  

The purchase of ATI resulted in a charge of $550 million amounting to $1.04 per share. 

This was further increased by a $27 million expense over employee stock-based compensation. 

Even after subtracting the acquisition expenses the operating profit of the company for the 

quarter was $63 million which was 77% less than what it was a year ago and 56% less compared 

to the previous quarter. AMD also experienced gross margins of 40% compared to 57% last year 

at the same time of the year [AMDFR]. 

AMD said that its server business had been the same as compared to the third quarter of 

2006. Since November, AMD is facing a severe price competition from its rival, Intel, which 
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introduced several new Xeon quad-core processors, has led to some loss in the server business in 

the last few months of 2006 [AMDFR]. The summary of the finances of AMD have been 

summarized in Table 1 below. 

Table 1: AMD – Finances summary at the end of 2006 

Employees 16,500 

Market Cap $7.1 billion 

Total Debt $3.7 billion 

Cash Balance $1.3 billion 

Revenue $5.6 billion 

Revenue Growth (1yr) -3.4% 

Revenue Growth (5yr) 7.7% 

Operating Margin -0.8% 

Operating Margin Growth (1yr) 4.0% 

Operating Margin Growth (5yr) -4.6% 

Net Margin -2.4% 
 

AMD is expected to launch its first line of processors that combines the x86 processor 

with graphics chip technology from ATI Technologies. The AMD 690 series of processors 

includes features from GPU or ATI Radeon x1250, known as 690G, and a lower-priced 690V. 

These chipsets are seen as first step towards AMD’s Fusion processors, which merges x86 and 

ATI graphics onto one chip. The 690 series is scheduled to come out in 2009 and will initially be 

available for notebooks, and later for desktops. The new 690 series integrates HDMI (high 

definition multimedia interface) and DVI output (digital visual interface) further enhancing 

visual output and giving more display choices to the computers it powers. Also, these chipsets 

are built to support advanced graphics of Microsoft Windows Vista, which was released in Jan 

2006 for home customers. By acquiring ATI, AMD hopes that integrating ATI graphics with its 
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CPUs would improve sales to the commercial desktops and laptops markets long dominated by 

Intel [AMDFA]. 

4.6. Nvidia in Today’s Market 

Nvidia uses a fabless manufacturing strategy where all phases of the manufacturing 

process are delegated to different vendors. This system allows the company to avoid any major 

risks associated with owning and operating manufacturing operations. This allows Nvidia to 

focus more on its product design, quality assurance, marketing and customer support. This 

strategy is one of the critical reasons for the company’s outstanding success. 

The company’s focus on R&D has increased in the last few years. In the fiscal year 2006, 

the number of full time employees engaged in R&D has increased to 1654 from 1231. The 

company incurred R&D expenditures of 270 million in 2004, 335.1 million in 2005 and 352.1 

million in 2006. This is another competitive advantage because of which it enables the company 

to develop innovative products, which confer a competitive advantage.  

At the end of 2006, it had increased its market share in various sub segments of 

programmable graphics processor technologies in comparison to the years before. The successful 

production of its GeForce 6800 and GeForce 7800 has increased its market share in the 

performance segment considerably along with investor’s confidence. 

The revenue of Nvidia is derived from a very limited number of customers and this 

aspect of the company’s sales strategy reduces the bargaining power of the company. The two 

largest customers of Nvidia are Edom Technology and Asustek Computer which account for 14% 

and 12% of the total revenue respectively. Sales to these two largest customers accounted for 
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approximately 36%, 31% and 26% of the company’s revenue during fiscal years 2004, 2005 and 

2006, respectively.  

A decrease of 34.5% was observed in the company’s consumer electronics business 

generated revenue from 260 million in 2005 to 170.2 million in 2006. This decrease is because of 

lower and discontinued sales of Xbox related products. Decrease in revenue from this segment 

has adversely affected the company’s total revenue.  

Nvidia faces fierce competition from its prime rival ATI. The discrete graphics space 

(55% of the GPU market) has intense competition between ATI and Nvidia. Both have very 

similar market share and size profiles. This makes it difficult for either company to gain a long 

term edge. Also several competitors have increasingly put pressure on prices, including XGI, S3, 

and Matrox. In addition, Intel also offers severe competition with its integrated chipset offering 

basic integrated 3D graphics. Any delay on Nvidia’s part to bring products to market on time 

could impact the company’s market share and profitability significantly. 
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5. GPU Architecture and Model 

A GPU in terms of its working is similar to a CPU, and at the same time there exists 

significant differences between them. The fundamental function of both GPUs and CPUs is data 

processing; however the only major difference lies in the way data processing is implemented. 

CPUs are more of general processors that need to handle different types of data and process them 

in different ways as instructed by the programs. GPUs on the other hand are more specific in 

terms of data that is to be processed and the instructions written for data processing. By 

exploring more on CPUs and GPUs by researching into their individual architecture their 

similarities and differences can be discussed. 

5.1. Architecture of a CPU 

The CPU generally aggregates a number of hardware components, and is generally 

referred to the core microprocessor of a computer system. A microprocessor can be divided into 

different functional blocks. Figure 3 depicts a typical 80386 microprocessor from Intel divided 

into its different functional blocks. 
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Figure 3: Architecture of an Intel 80386 microprocessor [BRAUGH] 

The most important blocks in reference to our discussion are the Registers, Control Unit, 

ALU, and Address and Data Buses. Registers are temporary memory locations used by the 

processor to store the data before or after processing. The control unit controls the flow of data 

between the ALU, registers, I/O devices and memory while the ALU behaves as the heart of the 

computer where all the arithmetic computations and logical decision-making operations are 

handled. The address lines or address bus controls the I/O devices that are attached to the CPU 

while the data lines or data bus are responsible for data transfer between the CPU and the I/O 

devices. 

5.2. Architecture of a GPU 

GPUs, as mentioned earlier, are microprocessors designed for a more specific task of 

running number-crunching algorithms on huge volume of data. In short, GPUs are dedicated 
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processors. The general architecture of a typical GPU can be realized by observing the 

architecture of the ATI RADEON X800 GPU shown below in Figure 4. 

  
Figure 4: Architecture of ATI X800 [VANBUR] 

Like the CPU, even GPUs have I/O interfaces in terms of Display Interface, the Video 

Processing Engine is the core processor and is analogous to the ALU of a CPU, and the Memory 

Interface of a GPU is not much different from the Bus Interface Unit of a CPU.  

Figure 5 gives us an idea of how the CPU and GPU of a computer system are linked 

together with other components like system RAM, graphics RAM, bridges etc. 
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Figure 5: General Architecture of a computer—the CPU and the GPU [KILGAR]. 

 

5.3. GPUs and CPUs: Similarities and Differences 

Although they are very similar to CPUs in some way, GPUs differ from one another in 

terms of their architecture and capabilities. Both CPUs and GPUs need memory access for data 

processing. Thus, as the pattern suggests new versions of GPUs have improved performance by 

decreasing their memory latency. Both GPU and CPU have limited data transfer speed and 

bandwidth, and the building blocks of both devices are flops or transistors. GPUs, however, are 

single-chip processors, that are fully dedicated for handling number crunching algorithms to 

render realistic computer graphics involving very complex mathematical computations for 

lighting effects and object transformations. This helps in removing the burden from the CPU and 

enabling it to use its processing power for other more important tasks. The instruction bus and 

the data bus of GPUs are independent of each other unlike that of the CPU. GPUs are therefore 



22 

considered a parallel computing device in regards to the CPU, which turns out to be a sequential 

computing device. GPUs implement floating point arithmetic and hence are made up of a 

number of pixel pipelines. 

Today, the new GPUs come in the flavor of very high speed and bandwidth. The GPU 

Memory Interface has a bandwidth of 35 GB/sec compared to the CPU Memory Interface which 

has only 6.4 GB/sec bandwidth [KILGAR]. 

As the CPUs are developing over the last three decades in terms of clock frequency and 

the transistor manufacturing process (basically the ever decreasing gate width, now in terms of 

nanometers with the nano-technology), their GPU counterparts have been developing far more 

rapidly. GPUs have been doubling their performance almost every six months over a period of a 

decade or so in terms of execution speed. Nvidia, for example, over the period of 5 years have 

come up with the GeForce family namely GeForce2 (2000), GeForce3 (2001), GeForce4 (2002), 

GeForce FX (2003) and GeForce6 (2004). This family of graphics processors maintained its 

clock frequency at 400-500 MHz; however the memory speed increased from 2x230 MHz 

(GeForce2) to 2x550 MHz (GeForce6) [UJALDO]. 
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Figure 6: Performance comparison in Gigaflops of 3.0 GHz dual-core P4, ATI R420 GPU, and Nvidia’s G70 

against Moore’s law. [GEER] 

5.4. GPU Stream Model 

CPUs come under the general hardware category whereas GPUs come under the 

specialized category as it performs specific functions mainly pertaining to graphics processing 

and computing operations. Even though these computing operations are very simple, and require 

very little memory, they require the ability to perform many computations extremely fast and in 

parallel. Parallel computing is an important concept because it refers to simultaneous execution 

of one particular task by further sub-dividing it in order to achieve faster results. This whole idea 

uses the fact that any problem, big or small, can be further divided into smaller tasks and solved 

easily and faster, with proper coordination. Below is a simple block representation for the 

graphics-specific stream model that is implemented with some variations in different GPUs by 

different manufacturers. The GPU has a stream of input data (typically known as vertices), and 

all of the vertices go through the same process of vertex shading, triangle assembly, culling, 

rasterization, pixel shading before dumped into the frame buffer and applying the textures to give 

an image as an output. 
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Figure 7: Block diagram of the architecture of a GPU [FIALKA]. 

Stream modeling was hence used in the GPUs with parallel processing being its base 

logic as it helped them achieve the efficiency demanded with minimal effort. In comparison to 

the present architectures in the market, the stream processors are able to provide twenty times the 

performance at similar conditions [WIKI02].  

As soon as researchers realized that performing a computation on a graphics card would 

be far faster than performing it on a CPU (a GPU can process over 50 million triangles and 4 

billion pixels in one second), the demand for GPUs increased in the market. Graphics pipeline is 

similar to a manufacturing assembly line with each stage adding something to the previous one. 

As mentioned before we know a GPU works mainly on the basis of parallel computing because 

of this pipeline architecture. The graphics pipeline hence accepts some form of a three-

dimensional image as an input and transforms it into a two dimension screen. The programmable 

parts of a GPU are the vertex and the fragment processors which execute the vertices and 

fragment shaders respectively. A major advantage of functions like the vertex and the fragment 

shaders is that they allow the GPUs to do the operations in parallel as the result in each vector is 

independent from the other. 
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Most of the programmable computational power of a GPU is within the fragment 

processor. For example, there are 16 pipelines in the fragment processor of the Nvidia GeForce 6 

Series GPUs. According to the information provided by Nvidia, each one of these 16 pipelines 

can handle a maximum of 4 floating point operations in parallel with one another at 450 MHz. 

On further testing they found out that the total computational power of the GeForce 6 Series 

GPUs was around 50 Gigaflops. They are expecting this performance to grow with a suitable 

increase in the number of pipelines.  

 
Figure 8: Graphics Processor Computation Pipeline [LEFOHN]. 

According to Sony Computer Entertainment Inc., the recently released PS3 has a floating 

point performance of somewhere around 2 teraflops whereas the Xbox 360 has a floating point 

performance of 1 teraflops. This essentially means that these video game consoles can behave as 

supercomputers because currently the most general purpose PCs has a floating point performance 

of a maximum of 10 gigaflops. 3D graphics operations are good examples of a problem which 

can easily be dealt with, by dividing the task between different execution units and pipelines, 

allowing a high speed.  
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Another important feature of a GPU is that they do not perform branch or decision 

making operations like ‘if/else’ statements which determine what will be executed based on the 

value of a piece of data unlike a CPU. Also we know that CPUs access data more unpredictably 

than the GPUs which require them to include an on-chip memory called a cache for quick 

random access. 
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6. Primary Application of GPUs 

GPUs came into the market as a graphics rendering device. GPUs are primarily used in 

PCs and video games for rendering high resolution graphics. In this section we discuss briefly 

about two of the applications of GPUs that involve rendering of high resolution and quality 

graphical images. 

6.1. Video Games 

With the use of modern technology and a competitive sellers market, video games are not 

the same as they were 25 years ago. The gamer generation is much bigger than the baby boomers 

now with more than 90 million [SHERMA]. It has won 30% of the US toy market earning more 

than 8.8 billion, a share which is bigger than Hollywood box-office gross [MEDIAL]. 

Video games are now more complex and challenging. George Lewis, an MSNBC 

correspondent, believes that the development of strategic and critical thinking skills, balanced 

with the need for change and participation in other activities, make it acceptable that video 

games can have a positive impact upon society for some people. Video games played in 

moderation can help young people develop mental skills such as problem solving and careful risk 

taking [LEWIS]. They have already been integrated into the daily routines of 65% of US 

households [MEDIAL]. But there is also a negative side to it. About one out of eight gamers 

develop all of the patterns similar to an addiction, according to Dr. David Walsh with the 

National Institute on Media and the Family. He also believes that the time spent on gaming 

replaces time spent on outdoor sports and social interaction. The positive and negative effects of 

excessive gaming are often debated by experts. 
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Modern GPUs allow for larger, more realistic and impressive worlds to be presented to a 

gamer. These games with the help of GPUs simulate real time high quality graphics which result 

in emotional involvement of the gamer [DELVES]. Nvidia and Havok, the game industry’s 

leading supplier of cross platform middleware recently demonstrated a physics effects solution 

that completely runs on a GPU. This collaboration is resulting in a new software called Havok 

FX which can simulate dramatically detailed physical phenomenon. Presently Havok FX, GPUs 

can simulate the interactions of thousands of colliding rigid bodies using a fundamental 

technique in physics computation seen in many PC games today. But with the new software it is 

now possible to compute the components of friction, collisions, gravity, mass and velocity to 

form the basis of rigid body physics. This allows game developers to implement sophisticated 

facts such as debris, smoke and liquids which add immense detail to game environments. The 

software is designed for Nvidia GeForce 6 and 7 Series GPUs. The effects of this reality of video 

games in society is often debated [SBERT]. 

It is a popular opinion that video games drive gamers to be more aggressive and violent. 

Contrarily Steven Johnson, a cultural critic, points out in a recent book, “Everything Bad Is Good 

for You”, that gaming is so widespread now that if it did make people violent, its effects should 

be obvious. He also points out that in America violent crime actually fell in the 1990s, just when 

the use of video and computer games was growing rapidly. This is backed by the federal crime 

statistics, according to which the rate of juvenile violent crime in the United States is at a 30-year 

low as indicated by the plot below [THEECO], 
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Figure 9: Justice Bureau Statistics relating growth of video games and juvenile crime [THEECO] 

 Another interesting fact observed by researchers is that people serving time for violent 

crimes typically play less videogames before committing their crimes than the average person. 

It's true that young offenders include gamers but young people in general are more likely to be 

gamers [THEECO, JENKIN]. 

The biggest concern is probably the amount of time children spend playing games. 

Spending time playing video games can eliminate social activities [JOHNSO]. Growing global 

marketing efforts helps in development of millions of loyal followers of the gaming culture who 

prefer interacting in cyber play rather than spending time with friends or play street sports 

according to a study by Media Analysis Laboratory, Simon Fraser University, Burnaby B.C. 

[MEDIAL]. Contrary to this, Henry Jenkins, a MIT professor considers video game play as a 

social activity. He points out that 60 percentage of frequent gamers play with friends. Thirty-

three percentage play with siblings and 25 percent play with spouses or parents [JENKIN].  
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The economist reports that age plays an important role in attitudes towards gaming. Most 

of these games are played by young adults and only a third of the gaming population is under 18 

according to Marc Prensky of Games2Train, a firm that promotes the educational use of games. 

The average age of an American gamer is 30. Though half of America plays video games or 

computer games of which 76% are under 40, most of the critics are over 40 years old according 

to Nielson a market research firm. This clearly implies an entire gaming generation that began 

playing as children continued to play. Figure 10 below gives us a better idea of the distribution of 

age groups of the gaming generation [THEECO]. 

 
Figure 10: American players of video games by age group [THEECO]. 

This discussion also provides interesting insights to a question frequently asked about 

gaming: when will it become a truly mainstream form of entertainment? Above given figures 

indicate that it already is a mainstream entertainment for people under 40 [THEECO]. 
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6.2. Virtual Reality Therapy 

Burn injuries are some of the most painful injuries imaginable. Patients are required to 

undergo physical therapy to stretch the newly healed skin which has to be cleaned regularly. 

Many patients despite being on medications report excruciating pain during wound care. This 

trait of wound care has always been known and not much could be done about it. 

Imprint Interactive Technology, based in Seattle works on virtual reality simulations and 

games for training, therapy and medical research. Dr. Hunter Hoffman and Dr. David Patterson 

at the University of Washington’s Harborview Burn Center collaborated with Imprint and 

recently came up with an immersive simulation called Snow World using Nvidia graphics and 

Virtools™ 3D. This design aims at distracting the patients to offset excessive pain during 

therapy. The patients are made to wear a helmet connected to the virtual world which makes 

them feel as if they are floating through an icy 3D canyon. Also controlled studies show a 

considerable 40-50% reduction in pain ratings when Snow World was used. VR pain distraction 

results are encouraging according to Dr. Hoffman. A growing number of burn centers are now 

pioneering the use of Snow World using Nvidia graphics and Virtools™ 3D [NVIIMP]. This is 

one of the success stories of the use of GPUs in the medical field. 
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7. General Purpose Applications of GPUs 

Today, there is no uncertainty in mentioning that the GPUs have come a long way in 

terms of what they are capable of doing, and in terms of competing with their CPU counterparts. 

There are many different projects nowadays that try to comply with the stream model of GPUs 

so that some specific applications can be run at a faster speed in comparison to a regular CPU. 

This concept of using the power of fast computation of GPUs is termed as General Purpose 

GPUs [GPGPU]. GPUs nowadays are being used in many cases, for many different applications 

that do not involve graphics but involve a lot of computations. GPUs have been used to 

accelerate many highly parallel applications. Some of them are listed below. 

• Scientific Computing 

• Medical Applications 

• Protein Sequence Matching 

• Database Applications 

• Bioinformatics 

• Computer Vision 

• Application of GPUs in protein simulation  

7.1. Scientific Computation in GPUs 

With the power of GPUs, which is essentially fast computation of floating point numbers, 

it can be looked at as a powerful vector co-processor to the CPU. The intermediate values during 

a computation (using float buffers) are no longer clamped. Additionally, another good reason to 

use them as a co-processor is its parallel nature at the rasterization stage (pixel-level) 
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[HOUSTO]. The GPU stream model is still valid for this application as the texture-images (data) 

become matrices of values to do computations. In addition to normal computations, nowadays, 

GPUs are being used for linear algebra computations as well. There are, however, some 

limitations in GPUs which hinder scientific computations. The limited instructions and register 

space plays a big hand in making the program as simple as possible with the least number of 

lines of code. Absolutely no branching or conditionals or multipasses are allowed in GPU 

programs. 

Basic Linear Algebra Subprograms (BLAS) are programs directly dependent on the 

GPUs. They perform many complex computations like vector-vector, matrix-vector or matrix-

matrix operations through softwares like MATLAB [HOUSTO]. 

7.2. Medical Application 

Medical field have been making use of the extreme computational power of GPUs for a 

while. Since medical field is a vast topic and area where GPUs are currently being used—esp. 

Medical Imaging, Visualization in Machine, and are discussed later separately in Section 9. 

7.3. Database Operations on GPUs 

As mentioned earlier in Section 6.1, Applications of GPUs, the main idea behind the use 

of GPUs in various other fields for general purpose applications is to make use of its fast 

computational power, thus being used as co-processors to CPUs. Capable of processing tens of 

millions of geometric primitives per second, GPUs can be used in performing fast computation 

of database operations. These operations like predicate evaluation, range query, and 

accumulation have been further discussed in greater detail in Section 8. 
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7.4. Bioinformatics 

Bioinformatics applications are one of the most relevant and computationally demanding 

applications in today’s day and age. In order to accelerate a bioinformatics application, graphics 

accelerators such as GPUs are used. GPUs are used for such applications as they are inexpensive 

and based on high performance SIMD architecture in comparison to the other substitutes in the 

market. Initially GPUs were only used for graphics applications whereas the ones nowadays can 

be programmed and used for many different purposes. In terms of bioinformatics, one of the 

common examples where GPUs come into use is in porting a bioinformatics application called 

RAxML which is a program for inference of phylogenetic trees from a DNA sequence data 

based on the Maximum Likelihood [CHARAL]. 

7.5. Computer Vision 

Computer vision tasks are extremely intensive and exceed the capability of a CPU. As a 

result of this computer vision tasks are mapped differently on GPGPUs by mapping 

mathematical operations of the computer vision onto the modern computer graphics architecture. 

A large number of computer vision algorithms are written and implemented because of the 

programmability feature of the GPUs which was earlier not possible using a CPU. 
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Figure 11: MRI Scan of a Skull [LEFOHN]. 

The Computer vision algorithm analyzes images to create numerical representations of a 

scene whereas on the other hand computer graphics analyzes the numerical description of a scene 

to create an image as illustrated in Figure 11. The SIMD property of the GPU comes into use 

here as many similar computations are implemented at the same time. By not using the CPU for 

these applications many more important tasks can be implemented on the CPU [FUNG]. 

7.6. Applications of GPUs in Protein Folding Simulation 

The use of PS3 in protein folding simulation is a very interesting general purpose 

application of GPUs. Proteins, before performing any function fold together. This folding 

process is very critical and fundamental to all of the biological functions. This process is not 

clearly understood and thus remains a mystery. This is because proteins are difficult to observe 

as they are extremely small and the process speed is very fast, nearly about one millionth of a 

second. Any discrepancy in the folding can cause serious diseases such as Alzheimer’s, 

Huntington’s and Parkinson’s disease.  
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Scientists hence use computer simulations but it has its own limitations. A normal 

computer would take a day to create a nanosecond of simulation and so it would take about 30 

years to complete one complete simulation. Sony is working with Stanford University's 

Folding@home project to harness the PS3's technology to help study how proteins are formed or 

sometimes incorrectly formed in the human body. This is done by harnessing power from many 

PS3s connected to the internet when not being used to play games [WILLIA]. The cell 

microprocessor of the PS3 will help perform calculations to simulate protein folding and its 

graphic chip will be used to show the folding process in real time from different angles with 

good looking interface using new image technologies. With the use of new GPUs they are likely 

to attain high performance to the 10 teraflops scale.  

Presently this Folding@home project uses a network of about 200,000 personal 

computers to simulate protein folding. The division of complicated calculations into smaller 

manageable packets and sending them to participating machines enables this project to do 

calculations which would even be a strain to combined resources of all the supercomputers in a 

country. These calculations being very challenging, a network of PS3s would increase the speed 

of the simulation by a considerable factor. According to Folding@home, a network of 10000 

PS3s would increase the speed by a factor of 50 of what is possible today. This could reduce a 

couple of years of work to nearly a month [WILLIA]. The general consensus is that a number of 

Play Station 3consoles along with their GPU’s will help them achieve calculations at the 10 

petaflop scale which easily outperforms the fastest supercomputer in the market today. 
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8. GPUs in Database Applications 

GPUs have been used to increase the speed of data access and sorting data from a 

database for a while. This section discusses the various areas within databases where GPUs have 

been used for general purpose computation hence speeding up the various processes. 

8.1. Fast Computation of Database Operations 

Database operations include predicates, Boolean combinations, and aggregations 

[GOVIND]. The paper published by researchers at University of North Carolina, Chapel Hill, 

Fast Computation of Database Operations using Graphics Processors [GOVIND] discuss the 

implementation of various algorithms on GPUs for selection queries on one or more attributes 

and generic aggregation queries including selectivity analysis on large databases. The paper also 

talks more in detail about the algorithms that the authors have implemented for database 

operations. Below we discuss in more detail the experiments performed and the results obtained 

for each of the database operations. All experiments were performed on a high end Dell 

Precision Workstation with dual 2.8GHz Intel Xeon Processors and an Nvidia GeForceFX 5900 

Ultra graphics processor. The graphics processor had 256MB of video memory with a memory 

data rate of 950MHz which can process up to 8 pixels at processor clock rate of 450 MHz. This 

GPU can perform IEEE single precision floating point operations in fragment programs. 

8.1.1. Predicate Evaluation 

Each of the experiments was conducted on the first attribute of each record in the 

database. Figure 12 shows the plot of the time taken to compute a single predicate for an attribute 
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such that the selectivity was 60%. The plot is a simple comparison of a compiler generated 

SIMD optimized CPU code against a simple GPU implementation [GOVIND]. The 

computational time for evaluations of the predicate and the time taken to copy the attribute into 

the depth buffer are both considered under GPU timings. It is quite obvious from the result of the 

experiment that GPU timings are nearly 3 times faster than the CPU timings (20 times faster if 

we just consider the computational time). 

 
Figure 12: Execution time of a predicate evaluation with 60% selectivity by a CPU-based and a GPU-based 

algorithm [GOVIND] 
 

8.1.2. Range Query 

As predicate evaluations, the performances of range queries were also tested with 60% 

selectivity. The 60% selectivity was ensured by setting valid range of values between the 20th 

percentile and 80th percentile of data values. Figure 13 summarizes the time taken for a simple 
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GPU implementation and a compiler-optimized SIMD implementation on CPU. Again, the 

overall performance of GPU is seen to be nearly 4 times faster than the CPU implementation (20 

times faster considering the computational time alone) [GOVIND]. 

 

 
Figure 13: Execution time of a range query with 60% selectivity using a GPU-based and a CPU-based 

algorithm [GOVIND] 

8.1.3. Multi-Attribute Query and Semi Linear Query 

The performance of the hardware based multi-attribute queries were tested by varying the 

number of attributes and the number of records in the database. Again queries with the 60% 

selectivity for each attribute were used in conjunction with the AND operator on the result of 

each attribute [GOVIND]. The tests used up to four attributes per query and for each attribute per 

query, the GPU implementation copied the data values from the attribute’s texture to the frame-

buffer. Similar to multi-attribute query, semi-linear queries were also performed on the four 

attributes by using a linear combination of four random floating point values and comparing it 

against an arbitrary value [GOVIND]. 
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Figure 14 gives us a summary of the results for multi-attribute query, which again 

illustrates GPU timings to be nearly 2 times faster than the CPU implementation. Figure 15 

follows up with the results of timings for semi-linear queries where we observe that the GPU 

timings are 9 times faster than that of an optimized CPU implementation. 

 
Figure 14: Execution time of a multi-attribute query with 60% selectivity for each attribute and a 
combination of AND operator. Time i is the time to perform a query with i attributes.[GOVIND] 
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Figure 15: Execution time of a semi-linear query using four attributes of the TCP/IP database [GOVIND]. 

 

8.1.4. Accumulation 

Accumulation is one area where the GPU seems to be slower than a CPU. Figure 16 

demonstrates the performance of an accumulator on the GPU and a compiler-optimized SIMD 

implementation of accumulator on the CPU. The experiments [GOVIND] shown in the figure 

demonstrates that the GPU algorithms were `nearly 20 times slower than the CPU 

implementation when including the copy time’. This is because the CPUs have a much higher 

clock rate as compared to the GPU. 

 



42 

 
Figure 16: Time required to sum the values of an attribute on the CPU and by the GPU-based Accumulator 

algorithm [GOVIND]. 
 

8.2. Sorting Algorithm using GPUs: GPU Terasort 

The term GPUTeraSort is self-explanatory and relates to sorting of hundreds of gigabytes 

using GPU cores. It is an external sorting algorithm developed in University of North Carolina, 

Chapel Hill in collaboration with Microsoft Research that uses GPUs on large databases that 

consists of billions of records. The designers of this algorithm have used the data and task 

parallelism power of GPUs to perform memory-intensive and computation-intensive tasks with 

the CPU performing the regular task of I/O and resource management. This sorting architecture 

controls multiple memory interfaces on the same computer using the GPU’s high bandwidth 

memory interface along with the general CPU main memory interface. This high bandwidth of 

GPU memory interface and low bandwidth of the CPU main memory interface, together achieve 

higher memory bandwidth than purely CPU-based algorithms. 
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The GPUTeraSort involves two distinct phases. The first phase consists of a task pipeline 

that comprises read disk, build keys, sort using the GPU, generate runs, and write disk. The 

second phase comprises read, merge, write. The design takes into account the limited 

communication bandwidth between the two processors—the CPU and the GPU, and reduces data 

transfer between the two. It also pipelines data transfer from disks into the memory, resulting in a 

very high I/O performance. The algorithm has been tested on the standard Sort benchmark at 

hundred Gigabyte scale. 

 
Figure 17: Performance of GPUTeraSort on GPUs and high end CPUs 

The results of the experiments and test performed on GPUs and high-end CPUs are 

shown in Figure 17. It is interesting to see how the trend of GPU performance increases from 

Nvidia 6800 to 6800 Ultra and from Nvidia 6800 Ultra to 7800 GT. The Nvidia 7800 GT has a 

much better performance than CPU-based algorithm running on a 3 GHz Pentium IV processor 

and a significant performance improvement over optimized CPU-based algorithm is observed on 

the high-end PC with 3.6 GHz Dual Xeon processors once the data size goes beyond 55 G. 
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Overall, the results indicate that using a GPU as a co-processor can significantly improve the 

performance of sorting algorithms on large databases. 

8.3. Hardware Acceleration for Spatial Database Operations  

It has been a tradition in database systems to focus on reducing the cost of I/O operations 

as far as possible. I/O is the bottleneck for many operations in a computer. With databases being 

increasingly accepted in areas such as GIS (Geographic Information Systems) and Bio-

informatics, there has been an increasing demand of commercial databases having to support 

data types for complex data such as spatial geometrics and protein structures. New challenges are 

presented by these non-conventional data types and their associated operations, in particular the 

computational cost of some spatial operations, can be orders of magnitude higher than the I/O 

cost of the PC itself. Innovative solutions have started to emerge in order to improve the 

performance of spatial query processing. One of the new ideas include the use of a graphics 

processing unit to increase the speed of spatial queries in commercial databases [BANDI]. 

There are essentially two distinct factors that a DBMS query comprises—I/O cost and 

computational cost. The I/O cost refers to the time that the CPU spends in loading the actual data 

from secondary storage devices like hard drives into the primary memory (RAM) whereas the 

computational cost refers to the time spent by a database management system in processing the 

data in RAM and returning the result. I/O being a major bottleneck in typical computer 

architecture, traditional databases have always focused on reducing the I/O cost until very 

recently. With the increased uses of databases in various fields—specifically GIS and Bio-

informatics, all of a sudden there is a need for DBMS to support complex data types that are used 

in these applications which are contradictory to classical databases. These new data types bring 
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along intense challenges and one of them is support for efficient data storage and retrieval of 

spatial data. Spatial data typically consists of large datasets that represent real world GIS 

information (along with CAD information). 

Spatial databases are typically evaluated in two steps, namely filtering step and 

refinement step. In filtering step, the Minimum Bounding Rectangles (MBRs) of the objects and 

spatial indexes are used to quickly determine a set of candidate results. The refinement step is 

when the final results are determined by retrieving the actual geometrics of the previous step. 

The retrieved candidates from filtering step are compared to either query geometry or to each 

other. For some complex geometries like polygons, the cost of this step (refinement step) takes 

up most of the query cost. At ACM SIGMOD international conference in 2003, C. Sun, D. 

Agrawal, and A. El Abbadi, presented the idea of using graphics hardware to speed up the 

refinement step in spatial query operations. With the current computer architecture, algorithmic 

advancements are unlikely to significantly reduce the cost of geometry-geometry comparison. 

However, on the other hand, with the up-coming advancements in graphics technologies, 

graphics cards are capable of handling thousands of polygons in real time. Both graphics 

hardware and spatial databases work on geometrics such as points, lines, and polygons, and deal 

with geometric relations such as intersection and containment in a 2-dimensional or 3-

dimensional space; the obvious reason to exploit the computational power of GPU to speed up 

spatial database operations [BANDI]. 

Oracle is a commercial database management system that has integrated set of functions 

and procedures that enables spatial data to be stored, accessed and analyzed promptly and in a 

very efficient manner. The name given to this collection is Oracle Spatial. The Oracle Spatial’s 
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data model is a simple hierarchical structure consisting of elements, geometries, and layers that 

correspond to spatial data representation. The supported spatial elements (basic building block of 

a geometry) are points, line strings, and polygons. A geometry is modeled as an ordered set of 

primitive elements and is the representation of a spatial feature. Collection of geometries having 

the same attribute set is known as layer and each layer’s geometries and the associated spatial 

indices are stored in standard tables of database [BANDI]. 

Oracle Spatial uses a multi-stage query model as shown in Figure 18. The first stage 

refers to the primary filter or the filtering step as discussed previously. In this step, the spatial 

index is used for query filtering and candidate geometries are identified on the basis of a given 

query criterion. In the immediate filter stage, candidate geometries from the first stage are 

compared with the query geometry. Immediately after this step follows the final stage, referred to 

as the secondary filter, in which the crucial refinement takes place as discussed previously. 

Optimization of this stage is what can make spatial queries faster. 

 
Figure 18: Oracle Spatial Query Model [BANDI] 

The performance of the hardware filter (implemented with the use of GPU) integrated 

with an Oracle database was evaluated in the experiments performed by C. Sun, D. Agrawal, and 
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A. El Abbadi. The performances of intersection queries with and without the hardware filter 

were compared. The experimental setup comprised a desktop PC with an AMD AthlonXP 1800+ 

CPU and 1GB DDR (Double Data Rate) RAM. The GPU used was GeForce Ti4600 processor 

with 128MB on-board memory from Nvidia. The Oracle database was a version 9.2.0.1 instance 

running on Linux operating system. The hardware filter was coded in C++, compiled to a shared 

library using g++ and was integrated with Oracle using the Dual Thread architecture. The 

experiments were conducted with real world datasets. The datasets that were involved in the 

experiments are listed below. 

• PRISM: Average annual precipitation in the contiguous United States at 1:2,000,000 

scale for the period 1961-1990. 

• HYDRO: Hydrological unit boundaries for the United States, Puerto Rico and the US 

Virgin Islands at 1:2,000,000 scale. 

• COUNTY: The boundaries of the US counties at 1:2,000,000 scale. 

• STATES50: The boundaries of the main land boundaries of the 50 US states at 

1:2,000,000 scale 

• LSOVER: The boundaries of Landslide Incidence and Susceptibility distribution in the 

United States at 1:2,000,000. 

Table 2: Statistics of experimental Datasets [BANDI] 

Number of Vertices Per Polygon Dataset N Min Max Average 
STATES50 50 91 70238 4416 

PRISM 6243 4 45854 94 

HYDRO 5348 4 12450 218 

COUNTY 4933 4 10838 139 

LSOVER 2814 4 91752 92 
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Some of the results of the experiments are presented below in figures (Figure 19 – Figure 

23) which signify that the use of GPUs  helped in increasing the performance of the Spatial 

database [BANDI]. 

 
Figure 19: Quadtree index storage for PRISM and HYDRO (in log scale) 
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Figure 20: Quadtree index creation time for PRISM and HYDRO (in log scale) 

 
 

 
Figure 21: Timing results for selection over PRISM 
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Figure 22: Timing results for selection over HYDRO 

 
 

 
Figure 23: Timing results for join of COUNTY X HYDRO 
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9. Medical Applications 

As previously discussed in Section 7, medical field has been making use of the fast 

computational power of GPUs for a while. This section briefly discusses two of the special areas 

of medical industry where GPUs have been used significantly. 

9.1. Medical Imaging 

In today’s HPC (High Performance Computing) markets such as health care, users are not 

able to visualize large volumes of data. Nowadays the scanning and measurement devices are so 

advanced that they capture more information than that can be processed by a generic computer. 

They record information on multiple 2D planes and capture information about specific areas of 

particular structure within a large volume of data. After processing, GPUs allows the researchers 

to view this data in 3D by using various transformations to learn about the specific material in 

greater detail. As large volumes of data can be combined from various sources, visualization 

software aligns data that can be represented in 3D. This task of volume visualization requires 

powerful graphics and computing resources which can only be provided by GPUs [SGI]. 

In order to process this data in 3D a lot of pressure is put upon the CPUs. As this turns 

out to be an extremely time consuming procedure which yields slow results, GPUs have been 

introduced as a counterpart. As the medical field does not have any room for error, it is 

extremely important that it receives all the facilities in order to make medical breakthroughs in 

minimal time. For example, in order to detect cancerous cells in a timely manner with immense 
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accuracy we need a very powerful processor that can handle enormous computations in a short 

period of time.  

 
Figure 24: 3D visualization of a Human Spine [SGI]. 

Today’s GPUs are severely memory constrained, with each graphics processor offering 

no more than 512MB of memory. So even if we use four GPUs in a single system, we can see 

that only 2GB of memory would be available towards visualizing a data set. Although this may 

cater to the needs of some individuals, it would be considered to be a failure in the High 

performance computing industry. Recent market trends have also shown that in the immediate 

future visualizing data sets of 2GB will be rendered useless. Currently, this trend is clearly 

evident in the field of medical imaging as the industries are facing an explosion in the volume of 

data captured by Computer Tomography (CT) scans, Positron Emission Tomography (PET), 

fluoroscopy devices, Magnetic Resonance Imaging (MRI) scans, and two-photon microscopes 

which require a large amount of memory [SGI]. 
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Figure 25: Detailed View of a Skeleton [SGI]. 

In the 1960’s scientists came up with a rendering technique called ray casting which was 

later used to simulate nuclear penetration effects and create a computer animated movie called 

Tron [SGI]. This eventually came to be known as Ray Tracing. The way Ray Tracing works is 

that it projects a ray through every pixel on the screen and traces it to the 3D scene image in high 

quality using a GPU through stream processing. This algorithm then calculates how the ray and 

the light source intersect with an object in the scene, and get reflected, refracted or absorbed. Ray 

tracing was used to achieve shadows and illumination at a higher level of precision with the 

introduction of the GPUs. These ray traced scenes and images can provide realistic detail even if 

it is obtained from a scanner or some other animation. According to the results a GPU based Ray 
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Tracer has the potential to easily outperform CPU based algorithms without needing new 

hardware to perform similar operations [SGI]. 

9.2. Visualization in Medicine 

In today’s day and age people argue that medical imaging suffers from a wealth of 

capability. Digital medical imaging could become more efficient if the captured data could be 

analyzed in a more effective manner. This additional use of 3D visualization in trauma and 

orthopedics will become more common in the near future [REID].  

3D imaging in real time is referred to as 4D imaging which is clearly relevant in cardio 

applications. One area that will benefit most from digital imaging in general, and 3D 

visualization is mammography which is the process of using low-dose X-rays to examine the 

human breast to look for different types of tumors and cysts. In order to obtain all of this 

information through MRIs, CT scans and ultrasound, a generic CPU is aided by the latest 

generation of programmable Graphics Processing Units. In order to get faster results for the 

process of mammography, Mercury designed a solution which was based on Nvidia graphics 

technology using a single Nvidia Quadro graphics board that was able to generate imagery. It 

could accomplish this in under five minutes in comparison to the former 32 processor cluster 

which yields a reduction of 50% for the image processing time. By using this technology, life of 

doctors, radiologists and patients could become a lot easier. 

In particular, radiologists can take maximum advantage from this technology as they 

would require minimal training to analyze the results as cancers can be more easily seen and 

differentiated from benign lesions. Even the patient’s benefit from this as  the exam requires only 
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one breast compression, as opposed to two with traditional mammography. Also due to the use of 

GPUs, results obtained are faster and more accurate which allows complete breast exams to be 

done in a single visit.  

 
Figure 26: Dr. Grazia Mancini uses 3D visualization St. Erasmus MC [REID] 
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10. Future of GPU Applications 

BionicFX has announced the release of a revolutionary technology for music production 

that turns Nvidia video cards into audio effects processors. Audio Video Exchange (AVEX) 

converts digital audio into graphics data, and then performs effect calculations using the 3D 

architecture of the GPU. The latest video cards from Nvidia are capable of more than 40 

gigaflops of processing power compared to less than 6 gigaflops on the Intel and AMD CPUs. 

AVEX represents a major technological achievement that will allow music hobbyists and 

professional artists to run studio quality audio effects at high sample rates on their desktop 

computer [GPGPUAS]. This is just an example of what awaits this technology in the future. 
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11. GPU: A Disruptive Technology 

The reason why some people are deeming GPUs as a disruptive technology is because of 

the recent similarities of the GPU architecture with that of a generic CPU. According to major 

hardware providers the new upcoming processors will not be user friendly to programmers who 

write processor specific code. Hence, in order to utilize these new hardware designs the 

programmers will be needed to change the way they write software which would be highly 

inconvenient as they would have to program in a complete new style. The processors from now 

on will feature non uniform and complex memory hierarchies which rapidly increase the core 

counts with integration of special acceleration units [PAPAKI]. 

The way software programmers will be affected by these new designs is that before they 

could change hardware designs through compilers and libraries with standardized interfaces but 

now, in order to take advantage of these newly designed processors the programmers will have to 

extract and explicitly express parallelism in their program. The best way to program these 

processors is through a method called stream programming which would enable superior 

productivity, performance, and efficiency, increasing the similarities to the GPU architecture. 

Hence, unless people start stream programming such innovative technologies could pose a 

serious problem to software engineers in the way they approach programming the processors. As 

it changes the norm of customary computer programming and deem the older technologies 

useless, GPUs could turn out to be a disruptive technology [PAPAKI]. 

 AMD was the first company to break into the multi-core processor market when it 

released its dual-core processor by incorporating both the memory interface and the processor 
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interconnect interface on the same processor. Intel has since followed suit and is releasing the 

very first quad-core processor. According to some experts the numbers of cores on a single chip 

will double every eighteen months in accordance with Moore’s Law. This will cause 

programming issues while making multithreaded applications due to the programmer’s lack of 

knowledge. As both GPUs and the CPUs are going to become multi core with complex memory 

hierarchies, we can say that they will be similar in their architectures and design. The only 

difference in them would be in the features of the CPU like the larger cache, branch prediction, 

and speculative execution and in features of the GPU like signal processing, voice recognition, 

and medical image analysis [PAPAKI]. 



59 

12. Survey on GPU Awareness 

This survey aims at finding the general awareness of the GPUs with WPI students and 

staff as its primary audience. It will be interesting to know what percentage of the gaming 

population at WPI know what a GPU is and how graphics are rendered. By knowing what kind 

of games they play and what console they own through the survey a number of conclusions can 

be made. The type of games they are more attracted to, which graphics card do they use the most 

and the corresponding demographic information are useful in analyzing the obtained results.  

This survey was conducted for 132 students at WPI. It should be noted that the target 

audience of this survey are only WPI students. The distribution of the survey population by 

gender is shown below in Figure 27. 

Survey Distribution by Gender

71%

29%

males: 
females

 
Figure 27: Survey Distribution by Gender 

Out of the 130 students surveyed, 29% were females and 71% were males. This 

information is part of the demographic data obtained. This ratio is very typical to that of WPI as 

a whole.  
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Survey Distribution by PC

4%

96%

NO PC
PC

 
Figure 28: Survey distribution by ownership of a PC/laptop 

Of all survey participations, only 4% did not own a personal computer. The distribution 

of the population depending on whether or not the surveyed participants own a PC is shown 

above in Figure 28. Majority being engineering students, it is understandable that only 4% do not 

own personal computers.  

Consoles

52%

48%
Don’t own console
Own a console

 
Figure 29: Survey distribution based on ownership of consoles 

Figure 29 shows the popularity of video games played on consoles at WPI. Of the people 

surveyed 52% do not own any video game console. These include people who play games on 

their PC’s and those who do not own a console but still play video games either on their friends 

PC’s or at a gaming parlor.  
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Video Game Consoles

14%

21%

34%

10%

8%
3% 7% 3%

GameCube
PS2
PC
Xbox
Xbox 360
PS1
Wii
PS3

 
Figure 30: Survey distribution based on video game console ownership 

Displayed in Figure 30 is an interesting distribution of popularity of each kind of video 

game console. Clearly most of the students’ still play games on PCs followed by PlayStation 2 

and GameCube. Note that PS 2 and GameCube were released a few years ago and were the most 

popular in the previous age of video game consoles. 

Gamers Vs Non Gamers

38%

62%

Don’t play video games
Play games

 
Figure 31: Survey distribution based on gamers vs. non-gamers 

As the chart in Figure 31 suggests, a large percentage of students do not play games at all 

which is about 38%. The 62% includes people who own a console and those who do not own a 

console but still play video games.  
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Distribution of Grahics Card 

35%

23%
15%

27%

ATI
NVIDIA
Intel
Don't know

 
Figure 32: Survey distribution based on graphics card used in PCs 

Figure 32 above demonstrates that most of the population knew about the graphics card 

they have in their PC/Laptops. 35% of the total number had ATI, followed by Nvidia with 23%. 

These percentages are quite close to the global graphics market percentages in 2005, when ATI 

was leading in discrete graphics card market. Another interesting thing to observe is that 27% of 

the people surveyed do not know what kind of graphics card is used in their PCs. Majority of the 

people in this group major in non-engineering fields such as Biology/Biotechnology. Students 

who major in BME and Chemical Engineering also rarely knew about their Graphics card. 

Programming Skills

67%

33%

Yes
No

 
Figure 33: Survey distribution based on having programming skills 
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Figure 33 illustrates that out of all the people surveyed 67% of them knew programming. 

Of these people it will be interesting to find out how many know about GPUs. As expected 

majority of these 67% people have a CS or an ECE background.  

Prgoramming Languages

29%

26%

31%

1%
13%

Java
C
C++
Python
BASIC

 
Figure 34: Survey distribution based on programming languages people knew 

Out of the people who knew programming, most of them could program in C, C++ and 

Java (26%, 31% and 29% respectively) while only a very few knew BASIC (13%) as illustrated 

by Figure 34. 

GPU knowledge

39%

61%

Yes
No

 
Figure 35: Survey distribution based on knowledge of GPU 
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Only 39% of the students knew about GPUs compared to the figure that 61% of them 

were programmers and were mostly from Computer Science department as shown in Figure 35. 

 

Favorite Games

20%

16%

5%10%2%

31%

16% Counter Strike
Legend of Zelda
Dance Dance Revolution
Final Fantasy
Kingdom of Hearts
Others
Don’t Play Games

 
Figure 36: Survey distribution based on favorite games of the people surveyed  

Figure 36 describes popularity of different games. It was surprising to see a large 

variation in the types of games played which tells us that gaming graphics market is not 

dependent on popularity of a few games. More importantly it was established that students tend 

to play games which are appealing rather than games which have better graphics.  

Increase Time in Gaming

71%

9%

2%
18%

less than 10
10-20
more than 30
I don't play games

 
Figure 37: Survey distribution based on increased time in playing games due to improvement in graphics 
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The graph in Figure 37 tells us how much time they will spend on gaming if the graphics 

were improved. Surprisingly, a large population was not interested in graphics quality as most of 

them would still play less than 10 hours a week (71%). Many have commented that the number 

of hours played by them only increase when good games are released and not when the graphics 

capability increases. 

Learning about GPUs

37%

63%

Yes
No

 
Figure 38: Survey distribution based on people interested in learning more about GPUs 

Given an option, it was very interesting to notice that only 37% of the people surveyed 

were interested in learning more about GPUs as illustrated in Figure 38. 

Future Use of GPUs

37%

14%7%7%

35% Medical Imaging
Military Computations
Databases
Others
I don't care

 
Figure 39: Survey distribution based on students’ interest in the future applications of GPUs  



66 

Figure 39 shows that a large population of students thought that GPUs should be used for 

medical imaging and military computations (72% in total) in the near future than anything else. 

Graphics Rendering

19%

81%

Yes
No

 
Figure 40: Survey distribution based on knowledge about rendering of graphics 

As Figure 40 shows, only 19% of the population knew about general graphics rendering. 

This implies that whatever knowledge students have about Graphic cards is only about the 

market and not about the functioning and core of a graphics card. 

Medium of Learning

18%

18%

11%24%

21%

8%

Courses
Presentation
Flyers
Magazines
None
Others

 
Figure 41: Survey distribution based on ways students want to learn about GPUs 

Figure 41 demonstrates that out of the people who wanted to learn about GPUs most of 

them preferred magazines as the medium which shows that most people rely on magazine 

articles for information. Interestingly 18% of the people wanted to learn about GPUs through 
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courses. This suggests that a certain group of people are interested in knowing a lot more than 

what a flyer or a magazine can tell them about GPUs.  

Of the 130 people surveyed, the pie chart in Figure 42 illustrates the distribution of the 

population by their major field of study. It can be inferred that one third of the surveyed 

participants were majoring in Electrical and Computer Engineering (ECE) while 19% were 

majoring in Biomedical Engineering (BME). This result was inconsistent with what we were 

expecting. 

Major Distribution

11%
4%

8%

8%

30%
2%

18%

19% BME
Chem Eng
Civil
CS
ECE
IMGD
Others
ME

 
Figure 42: Survey distribution based on students’ majors 

CS majors and GPUs

60%

40% CS majors who know what a
GPU is
CS majors who do not know
what a GPU is

 
Figure 43: Percentage of CS majors who know what a GPU is 
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The chart in Figure 43 shows that 60% of the people surveyed who major in CS do know 

about GPUs. Of the people who know what a GPU is are the ones who had some idea on how 

graphics are rendered and this has been shown in Figure 44. 

ECE majors and GPUs

28%

72%

ECE majors who know what a
GPU is
ECE majors who do not know
what a GPU is

 
Figure 44: Percentage of ECE majors who know what a GPU is 

Similarly the chart in Figure 44 suggests that almost one third of the people who major in 

ECE know what a GPU is. The above two charts clearly suggests that students who have good 

background in computer science will have a better chance of understanding the working of a 

GPU. The statements made above are supported by the pie chart in Figure 45 which shows us 

that only 10% of the people from other majors know what a GPU is. 

Students from other majors and GPUs

10%

90%

Students of other majors who
know what a GPU is 
Students of other majors who do
not know what a GPU is 

 
Figure 45: Percentage of students from other majors who know what a GPU is 
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The chart in Figure 46 shows what kind of graphics cards are being used the most these 

days. The findings are very interesting. About 52% of the people who own video game consoles 

have an ATI GPU in them. This is interesting as Nvidia is a bigger company which ships more 

units when compared to ATI. 

Nvidia vs ATI

48%

52%

Nvidia:Xbox&PS3
ATI:Xbox360&Gamecube

 
Figure 46: Types of GPUs being used in consoles  

This survey has helped us understand that GPUs are not as popular as their applications 

are. Also the types of GPUs used in video game consoles are discussed owing to the tough 

competition in the GPU market. The market share of Nvidia and ATI are compared in WPI. 

Interestingly, ATI has a slightly higher share than Nvidia in WPI in spite of Nvidia shipping 

more units than ATI. It was also observed that many students from CS and ECE departments 

knew what a GPU is. This is probably because their majors are closely related to GPUs. There 

were more students than expected who play on PC rather than on video game consoles. Though 

very few people knew what a GPU is, many people are interested in knowing more about a GPU 

from magazines, flyers and presentations. A good percentage of the students also wanted to 

know more about GPUs through classes.  
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13. Conclusion 

Initially, GPUs started off as an aid to CPUs in relieving their load from graphics 

processing with their main usage then being in the gaming industry. Later on, its importance in 

PC industry increased when the gaming trend transformed from 2D to 3D. Introduction of video 

game consoles further increased the number of gamers and catalyzed the growth of PC games as 

well. Observing this rapid growth in gamers and a growing market for GPUs, many companies 

entered this field.  This initiated a GPU war between companies in producing better and more 

powerful graphics cards in order to capture the market. Due to this intense competition many 

small companies went bankrupt and vanished over time. Only a few companies were able to 

survive and have since stood firm in this GPU market. The key players are ATI, Nvidia and Intel. 

Over the past five years Intel has been the leader in graphics market due to its integrated graphics 

card on their motherboard. Since, there has been fierce competition between ATI and Nvidia for 

the second pole position. These graphic giants have been so efficient and rapid in their research 

and development that at an average of every six months they introduce graphics chips with twice 

the improvement in processing power. As a result, the processing power of a GPU today has 

surpassed the processing power of the current fastest CPU by a large factor. 

Recent developments have proved that the processing power of GPU can be harnessed 

for tasks other than graphics processing, also known as General Purpose GPU. A very important 

breakthrough was in finding a cure for the Alzheimer’s, Huntington’s and Parkinson’s disease, 

where protein folding is simulated with calculations being carried out at a rate of 10 gigaflops 

per second. Similarly, GPUs are being used by military in flight simulators, databases and many 

other applications. Recently, algorithms have been suggested which are claimed to simulate 
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weather of a region. It means that man will be aware of any natural disaster, such as storms and 

tornadoes, long before they come. This shows that there is a very high potential in this 

technology and can possibly revolutionize many fields.  

A technology which can be placed next to invention of computers in order of significance 

should not be underestimated by the current generation of people. It is important that people have 

some knowledge about this amazing chip technology and its immense potential. This way more 

people can help in its development and its uses as GPGPU and help in the betterment of mankind 

and the world we live in. 

Our survey at WPI showed that only a few people knew about this technology and rarely 

anyone knew about its potential as a powerful computational device. Most of the students who 

knew about GPUs were only ECE or CS majors. The most interesting result that we obtained 

from the survey was the curiosity shown by most of the students in wanting to learn more about 

GPUs. After the completion of this project we feel that there is a great need for an awareness 

program for GPUs not only in technological universities but also in the industrial world. 
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Appendix A: Glossary 

Algorithm A step-by-step problem-solving procedure used for solving a problem in 
a finite number of steps. 

Bioinformatics The use of computer science, mathematics, and information theory to 
model and analyze biological systems, especially systems involving 

genetic material. 

Blitter Blitter (from BLIT or Block Image Transfer) is a co-processor chip 

dedicated to memory data transfers, usually independently of the CPU 
using bit blit methods. 

Branch These are programming techniques like the IF-THEN-ELSE statements 

which jump form one part of the program to the other depending on the 
conditions. 

Cache This is the memory of the CPU that can be accessed in very little time. 

Cycles Cycles (or instruction cycles) refers to the time period during which one 

instruction is fetched from memory and executed when a computer 
receives a machine language instruction; or the sequence of actions that a 

CPU performs to execute each machine code instruction in a program. 

Databases A collection of data arranged for ease and speed of search and retrieval 

by a computer. 

Data Registers These are used as accumulators and to store integers in temporary 
memory. 

GFlops This is an acronym for Giga Floating Point Operations per second which 

is a measure of a computers computational performance when tedious 
calculations are made.  
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Pipeline A chain of processing elements (processes, threads, co-routines, etc.), 
arranged so that the output of each element is the input of the next. 

Usually some amount of buffering is provided between consecutive 
elements. 

Pixel The basic unit of the composition of an image on a television screen, 
computer monitor, or similar display.  

RAxML Randomized Axelerated Maximum Likelihood. 

Vertex It is the representation of a point in the GPU. 
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Appendix B: Survey Questions 
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Appendix C: GPU Awareness Flyer 

 


