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Introduction

THE TEXAS INSTRUMENTS TI-89 and TI-92 calculators bring the capabilities of a power-
ful software package for symbolic computation (DERIVE) to the world of the hand(s)-held
calculator. Probably the most significant implication of this is that computing power pre-
viously available only on the metaphoric desktop of a computer can now very easily and
inexpensively move to the literal desktop of the classroom.

Now with that bit of profundity out of the way, the T1-89 and TI-92 calculators are
amazingly powerful calculators that are just plain fun to use!

This is a manual written to accompany the fifth edition of Calculus by James Stewart,
one of the most respected and successful calculus texts of recent years—a time during which
the wide availability of powerful computational tools such as the graphing calculator has
had a significant effect upon the way calculus is taught and learned.

The primary goal of this manual is to show you how the T1-89/92 can help you learn
and use calculus. The approach (we hope) is not to use the TI1-89/92 as a black box, but
rather as a tool for exploring the way calculus works and the way calculus can be used to
solve problems—without having to rely entirely upon “cooked-up” problems with nice, clean
solutions.

Two secondary goals of this manual are: 1) to present in a very concise manner many of
the central ideas of calculus, and 2) to introduce some of the capabilities of this computer
called the T1-89/92. Programming can play an important role on both of these fronts, and
there are numerous programs here that hopefully illustrate some of the fundamentals of
calculus. Some of the programs are actually quite useful in other ways as well. Rather than
a single chapter devoted to programming, tucked away at the end of the manual, sections
on programming are included in each of the first six chapters. It is not essential that you
understand all the nuances of programming; much will be gained by simply getting the
programs to work and using them.

The TI1-89/92 will not “do calculus” for you. It cannot decide the proper approach to
a problem nor can it interpret results for you. In short, you still have to do the thinking,
and you need to know the fundamental concepts of calculus. You must learn calculus from
lectures and your textbook—and most importantly by working problems. That’s where
the T1-89/92 comes in, allowing you to work interesting problems without getting bogged
down on algebraic and computational details that can sometimes distract from the calculus
concepts.

The last chapter of this manual contains twenty-three “projects,” which cover a wide
range of the topics and are arranged roughly in the same order as the corresponding ma-
terial in Stewart’s Calculus. The projects vary considerably in length, level of difficulty,
and the amount of guidance provided. We hope that these projects will be interesting—and
occasionally fun—while reinforcing important calculus concepts.

Until you've had a lot of experience using your T1-89/92, you will probably need to
consult your TI1-89/92 Guidebook very often. In fact, the first thing you should do is work
very carefully through the first two chapters of the TI-89/92 Guidebook and make at least a
cursory pass through Chapters 3 and 6. Also familiarize yourself with the table of contents
and the information in the appendices. Even after you’ve been using your T1-89/92 for some
time, you will still occasionally need to refer to your T1-89/92 Guidebook.

A few comments about notation and typographic conventions: It will become obvious
right away that words and characters in bold sans-serif type indicate T1-89/92 commands,
functions, variables, keystrokes, modes, etc. Also, we have used the symbols [=], [11], [«<],
and [|}] to indicate pressing the cursor keys/pad in one of the four horizontal and vertical
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directions. Also, brackets ([ ]) typically indicate reference to one of the keys on the T1-89/92
keyboard—for example, [+], [-], [X], etc.

It might help you avoid some frustrations early on, if we point out some typical causes
of trouble.

e The letters d and e are the names of the derivative operator d() and the base of the
exponential function e”(). These have special locations on the keyboard. The letters d
and e do not give the same thing.

e Be aware of the difference between the subtraction key [-] and the minus (i.e., negation)
key [()]

e Finally, be aware that strange or unexpected results—and sometimes error messages—
are often caused by a variable having been previously assigned a value. This kind of
problem is easily fixed by clearing the guilty variable(s). (For more on this see page 4.)

Information related to the T1-89/92, including many programs, can be found at the Texas
Instruments website education.ti.com. Other wesites of interest include www.ticalc.org,
www.math.armstrong.edu/ti92/mathsoft.html, and www.tifaq.calc.org.

This manual, including all graphics, was created and typeset by a complete amateur (me)
on an Apple Macintosh computer with the help of the TI-Graph Link software (which you can
download from the aforementioned Texas Instruments web site) and two great shareware
programs, OzTEX by Andrew Trevorrow and GraphicConverter by Thorsten Lemke.

Finally, my thanks go to Jeff Morgan, who threw this project my way, and whose many
helpful suggestions made this manual better than it otherwise would have been.

S.L.H.



1 TI-89/92 Basics

This initial chapter is a brief introduction to many of the capabilities and uses of the T1-89/92
that will be important throughout the remainder of this manual. This is not intended to be
a substitute for the T1-89/92 Guidebook. Always keep your TI1-89/92 Guidebook handy for
reference. In particular, you should work carefully through Chapters 1 and 2 and make at
least a cursory pass through Chapters 3-6 of the T1-92 Guidebook or Chapters 3, 5, 6, and
13 of the T1-89 Guidebook before proceeding any further in this manual.

1.1 The Home screen

The Home screen is the starting point for both symbolic and numerical computation on the
T1-89/92. Let’s begin by clearing the Home screen (press F1-8) and working with a simple
example. If we enter an expression such as (1 + v/3)/2, the TI-89/92 does nothing to it,
because it is already in its simplest exact form. (An expression such as (4 ++/12)/v/2 would
be simplified. Try it yourself.)

1 FEv T i T Fir FE F&
bl E AlasbralCalc Dther‘TPr‘ngDTClear‘ A—Z...

L 1*[5 E+1
] ]

C1+JC35>2

LA, Al AUTD EUHL 1050

There are three ways to get a numerical value for this expression. The first is via the approx()
function in the Algebra menu (F2-5). (Notice the use of ans(1) (press [2nd]-[(-)]) to avoid re-
entering the expression.)

17 Frv [ Fuw FE F& F T Tr:v‘[ i FE F&

- — Calc DLher‘TPr‘gnIDTClear‘ A-Z.. - f—|AlgebralCale DLher‘TPr‘gnIDTClear‘ A-Z..
lizoluel
2ifactor
Iiexpandy
42 zeros it
fcombenon
CipropFracy ™ R @
g:?SQ e N 2 2
tTrig

o 1"2 Bilonplex b 52"1 laPpr‘Dx[E; 1] 1. 36603

approx<ans<id>
[HAN EAD HUT0 T VAT [HAN EAD HUTO AR

A numerical value for this expression can also be computed by placing a decimal point after
any of the whole numbers in the expression. Finally, a numerical value can be found by
pressing the ¢ key prior to pressing ENTER. (Notice the green “a” above the ENTER key to
the right of the QWERTY keyboard.)

1 Fer F3r Fyr F& F& 1 Fzr F3w Fyr FE FB

- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E AlackbralCalc Dther‘TPr‘ngDTClear‘ a-Z...

T T
"z Z

- “Tﬁ % - appmx[ ﬁ; ! ] 1.36603

- appmx[ ﬁ; ! ] 1.36603 - 1;—5 1.36603

- 1;_13 1.36603 - “—25 1.36603

C1+J{F>Dr2. C1+J(35>-2

ETT] EAL BUTO M) [FLAI EAF EUTD TR

The manner in which the T1-89/92 handles such computations can also be controlled by
setting the Exact/Approx MODE. On Page 2 of the MODE dialog box (which appears upon
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pressing the MODE key and then F2) one can set Exact/Approx to 1:AUTO, 2:EXACT, or
3:APPROXIMATE.

=
[ 1 I 2 ]
FPage 1|Fage 2

« 5plit Soreshe.....
srplit 1 Brp.

Exact ARprox.. ...

ErTer=EAE 5: AEPROXIMATE [
(J. o -F r)
FE T AT

The computations above were all done with Exact/Approx set to AUTO. You should exper-
iment with the same computations after setting Exact/Approx first to EXACT and then to
APPROXIMATE. We recommend using AUTO in most circumstances.

The Algebra menu. This menu (F2) allows easy access to the TI-89/92’s functions for
doing symbolic manipulation of algebraic (and trigonometric) expressions and for solving
equations. The screens shown below illustrate the algebra functions factor(), expand(), com-
Denom(), and propFrac().

-1E ng'l-é'br*a CF;I'-: D{PI;;PTPPFQEMIDTClearEE A-Z.. -1E ng'l-é'br*a CF;I'-: D{PI;;PTPPFQEMIDTClearEE S-Z..
li‘actor‘('x4+5-x -11-= +25-x—3EI]
Tu=3 (-2 (245
® expatid x—3-2—x-x2+5 wZhdowt
ol )-E<4+5)-E<3— 11]-]x2+25-><—30 'Wmnemm[%u—mﬂ] %
mractorl =% +5-%% - 11 %2 + 25.% - 30) 42+ d w1 1
(=31t - 2 (2 + 5 'pmpF”aC[ e ] SRR
factorCans<id> propFracCans{12>
[ZET] EAD AUTD rETET] [ZE EAD AUTD FECTET]

The left-hand screen that follows illustrates the functions tExpand() and tCollect(), which
manipulate trigonometric expressions. (These are found in the Trig submenu.) The right-
hand screen illustrates the solve(), zeros(), and nSolve() functions for solving equations.

1 Fzr T g T Fiyr FE FE 1 Fzr T g T Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..
m tExpand(sing3 x) mzoluel®+ 22 -3 -3=0,x)

4-5ir1(><)-I:-:u:us,(x):l2 - zinx

x=-I3 or x=[3 or w= -
2 34,2
m ol lect[[cos(x)J -sin(x)]

wzeros(xS + w2 - 3w -3, %)

5in(3 50 + sin) . 1 3 -E
T mnSoluele % = x, %) .567143
tCollecticos(x2"2 sinl(x>> nSolvede™ " xr=x, x>
[T EAD AUTD 22730 (A EAD BUTO S 2o

We will have more to say about solve(), zeros(), and nSolve()—and solving equations in
general—in Section 2.3.

Defining functions. There are two ways to define a function on the Home screen. One
is with the Define command. You can type this in or access it in the Other menu (F4-1).
The second way is by using the [STO>] key. Once a function is defined, evaluations can be
performed on the Home screen.

1 Fzr Trzv*[ Fiyr FE FE 1 Fzr Trzv*[ Fiyr FE FE

- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E AlasbralCalc DLher‘TPr‘gnIDTClear‘ a—z...J
FOETIFE FLRI=% .~ SINLRS OO
w2z aaltt,x Done
LR )] ssin(3) + 27
LR Ay 26.8389
= gi2, 3 20

mDefine F(xI=x> - sinlx) Done =T8N 3-kZ+ 3

mtox? 42 at, w0 Dong =it . t) £5+

EXx2+2 2t %D glt.t>

AN ERD HUTO AR [HAN EAD HUT0 AP

The “With” operator. Use of the “with” operator is essential to taking advantage of
the T1-89/92’s advanced capabilities. The “with” operator is the vertical bar (| ), accessed
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by pressing [2nd]-K. One use of the “with” operator is to make substitutions in expressions—
including function evaluations.

1 For F3v T FuT FE FE 1 For F3v T FuT FE FE

- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E Alacbral|Calc DLher‘TPPngDTClear‘ S=Z...

l[xz—gz]-x-géexpressn x-[xz—gz]-g

lexpr‘essn|x=3 '3-'9-['92—9 lxs—x-)f‘(x) Dore

lexpr‘essn|x=2 and gy=1 = 'F(x)|x=2.?3 17.6164

lexpr‘essn|x=.ﬁ and g=r‘2 li‘(x)|x=q+1 gy + 1) (g+2
24— t). [ W P3| 3 = cosCh) Lsin(t)) 2 cos(h

expressnlx=JC(t> and wy=p*2 fCx>Ix=cos{tL>

[L1AIN EAL AUTD EUHC 4250 [L1AIN EAL AUTD EUHC 4250

Warning: Improper use of the “with” operator can throw the TI-89/92 into an infinite
recursive loop. An infinite recursion can occur when a substituted expression involves the
variable that is substituted for—for example, when entering a command such as f(x) | x=x+1.
For more on this issue and the “with” operator in general, see page 55 of the T1-89 Guidebook
or page 93 of the T1-92 Guidebook.

Another important use of the “with” operator is to restrict variable values in certain
computations. For example, nSolve() returns a numerical approximation to one solution of
an equation. If there is more than one solution, nSolve() needs help in order to locate them
all. Also, solve() attempts to find all solutions of an equation, while many equations have
more solutions than we are really interested in finding.

1 Fzr T g T Fiyr FE FE 1 Fzr T g T Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..

L] sin(x)-cos[xz] =1-3 % eqn
sin(x)-cos[le =1-3

m colueleqn, x)
#=8.74144 or x=7F.01546 or x=4.8318F)

mnSoluelx? —x-1=0,x% 1.22074 " soluetean, 0 x>0 and x< %
-nSolue(x4—x—1=B,x]|x<B -, 72449 w=1.08861 or x=.342275
nSolve (x™~d—x—1=0, x> | x{0 solvedeqn, x|l x>0 and x{n-2

LA AL AUTD EUML 2220 [ZETI] AL AUTD EUML 2220

Clearing variables. Unexpected or erroneous results sometimes occur when one or more
variables have been assigned values previously. Consider, for example, the following situation.
We define the function f(z) = 22 by entering enter x*2 —f(x). We then enter (f(x)+1)"2,
which should result in (22 + 1)2, but instead the calculator returns a 4! What happened?
We forgot that the variable x had previously been assigned the value 1.

There are two simple ways of clearing variables. First, Clear a-z... (F6)—or NewProb on
the T1-89 and TI-92 Plus—clears all previously defined one-character Roman variables a—z.
Because of the ease with which this can be done, it is a good idea always to use a one-
character variable a—z for naming any “throwaway” variable. Other defined variables can be
cleared by using the DelVar command from the Other menu (F4-4). The second screen below
illustrates the use of DelVar.

1 Fer Fav | FuT FE F& 1 Fer Fav | FuT FE F&
- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E Alacbral|Calc DLher‘TPPngDTClear‘ S=Z...

[ Clear a- Y

Clear l-character uar%ables

a-z in current folder? 2

WS -h o cglualir, b Doneg
= cyluoliZ, 3 12
Erter=vES ESC=CANCEL " 3215;( Gglfml fom]
mcyluoliZ?, 3 coluald2, 3
culvol<2, 3>
JL1AIN EADAUTD EC 030 [L1AIN, EADAUTD EC 430

Very important: You will find that clearing variables will cure many of the problems you
encounter while using the T1-89/92. Remember this!
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Exercises
Do each of the following with the Exact/Approx MODE set to AUTO. Before beginning, clear

all variables a—z.

1. Enter sin(m/k) for each of k = 2,3,4,...,12. Which of these is the T1-89/92 able to
evaluate?

2. Compute In(e?), In(2¢?), €26 and e*2(2),

3. a) Enter expand(In(axb)) and then expand(In(axb))|a>0 and b>0).
b) Enter In(a”x) and then In(a"x)|a>0.

4. Expand each of the polynomials:

a) (2z—1)23-2)3 b) (z —1.23)(3.73 — z)(x + 7.77)
5. Factor each of the polynomials:
a) 6x3 + 4722+ Tlz — 70 b) 323 + 42% + 5x — 6
6. Enter:
a) factor(180047); b) factor(1234567); ¢) factor(1235711);

d) factor(ssn), where ssn is your social security number.

6. a) Define a function cylsurf(r) that gives the surface area of a closed, right circular cylinder
with radius r inches and volume 100 cubic inches. How might the “with” operator be
used in doing this?

b) Which of the radii r = 1,2, 3, 4 gives the least surface area?

7. The function f(z) = 5sin(4x) + « has several zeros between z = 0 and = = 27. Use
solve() and the “with” operator to find them all.

1.2 Graphs and tables

The most straightforward way to define a function for graphing is to use the Y= Editor.
This can be accessed by pressing ¢ Y= or by pressing APPS-2. However, let’s first press the
MODE key to bring up the MODE dialog box. The Graph mode should be set to FUNCTION.
Now we'll press ¢ Y= to bring up the Y= Editor and define the function f(z) = sin(z) cos(x)
as y1(x). Note that the variable in the function must be z.

= = 1 Few | 03 JE% T
MODE ] 'EZDDN R I { T
Fi Fe LFLOTE
Fage 1|Page 2 yl=singx)-cos(3 -«
Graph. . osesennnnns 2=
Cyrrent. Folder.... : gi=
D1s?1ag Digits.... Z:POLAR ug=
Anale. v ssnnannns 4: SEALUENCE 3=
Exponential Format 5: 30 ug=
Complex Format.... ur=
Uectar Format..... EECTAHGLILAR + yg=
-~ Pretty Print...... oH= H?E
oio=
Enter=SHUE ESC=CHHCEL 13 .
vl (xd=sint{xdcoslIxd
[HAN EAD HUT0 FURE 0050 [HAN EAD HUTO TURE

We now need to set appropriate window variables for the graph. This is done in the Win-
dow Editor, which we access by pressing ¢ WINDOW. Because of the nature of the particular
function we'’re graphing, we’ll set xmin, xmax, ymin and ymax to give us a [0, 27] x [—1.5, 1.5]
window. The variables xscl and yscl determine the spacing between axis tick-marks. xres
determines the horizontal spacing between the pixels where function evaluations are done.
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With window variables set, we then press ¢ GRAPH to plot the graph.

1 5 1 FEw | FB 4 FEv |_FE™ |F7
- E Zoom - E Zoon|Trace |ReGraph[Math|Draw| -

0]
eyl
scl=1
amin=-1.3
umax=1.3
J=cl=

EUKC [ETT EA[ HUTD EUKC

16 EA[ HUTD

We can also plot several functions at once.

i FEw [ F7 . [F4 [FET]. FET T
vEZoom Edit| ~ |A1l|Stule|i
= FLOTE

Ful=singx)-cos(3- =)
~UI=COS(3 K

ud=ll

y3=

&=

gg=

Q8=

y3=

A =
[T EAD BUT0 IUBE AN EAD BUT0 IUBE

1 FEw | FB 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f

It is often convenient to define functions on the Home screen for graphing, particularly
if the functions we wish to plot are each one of a family of functions. For example, let’s plot
y = sin(t — kx/4), for each of k =0, 1,2, and 3, on the interval 0 < ¢ < 27.

B
e

1 Fir T Fiv T i FE F& 1 Few | Fx [F4 [FE¥|_F&™
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E Zoom|Edit| ~ [Al1]Style|f:
wFLOTS

al=fix, 0

2=, 10

R

=t

9=

-sin[t—%]-w(t,k) Doneg 95

sinCt—kn- 43+FCt kD uh (o=
16 EAD HUTD EUNC 1020 EAD AUTD EURC

Notice that we are able to define a function on the Home screen using any variable name
that we choose. Then we simply use x as the variable when entering the functions in the
Y= Editor. Finally, we’ll press ¢ WINDOW, set the desired window variables, and then press

© GRAPH to plot the graph.

1 Fer 1 Fev | F3 4 FEx | F&T [F7
E Zoom - E Zoon|Trace |ReGraph|Math|Draw|-
o,
=12.3663700144

umin=-1,5
urax=1.3
uscl=1.
xr\es=2. w w
JL1AIN EADAUTD EUHC LIAIH EADAUTD EUHC

We should mention here that there is a much more convenient way of plotting several
members of such a family of functions. It involves storing parameter values in a list. (The
next section discusses lists in more detail.) The following screens illustrate this, as well as
the use of the Graph command from the Home screen’s Other menu (F4-2).

1 Fzr T g T Fiyr FE FE 1 Fzv 1 FE Fi FEw |_F&™ [F7
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. vE Zoom|Trace [ReGraph|Math|Draw |~ /

® Graph singk- =) Dong

graph sinCkxxd

LA AL AUTD EUML 2220 [ETTT] Al AUTD EUNL
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Zoom Tools. The Zoom menu (F2) is accessible from each of the Y= and WiNDOW Editors
as well as from the Graph screen. A variety of Zoom tools are available in this menu—see page
107 of the T1-89 Guidebook or page 59 of the TI1-92 Guidebook for a complete description.
Here we will only illustrate the use of the ZoomBox tool.

The graph of the cubic polynomial f(x) = 1023 — 12122 + 2212 — 110 seems to indicate
that f has just two real zeros. The window shown here is [—2, 11] x [—1200, 500]. Let’s use
the ZoomBox tool to go to a graph that shows the behavior of the function near the first of
the two apparent zeros.

1 Fix | F2 4 FEx [ Faw |F7 h F: | P4 [ FEw [ FEw {FF &

- E Zoon|Trace |ReGraph[Math|Draw| - f 0 ReGr‘aph -
fZoomln

= Zoombut

= Zoombec
ZoomSgr
Zoomstd
ZoomTrig
ZoomlInt

: Zoombata
fZoomFit
Memory 3
tSetFactors...

16 EA[ HUTD EUKC 16 EA[ HUTD EUKC

[T D000 = 0 N Ced P Ll

When we use the cursor pad to draw a box around the area of interest and ENTER the second
corner point, a new graph is drawn.

1 FEw | FB 4 FEv |_FE™ |F7 1 FEw | FB 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f - E Zoon|Trace |ReGraph[Math|Draw| - f

16 EA[ HUTD EUKC

Repeating the process once more finally reveals two zeros of the function that are quite
close together.

1 Fer | F3 4 FEx | F&T [F7 1 Fev | F3 4 FEx | F&T [F7
- E Zoon|Trace|ReBraphMath(Draw|- / - E Zoom|Trace |ReGraph|Math|Oraw) - /

2nd Corner?
#cil. 16807 ucil.47E5e
EUHC

(131N EAL HUTD

[L13IH EAL HUTD NG

Plot Styles. In the Style menu of the Y= Editor, four plot basic styles are available for
graphs: Line, Dot, Square, and Thick. For illustration, let’s plot the same four functions as
above after choosing plot styles Line, Dot, Square, and Thick for y1, y2, and y3, respectively.

1 Few | F3 [ F4 |FET 1 Fev | F3 4 FEx | F&T [F7
- E Zoom|Edit] « [A1l - E Zoon|Trace |ReGraph|Math|Draw|-
&FLOTE
‘/Hé fix, 1) 3= S
“uZ=fix, fSgyare
ey E=Fi, 20 g=5hickt

= fHnimate
“edzfix. B EiPath

gg= T f Ao

gg= 2iBelow

gg=

3=

uio=
ol Cxed=F Cx . 0>
JL1AIN EADAUTD EUHC LIAIH EADAUTD EUHC

Tables. A table of function values is as easy to create as a graph. First enter the functions
in the Y= Editor. Then press ¢ TbiSet and enter the starting value tbIStart of x and the
stepsize Atbl between variable values. With this done, press ¢ TABLE to create the table.
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A shortcut for scrolling down the table is to press [2nd]-[{}]. This, in effect, is a “page down”
command. Notice too that, from the Table screen, F1-9 brings up a FORMATS dialog that
allows us to set the cell width. Also, the TABLE SETUP dialog box can be accessed directly
from the Table screen by pressing F2.

Exercises

1. Plot y = 2™, for n =1,2,3,4,5,8, and 11 in a [-1,1] x [—1, 1] window.

2. Plot y =sinkwz, for k=1,2,3, and 4 in a [0, 2] x [-1, 1] window.

3. Plot the function y = sin27rz with Dot Style (F6-2 in the Y= Editor) in the window
[0,1] x [—1,1], first with xres = 10 and then with xres = 5, 3, 2, and 1.

4. Plot y = zsin(z/(z? +.001)) in a [-1,1] x [-1,1] window with xres = 1. Using the
Zoomln tool (F2-2) a number of times, magnify the graph to reveal the behavior of the
function near x = 0. What are the values of the window variables for your final graph?

5. Create a table of values for the function f(z) = (1 + z)'/*, using tbiStart = —.02 and
Atbl = .005. Notice the strange value of 1 shown at x = 0 and the warning message at
the bottom of the screen. Change tblIStart to —.001 and Atbl to .00025 and recreate the
table. If you had to assign f(0) a value, approximately what should it be (rather than
1)?

6. Plot y = v1— 22 and y = —v/1 — 22 in each of the windows

[—2,2]x[-1,1]; [—2,2.011] x [—1, 1]; [~1.95,1.95] x [~1,1].

Can you think of a good reason for what you’ve observed?

1.3 Lists and matrices

We have already encountered two of the T1-89/92’s data types: expressions and functions.
Two other important data types are lists and matrices.

Lists. A list is literally a list of objects. The objects—called elements—in a list may be
numbers, expressions, functions, or even other lists, and they need not be all of the same
type. A list can be defined on the Home screen by entering the elements of the list separated
by commas and enclosed by braces ({}). Entering listname[i] accesses the ith element of a
list.
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A list can be multiplied by an expression. It is also possible to apply various functions to a
list. All such operations are done “component-wise.” Also, two lists with the same number
of element can be added, subtracted, multiplied, or divided.
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The length of a list (i.e., the number of elements in it) can be found by entering dim(listname).
Also, the 3() operator ([2nd]-[4], or F3-4) is handy for summing the elements in a list. This
makes it easy, for example, to compute the average (or mean) of a list of numbers.
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In addition to dim(), there are numerous other built-in functions for performing opera-
tions on lists. Among these are augment(), max(), min(), product(), sum(), mean(), median(),
and stdDev(). Also, there are operators for sorting lists—SortA sorts a list in ascending or-
der, and SortD sorts a list in descending order. (All of these are found in either the List or
Statistics submenus of the MATH menu.) For descriptions of these, see Appendix A of the
TI1-89/92 Guidebook.

Matrices. A matrix is a rectangular array of elements. Just as braces ({}) were used as
delimiters for lists, brackets ([ ]) are the delimiters for matrices. When defining a matrix on
the Home screen, elements of each row are separated by commas and rows are separated
from each other either by semicolons or sets of brackets.
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The ith row of a matrix is referenced by matrizname[i]. The element in the ith row and
jth column is referenced by matrizname[i,j]. Also, the T1-89/92 handles many algebraic
operations with matrices automatically.
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The Data/Matrix Editor. The T1-89/92 provides a handy editor for creating and editing
lists and matrices. To create a list in the Data/Matrix Editor, we first bring up the editor by
pressing the APPS key, and then selecting Data/Matrix Editor and New... . In the resulting
dialog box, we’ll choose Type: List and Folder: main and then type in the name of our list.
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This takes us to the Data/Matrix Editor, ready to begin entering elements into the list.
This is done by filling in the first column of the grid. (If items are entered into another
column, the list variable is automatically converted to a data variable, which is essentially
a collection of lists. Data variables are useful for doing Statistics.) After we’ve entered the
elements of the list, we can go back to the Home screen and refer to the list we just created.
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One advantage of using the Data/Matrix Editor is that it is easy to go back and add elements
or otherwise modify the list. Simply press APPS-6 and select Current.

Let’s now use the Data/Matrix Editor to create a matrix. As before, we’ll press APPS-
6-3 to bring up the NEW dialog box. There we choose Type: Matrix and Folder: main, name
the matrix, and enter the number of rows and number of columns. This takes us to the
Data/Matrix Editor, ready to begin entering elements into the matrix. Notice that the
matrix is initially filled with zeros.
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Once we’ve finished entering the elements of the matrix, we return to the Home screen ready
to work with the matrix we’ve created.
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1.4 Split screens

One of the most attractive and useful features of the T1-89/92 is its Split Screen capability.
To set the Split Screen Mode, press MODE and then F2 to get to page 2 of the MODE dialog
box. There we can select either FULL, TOP-BOTTOM, or LEFT-RIGHT as the Split Screen MODE.
After selecting LEFT-RIGHT, let’s then select the Y= Editor as the Split 1 App, Graph as the
Split 2 App, and 1:1 as the Split Screen Ratio.
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This takes us to a split screen with the Y= Editor active. We can then enter functions and
plot them by pressing ¢ GRAPH.
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Pressing [2nd]-APPS makes the inactive split screen active. The active split screen can be
switched to a different screen or application in the same way as in Full Screen mode. For
instance, here we might want to change window variables for the graph. So we just press
©WINDOW, enter the new window variables, and then press ¢ GRAPH to replot the graph.
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An interesting kind of Split Screen for examining function behavior is one that shows both
a table of values and a graph. Let’s look closely at the function f(x) = sin(z)In(x) on the
interval 0 < z < 1. We'll first change the window variables for the graph. Then we press
© GRAPH to replot the graph, [2nd]-APPS to switch to the other split screen application, and
then ¢ Table to create the table.
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You should experiment with TOP-BOTTOM Split Screen MODE and with different Split
Screen Ratios.
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Throughout the rest of this manual, we will use Split Screens at will, often simply to

convey more information in less space on the page.

1.5 Shortcuts and special characters

We have already been using a number of the TI-89/92’s shortcuts. For example, each of
©HOME, ¢ Y=, © WINDOW, ¢ GRAPH, ¢ TbiSet, and ¢ TABLE is a shortcut to accessing an item
in the APPS menu. The following is a list of several other helpful shortcuts and tips.

On the Home screen:

ans( i ) references the “answer” from the i most recent entry in the Home screen history
area. Pressing ANS ([2nd]-[(-)]) puts ans(1) on the entry line. Notice also that pressing any
of [+], [-]. [X], [=]. [ 1 [z], or [sSTO>] with a blank entry line automatically inserts
ans(1).

entry(i) references the 7" most recent entry in the history area. Pressing ENTRY ([2nd]-
ENTER) puts the last entry on the entry line.

F1-8 clears the history area of the Home screen (or the contents of the Y= Editor).
Press [2nd]-[=] or [2nd]-[<] to move to the end or beginning of an entry on the entry line.

Press ¢ ENTER to force numerical evaluation of an entry. This is equivalent to the approx()
function (F2-5).

Multiple entries, separated by colons, can be entered simultaneously.

Copy and Paste commands in the Tools menu (F1-5,6) often help you avoid a lot of typing.
Shortcuts for these commands are ¢ C and ¢V, respectively.

Press [11-[=] or [T]-[«] to highlight characters for copying and pasting. ([1] is the
“shift” key.)

After using [f1] and [{}] (up and down on the cursor pad) to highlight an entry or an
answer in the history area, you can press ENTER to place it on the entry line.

On the Graph screen:

The ON key stops a plot, and the ENTER key pauses a plot.

Moving the cursor about the screen with the cursor pad (in tracing or zooming) is much
faster while holding down the [2nd] key.

©F brings up the Graph Formats dialog box.

Special Characters. Pressing CHAR ([2nd]-[+]) reveals a large collection of symbols and
characters that are not seen on the standard keyboard.
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Greek letters are especially useful since many Greek letters are commonly used in mathe-
matics. Many of these letters can be accessed on the TI1-92 QWERTY keyboard by pressing
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an appropriate prefix key combination first. The prefix for all Greek letters is [2nd]-G. After
pressing [2nd]-G, simply press the Roman “equivalent” of the desired letter. For example,
[2nd]-G-G produces v (gamma), and [2nd]-G-A produces « (alpha). The analogous prefix key
combination for the TI-89 is [2nd]-[ (]

A collection of “International” characters, many of which are accented members of the
standard Roman alphabet, provides an extra source of single-character variables on the
TI1-92. Prefixes for these accented letters are as follows.

[2nd]-A produces the grave accent for &, e, 1, 0, U;
[2nd]-C produces the cedilla accent for ¢;

[2nd]-E produces the acute accent for &, é, i, 6, 1, ¥;
[2nd]-N produces the tilde accent for n, 0;

[2nd]-0 produces the caret, or circumflex, accent for &, &, 1, 0, ;

[2nd]-U produces the umlaut accent for &, &, 1, 6, 1, ¥.

1.6 The Program Editor

This section is an introduction to creating and running a program on the TI-89/92.
However, if you’ve never had any programming experience, you should read Chapter 17 in
your T1-89/92 Guidebook before going any further here.

The first thing we should do, before entering any programs, is to create a new folder to
hold them. To do this, press VAR-LINK ([2nd][-]). In the resulting VAR-LINK dialog box, press
F1 and select Create Folder. Then enter myprogs (or whatever you like) as the name of the
new folder and exit VAR-LINK.
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The VAR-LINK dialog box is where most memory management takes place. There we can
see a listing of all defined variables (including functions and programs). We can also delete
and rename variables, move a variable to a different folder, and send and receive files to and
from another T1-89/92 or a computer.

Now, before getting to a somewhat more useful program, let’s first create a very simple
program that does nothing more than draw random circles on the screen. To enter a new
program, first press the APPS key and then select Program Editor and New... . In the
subsequent dialog box select Type: Program, Folder: myprogs, and enter the name of the
program, circles, in the box beside Variable:.

1 l\PPLICﬁTﬁNS F& 1 Fir FiwTFYw FE FE™
vﬂ Tt Home Clear a-=z. -E Control|I-0Uar|Find. .. |Mode
2:%= Editar
Jilhlindow Editor ! MEK Y
e T
= Tal e : *
Eilataatrix Editors Folder:  maprogss
e e Fourrent Uarisbledoircles ]
JiText Editor .. Enter=0F ESC=CANCEL
[ZTT EA RUTH TP [ZTT EA RUTH EURT




1.6 The Program Editor 13

This takes us to the Program Editor, ready to begin entering the program.
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Enter the program as listed below. The argument ncires is the number of circles to be drawn
by the program.

: circles(ncircs) © programname(arguments)
: Prgm @© beginning of program block
: Local i, xi, yi, ri, w, ht © declares local variables
: ClrGraph: ClrDraw: FnOff: PlotsOff © prepares Graph screen
I Xmax—xmin —w: ymax—ymin —ht © computes screen width and height
: For i, 1, ncircs @© beginning of For. ..EndFor loop

xmin+rand()*w —xi © computes random T coordinate

ymin+rand()xht —vyi © computes random Yy coordinate

rand()*min(w,ht)/3 —ri © computes random radius
:  Circle xi, yi, ri © draws circle with center (xiyi) and radius ri
: EndFor @© end of For...EndFor loop
: EndPrgm @© end of program block

Once you’ve entered the program, press ©¢HOME or QUIT to return to the Home screen.
The program is run by entering myprogs\circles(ncircs) from the Home screen. Entering
myprogs\circles(30) will produce (something like) the following picture in a [—20,20] x
[—10, 10] window.
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This program has a few features that will be common in the remainder of the programs
in this manual:

e declaration of Local variables;

e the commands ClrGraph: ClrDraw: FnOff: PlotsOff to prepare the Graph screen for
graphics commands;

e a For ...EndFor loop.

Read the descriptions of each of these in Appendix A of your T1-89/92 Guidebook. Also
read the descriptions there for the statements Prgm, rand(), min(), and Circle.

In Exercise 1 at the end of this section, you will be asked to make a few straightforward
modifications to this program.

Now that we’ve had a touch of experience programming the TI-89/92, let’s create a
program that will connect an ordered collection of points with line segments. The program
might be used, for example, to draw a triangle or a quadrilateral. The collection of points
will be stored as an n by 2 matrix, where n is the number of points. Each row of the matrix
will contain the coordinates of a point.
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As before, to enter a new program first press the APPS key and then select Program Editor
and New. ... In the subsequent dialog box, select Type: Program, Folder: myprogs, and enter
the name of the program—which here will be polyline—in the box beside Variable:. This
takes us to the program editor, ready to begin entering the program.
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Carefully enter the program, which is listed with comments below.

: polyline(data) © programname(arguments)
: Prgm @© beginning of program block
: Local i,n,a,b,c,d © declares local variables
: ClrGraph:ClrDraw:FnOff :PlotsOff © prepares Graph screen
: rowDim(data) —n © finds number of rows in the data matriz
: Fori,l,n-1 @© beginning of For loop
data[i, 1] —a @© extracts z coordinate of initial point
data[i,2] —b @© extracts y coordinate of initial point
data[i+1,1] —c © extracts x coordinate of terminal point
data[i+1,2] —d © extracts y coordinate of terminal point
:  Line a,b,c,d © draws the segment
: EndFor @© end of For loop
: EndPrgm @© end of program block

Before running the program, we need to enter coordinates into a matrix. Suppose we
want to draw a diamond with vertices (2, 1), (3,3), (2,5), and (1, 3). To set up the matrix,
enter

[2,1; 3,3; 2,5; 1,3; 2,1] —a .

Note that the first point is also entered as the last point. (Why?) Now we’re ready to
draw the picture.
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The polyline program can be used to plot a piecewise-linear function. This is very useful
for plotting a linear interpolation of a function whose values are known only at discrete
points, as shown below, where we use the Data/Matrix Editor to set up the matrix.
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Exercises

1. a) Modify the circles() program so that the circles all have the same radius, min(w,ht)/5.
Test by entering myprogs\circles(30).

b) Modify circles() so that the circles are centered at (0,0) (with the same random radii
as in the original program). Test as in part a.

¢) Modify circles() so that the circles are centered at (0,0) and have radii given by
(i/ncircs)*min(w,ht). Test as in part a.
2. Use polyline() to draw each of the following figures:
a) The triangle with vertices (0,1), (4,2), and (3, 3).
b) The regular pentagon with vertices ( cos(2km/5), sin(2kw/5)) for k=0, 1,..., 5.
3. A factory discharges effluent into a river. The rate of effluent discharge (in cubic meters

per minute) is recorded hourly over a 24-hour period. The measurements are shown in
the following table.

1‘,‘01234567 8§ 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
r(t) ‘3.2 24 43 55 58 63 47 40 59 72 83 80 73 66 51 38 35 31 22 41 55 51 48 41 37

Use polyline() to plot the effluent discharge versus time.

4. Read the descriptions in Appendix A of your TI1-89/92 Guidebook for Circle, ClrGraph,
CirDraw, DelVar, FnOff, For, Line, Local, min(), PlotsOff, Prgm, rowDim, colDim, rand(),
and the “copyright” symbol (©.



2 Functions and Equations

This chapter introduces a number of techniques for defining and plotting graphs of functions
and solving equations on the T1-89/92. There is a great deal of interesting related material
in Chapters 6, 7, and 12 of the T1-89 Guidebook and Chapters 3, 11, and 15 of the TI1-92
Guidebook.

2.1 Functions

Functions may be defined on the T1-89/92 either in the Y= Editor or on the Home screen. A
function of a variable x is defined on the Home screen either by storing (STO>) an expression
in fnctname(x) or by entering Define fnctname(x) = expression. By defining a function on
the Home screen, we can name the function as we like (using up to eight characters). If we
define a function on the Home screen, we can graph that function by specifying it in the
Y= Editor and then pressing ¢ GRAPH. (Some adjustment of the window variables is usually

necessary to get a nice plot.)
7= YR O T TN
gl=cubiclx)
fg%=quadr‘at(x) / /
0%=

1 Fer Fav | FuT FE F&
- E AlgebralCalc DLher‘TPPngDTClear‘ a=z.

ug=
ug=
H?f
lx3—3-x2+2-x—5->cubic(x) Doneg ag;
- x2 = 5-x+ 1+ quadrat(x) Dong g] E:
x*2-5x+1*quadrat (x> u2 e d=quadrat (x>
JL1AIN EADAUTD EUNC 2030 [L1AIN, EADAUTD EUHC

If we define a function in the Y= Editor, we can not only plot the graph readily but also
perform evaluations on the Home screen. (Any function defined in the Y= Editor must be
defined in terms of the variable x.)

1T _Few | ©
v o [Z i i
&FLOTS -

al=x - sinlx)

1 Fer Fav | FuT FE F&
- E AlgebralCalc DLher‘TPPngDTClear‘ a=z.

uz=cos(x<) Iz
e 3] ™5
y3=
yr=
Hgf 10320 -. 186757
dih= gz 1
2 (xd=cos{x 2> w2 >
(L6 LAl HUTH EUBC [GFT] LAl HUTH [T LT

Piecewise-defined functions. Piecewise-defined functions are easy to define by means
of the logical when() statement. The structure of when() is:

when(condition, trueResult, falseResult).

e EXAMPLE 1. The function

x, ife<1
f(x)_{—x, ifx>1

can be defined by means of when(x<1, x, —x), which returns x if x<1 and returns —x if x>1.

sl PN : o] < e [zeam|Tr sce|Retr-aph]iath(Or ] « &
& FLOTS aFLOTS
» 1={x,x< 1 = ull -2y 2 . 1={><,><< 1
N ~u,else gl - 50 -5 o “Ha.else
o muic. 5 .5 g2z
ag= = ylil) -1 4=
e my102) -2 e
dr= mgl(7 i ur=
de= " yicm) -n i
w1l (xd=whent{x{l, x, “x>
ZFT EAT T FURC JFIAE EAD AT EUNE
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Nested when() statements can be used to define piecewise-defined functions with more
than two “pieces.”

o EXAMPLE 2. The function

z, ifx<0
flz)=40, f0<z<l1
1, ifz>1

can be defined by means of when(x<0, x, when(x<1, 0, 1)).

1 Fi F3 Fiy FE F& 1 F2 F3 4 FE FE™ |F?
- E ngevbr*a Calvc. DLhE-r*TPr*ngDTClear* a-z... - E ZDch Trace|RelGraph MatTh Dr‘;u - /
FLOTS
Pul=pu:
9%=
o3=
4d= |
2=
gr=
'{X’Bx:fl > pue ) Done 5=
: =
l,else’EIEE ull=
when¢x<D,. %, vhen¢{x<1,.0.1>>3pud.
JL1AIN EADAUTD EUHC 1030 [L1AIN, EADAUTD EUHC

Another way of defining certain piecewise-defined functions is by means of the floor() (or
greatest integer) function:

floor(z) =n, where n <z <mn+1 and n is an integer.

1 FEw | FB 4 FEv |_FE™ |F7 1 T rz-T F2 T 4 T rsvT FE™ TF? T 7
bl E Zoon|Trace ReGraphMath|Draw|- f - E Zoon|Trace ReGraphMath|Draw|- f
APLOTE aPLOTS
+wyl=floor(x) vul=w — floor(x)
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yI= g3=

ug= 4=

ug= 5=

HE= QE=

gr= ar=

Hg= gg=

ys= ys=
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LA AL AUTD EUNL [ZETI] AL AUTD EUNL

Notice the way that the T1-89/92 draws vertical (or near-vertical) segments wherever
these piecewise-defined functions undergo abrupt changes in value. Strictly speaking, such
vertical segments can never be part of the graph of a function, but they are an unavoidable
consequence of the way in which graphs are drawn on a (rather course) grid of “pixels.”
However, once you get use to seeing these vertical segments, they simply become indications
of “jumps” in the graph. In order to make them as vertical as possible, thereby avoiding as
much chance for misinterpretation as possible, you should always set the window variable
xres to 1 when plotting such a function.

Later, in the context of approximating the area under the graph of a function, we will be
interested in plotting a “piecewise constant,” or “step-function” approximation to a given
curve. This can be done quite easily with the floor() function.

e ExaMPLE 3. Consider the function f(z) = sinzz for 0 < 2 < 1. To obtain a step-function
approximation of f with n “steps,” plot the function f(ﬂoor(nx) /n) With n = 10 and
n = 20 steps, we see the following.

[ T rz-T F2 T 4 T rsvT FE™ ?? T 7 1 T rz-T F2 T 4 T rsvT FE™ ?? T 7
bl E Zoon|Trace ReGraphMath|Draw|- f - E Zoon|Trace ReGraphMath|Draw|- f
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ug= ug=
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Notice that the “steps” all lie to the right of the curve. To have steps that lie to the left of

the curve, plot instead f ((floor(nz)+1)/n). The graph of f((floor(nz)+.5)/n) will intersect
the curve at the midpoint of each step.

1 Fer | F3 4 F5r 1 Fev | F3 4 F5r
- E Zoon|Trace |ReGraph|[Math - E Zoon|Trace |ReGraph|[Math
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3= 3=
4= 4=
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Inverse functions. With the Drawlnv command, we can plot the graph of an inverse
function.

e EXAMPLE 4. Let’s plot f(z) = 23 along with f~!(z) = ¢/z. Enter yl(x)= x® in the Y=
Editor and then Drawlnv y1(x) on the Home screen.

1 Fzr T g T Fiyr FE FE 1 FEw | FB 4 FEv |_FE™ |F7
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Drawlnv is especially useful for plotting equations in which z is a function of y.

e EXAMPLE 5. Suppose we are interested in the region in the plane that is bounded by the
graphs of y = 2z — 1 and = = y? — 1. We can get the graph of z = 32 — 1 by entering and
unchecking y2(x)= x>~ 1 in the Y= Editor (F-4) and then entering Drawlnv y2(x) on the
Home screen.

1 Fi F3 Fiy FE F& 1 F2 F3 4 FE FE™ |F?
- E ngevbr*a Calvc. DLhE-r*TPr*ngDTClear* - - E ZDch Trace |ReGraph MatTh Dr‘;w -
WFLOTS wFLOTE
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JL1AIN EADAUTD EUHGC 2020 [L1AIN, EADAUTD EUHC

Note that Drawlnv may also be accessed from the Draw menu (F6) of the Graph screen.
Doing so automatically takes you to the Home screen.

Exercises

1. Graph the functions sin 7z, sin 27z, and sin 3wz simultaneously over the interval [—2, 2].
2. Graph the functions sin (271' (a: — %)), k =0,1,2,3, simultaneously over the interval [0, 1].
3. Graph the functions z3 — kx, k = 0,1, 2, 3, simultaneously over the interval [—2, 2].

4. Graph the function

—x, ifx <0
f(“:)_{xQ—l, if 2 >0
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5. Graph the function

1, ifo <m/2
f(x)_{sinx, ifx>m/2

Graph the function f(z) = (z — floor(z))? on the interval [—2, 2].

)=
Graph the function f(z) = (—1)1°°"®) on the interval [—4, 4].
)=

Graph the function f(z) = z(—1)8°°"(®) on the interval [—4, 4].

© » N>

(
(
(
Graph the function f(x) = z/floor(x) on the interval [—10, 10].

10. a) Let g(z) = x2. Graph the function f(z) = g(floor(nz)/n), together with g, on the
interval [0, 1] for each of n = 2,4, and 8.

b) Repeat part a with f(z) = g(floor(nz + 1)/n).
¢) Repeat part a with f(z) = g(floor(nz + .5)/n).

11. Repeat Exercise 10 with g(z) = cos 7x.

12. Graph the equations y = 2? — 1 and 2 = y? — 1 simultaneously. How many distinct
regions in the plane are bounded by these two graphs?

13. Graph the equations y = sinz and = siny simultaneously in the window [—2m, 27| x
[—27, 27]. Repeat with y = cosx and = = cosy.

14. Graph the equations y = tanz and x = tany simultaneously in the window [—7, 7] x
[—7, 7]. Repeat with y = cotx and = = cot y.

2.2 Parametric curves

Often it is convenient to express the z- and y-coordinates of points on a curve in terms of
a third variable (or parameter) t. This means that x and y are given in terms of ¢ by a pair
of parametric equations

= f(t), y=g()
This is particularly useful when we want to think of each point on the curve as the position
of a moving particle at time t. The TI1-89/92 has a PARAMETRIC Graph mode for defining
and plotting parametric curves.

e EXAMPLE 1. Suppose that x and y are given by
xr =cost, 1y = sin2t.

First we’ll press MODE and switch the Graph mode to PARAMETRIC. Then in the Y= Editor
we define xt1= cost and ytl= sin 2¢ prior to setting appropriate window variables.

1 Few | T ETEE [OF >
| 'EZDDN""E. R [ =T
wPLOTS 1
,XH:CQSEE)Q t=tep=, 1
" =S1n . SLEep=.
§L2= xming'l =1
d R
Exponenmal Fornat ez et
Complex Format. §t§= 32;2=1155
Uectar Format..... EECTAHGLILAR + wtd= g=cl=1.
» Pretty Print...... oM+ 5= )
(Enter=crlE ESC=CAHCEL ——
xt2Ct D=
LA AL AUTD EUML 0220 [ZETI] AL AUTD ERE
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Now we’re ready to graph the curve. It is particularly interesting to watch the curve being
drawn if either Path Style is selected in the Y= Editor (F6-6) or Leading Cursor is set to ON
in Graph Format (F1-9). Each of these does essentially the same thing. Also, note that the
speed at which the curve is plotted can be adjusted by changing the value of the window
variable tstep.

1 FEw | FB 4 FEv |_FE™ |F7 1 FEw | FB 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f - E Zoon|Trace |ReGraph[Math|Draw| -
[T EAD HUTD EiE | 5usv | (A EAD HUTD EiE

Projectile paths. Parametric equations for the path of a projectile with initial position
(0,0) are
x = (vocosby)t, y=—16t>+ (vgsinby)t,

where vg is the velocity of the projectile at time ¢t = 0 and 6, is the angle between the
trajectory and a horizontal line at time ¢t = 0. (These equations arise only if we ignore air
resistance.)

e EXAMPLE 2. Let’s plot the trajectory of the projectile if vy = 100 feet per second and
90 = 7T/4.

1 Faw Fz Fu FEr 1 7 1 Fzw Fz Fu FEr 1 G
- E Zoon|Trace|ReBraphMath(Draw|- - E Zoom|Trace |ReGraph|MathOraw] -
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ut = umin= -3,

atd= gmax=100.

ytg= uscl=10.

=tg=

LY
TEFL AT T 7T st | FE EEL HUT0 7T

If air resistance is taken into account, it is possible to derive the following parametric
equations for the path of the projectile:

= @ (1- e_kt) , Y= % [(vosinfo + 32/k) (1 — ey — 32t]

where k is a “drag coefficient” divided by the mass of the projectile.

e EXAMPLE 3. Let’s plot the trajectory of the projectile if vy = 100 feet per second, 6y = 7/4,
and k = .1, while simultaneously plotting the trajectory that results from ignoring air
resistance. Note that we enter the functions in terms of the parameter k and then specify
the value of k£ on the Home screen. Also, setting Graph Order to SIMUL in Graph Format
(F1-9) causes the graphs to be plotted simultaneously rather than sequentially, which makes
for a fun plot to watch.
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Exercises

In Exercises 1-5, plot the curve given by the parametric equations on the specified interval.
Adjust window variables to get a nice graph. In particular, adjust the value of tstep to affect
the speed at which the curve is plotted.

1. z =cost, y=sint for 0 <t < 2w

2. x =cost, y=sin3t for 0 <t < 2w
3. x =sin2t, y =cosbt for 0 <t <27
4. z=¢€t"2 y=e2"* for0<t <4
5

.z =cos(e!72), y=sin(e!72) for 0<t <4

6. Simultaneously plot the paths of a projectile, ignoring air resistance, for initial velocity
vg = 100 feet per second with 6y = 30°, 40°, 45°, 50°, and 60°.

7. For a projectile propelled initially from ground level, the y coordinate of the projectile’s
position represents height above the ground. At some positive time ¢ the projectile’s
height becomes zero, indicating that the projectile has hit the ground (after which the
parametric equations of the path are no longer in effect). Using the parametric equations
that account for air resistance, and using vy = 100 feet per second and 6y = 7/4,
graphically estimate the distance from (0, 0) to where the projectile hits the ground, for
each of the drag coefficient values k = 0.10 and 0.11.

8. A cannonball is fired from the edge of a cliff with initial velocity 100 feet per second.
Using the parametric equations that account for air resistance and a drag coefficient of
k = .1, graphically and experimentally estimate the angle 6y at which the cannonball
should be fired in order to hit a target that is on the ground 100 feet below and 200 feet
from the base of the cliff.

2.3 Solving equations

The TI-89/92 has three built-in functions for solving equations: solve(),
zeros(), and nSolve(). Each can be accessed in the Algebra menu (F3) of the Home screen.
The first of these, solve(), attempts to find exact solutions. If the Exact/Approx MODE is set
to AUTO, then solve() switches to a numerical scheme for approximating solutions, if exact
solutions can’t be found.

e EXAMPLE 1. Suppose we want to find the zeros of the function f(z) = 92*— 63— 152+ 10.
A quick plot of the function reveals that f has exactly two real zeros. The solve() function
is able to find the exact value of each of them.
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However if we change the function slightly to, say, f(x) = 92* — 623 — 152+ 11, then Solve()
can find no exact solutions and so returns approximate solutions.

1 Fiw - 1 Fi= Fi= Fly= FE F&
vEZoom T vE AlasbralCalc Dther‘TPr‘ngDTClear‘ A—Z...
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The zeros() function does nothing more than execute solve() and return the results in a
list [T1-89/92 Guidebook, Appendix A]. Items in the list are easily extracted and saved. For
example, entering ans(1)[2]—root2 stores the second element of the last result in the variable
root2. Note that the first argument in zeros() is not an equation, but rather an expression.

o EXAMPLE 2. Let’s apply zeros() to the functions in Example 1. Note that the same
solutions are found, but they are returned in the form of a list.

1 Fir Fiwr Fyr [ F& 1 Fir Fiwr Fyr [ F&
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In situations where exact solutions are not expected—or not desired—quicker results
can typically be obtained by using nSolve() instead of solve(). Notice that nSolve() returns
only one solution at a time. By restricting nSolve()’s search to a certain range of the variable
where a desired solution is known to live, we can force nSolve() to return the desired solution.
Restriction of the search range also causes nSolve() to do its work faster, in general.

o EXAMPLE 3. Let’s apply nSolve() to locate the zeros of the functions in Example 1,
restricting the search as necessary to find all the zeros.
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There are also situations in which one would like to find solutions of an equation on
some specified interval. A typical example involves solving a trigonometric equation that
has infinitely many solutions.

e EXAMPLE 4. Suppose we wish to find all solutions of the equation
2sinz cos® x = 2sin2z + 1

in the interval [0, 27]. Graphing each side of the equation reveals that there are four solutions
in this interval, which zeros() is able to locate numerically. Notice that the first argument
in zeros() is the expression y1(x)-y2(x), not the equation y1(x)=y2(x).
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Systems of equations. A system of two (possibly nonlinear) equations in two unknowns
can sometimes be solved by using solve() in conjunction with the “with” operator (displayed

as |). This substitution technique is fairly effective for solving systems that allow us to seek
out one solution at a time.

e EXAMPLE 5. Suppose we want to solve simultaneously the pair of equations
2+ y=1
2+’ =4
Graphing the two equations reveals symmetry that allows us to simply focus our attention
on the solution pair in which x > 0. So first we’ll solve the first equation for y in terms of z

and then solve the second equation for z, using the “with” operator to substitute the first
result into the second and restrict = to be positive.
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Finally, we substitute the value of x we’ve found into the formula for y from the previous
step.
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This substitution technique works very well on pairs of linear equations. This is outlined
nicely in your Guidebook.

The simult() function provides a simple way of solving systems of linear equations.
The system should first be written in matrix form

Ax =0,
where A is the matrix of coefficients, x is the column vector of unknowns, and b is the
column vector of right-side constants. Such a system is solved by entering simult(A,b).
e EXAMPLE 6. Let’s solve the system
20 —3y+z2z=5
20 4+y—2z2=1.
3z —Ty+3z2=2



24

Chapter 2 o Functions and Equations

First we’ll define A and b. Note that arrays are delimited by square brackets and that rows
of the matrix and elements of the column vector are separated by semicolons. (We could
also use the Data/Matrix Editor to enter the matrix.)

-1E ng'l-é'br*a CF;I'-: D{PI;;PTPPFQEMIDTClearEE A-Z.. viﬂ FllgFéI':nr*a CFaslvc, thﬂ;rTPr‘ngmIDTtlearEs A—Z...
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=2 1 2}-}5 z 1 -2 l[l]ab [1
3 I 7 3 2 2
[2, 3. .2, 2 3. 7 3]%9 [5 1:21+h
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Now we need only enter simult(A,b) to obtain the solution. (Notice that the upper-case “A” is
automatically converted to a lower-case “a.”) Also, we can check the answer by multiplying
the result by A
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Exercises

In Exercises 1-5, graph the given function to determine the approximate location of each of
its zeros; then find all the zeros of the function.

1. fo)=a%—a?-22+1

2 fw)

3. flz)=a2e"/2 -1
4. f(z) =9cosx —x
5 f(z) =tan"tz —2?

In Exercises 6-8, graph both sides of the given equations to determine the approximate
location of each of its solutions on the specified interval; then find all the solutions on that
interval.

6. sinxcos2x =coszsin3dz, and 0 < z < 27
7. sina® = sinzx, and 0 <z <m

8. tanz =x,and 0 <z <37
9. Use the substitution method to solve the system 2z + 3y =1, 22 4+ y? = 1.

In Exercises 10-12, use simult() to solve the given system of linear equations.
10. 3z —2y=5, Txe+3y=2

11. 3x—2y+2=5, Tx+3y—2z2=2, x+y+2=0

12, 3z —2y+z2z—2w=>5,Tr+3y—2z24+w=2, x+y+z+w=0



2.4 Exploring graphs 25

13. A closed cylindrical can has a volume of 100 cubic inches and a surface area of 100 square
inches. Find the radius and the height of the can.

14. Two spheres have a combined volume of 148 cubic inches and a combined surface area
of 160 square inches. Find the radii of the two spheres.

15. An open-topped aquarium holds 40 cubic feet of water and is made of 60 square feet of
glass. The length of the aquarium’s base is twice its width. Find the dimensions of the
aquarium.

16. Find the equation of the parabola that passes through the points (—1,1), (1,2), and
(2,3).

17. Find the cubic polynomial f(x) such that f(1) = f(2) = f(3) =1 and f(4) = 7.

2.4 Exploring graphs

Once we plot a graph, or collection of graphs, a great deal of detailed information can be
obtained easily without leaving the Graph screen. The Math menu on the Graph screen has
several commands that are useful for exploring graphs. For example, suppose that we wish
to study the function f(z) = sinzcos3z on the interval 0 < x < 7. First we enter the
function in the Y= Editor and define appropriate window variables. Then we plot the graph
and select the Math menu (F5).
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The first item in the Math menu is Value (F5-1). This command lets us compute function
values and view the corresponding point on the graph. Value prompts us to enter an x. After
doing so, we press ENTER and see the value of y and the point on the graph.
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The next item in the Math menu is Zero (F5-2), which will find the zeros of the function.
Selecting Zero brings a prompt to enter a lower bound for the zero we want to find. After
entering that, we’re prompted for an upper bound. When lower and upper bounds have
been entered, a zero between them is found.
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The next two items in the Math menu are Minimum (F5-3) and Maximum (F5-4). These
are similar to Zero in that we are prompted to enter both lower and upper bounds for the
point we're looking for. Entering lower and upper bounds of 0 and 2, respectively, lets us
find the bottom of the first valley on the curve and the top of the first peak.
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Now let’s plot two graphs at once. Say we're interested in the region in the plane that is
bounded by the graphs of y = (x + 1)?(z — 1)? and y = 2z. First we’ll plot the two graphs
together.
via Zrozovm Trf;ce Re[—;rllaph NFasgh D:‘E;u v? ﬁ
AFLOTE L

=% - 1% + 197
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Then we’ll find the points of intersection of the two graphs. For this we can use the Inter-
section command from the Math menu (F5-5).
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Finally, we’ll use the Shade command (F5-C) to shade the region.
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Other items in the Graph screen’s Math menu will be discussed in subsequent chapters.

Exercises
In Exercises 1-4, graph the function on the indicated interval. Then find all zeros, locally
minimum values, and locally maximum values.
1. f(x)=2°-322+2+2 on[-1, 3

2. f(z) =sinz? —sin’z on [0, 3]
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3. f(x) =e ®cos(mz) on [—.5, 2.5]
4. f(z) =% — 223 on [-1, 1.5]

In Exercises 5-8, graph both equations, showing the region bounded by the two graphs.
Find the points of intersection, and then shade the region bounded by the two graphs.

5. y=a2°-3224+2+2 and y=a+2
6. y=sinzr and y = 22

7. y=(z+1)%*(x—-1)? and y=2— (z+1)%(z — 1)
8

y=e* and y=2x(2—1x)

2.5 Programming notes

In this section, we will illustrate a few programming ideas by creating a function, sgnchng(),
that will search for a sign change in a given function. Such a function can be used to find
an interval that contains a zero of the given function. Once such an interval is known, the
endpoints can be used to help the nSolve() function find the zero much more efficiently. The
arguments of our function sgnchng() will be as in

sgnchng(f, zvar, bnds, step).

The first and second arguments, f and zvar, will be expressions representing the given
function and its independent variable, respectively. The third argument, bnds, will be a
list containing the left and right endpoints of the interval in which we’re searching for a
sign change. The last argument, step, will be the distance between test-values of zvar. The
function will return either a list containing the test-values of zvar just before and just after
(or at) the found sign change or else a message that no sign change was found.

Press APPS and select Program Editor and New... . In the NEW dialog box select Type:
Function and Folder: myprogs, and enter Variable: sgnchng.
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In the Program editor, carefully enter the following function.

: sgnchng(f,xvar,bnds,step)

: Func: Local i,n,xi,yi,ynxt,end

: bnds[1] —xi: bnds[2] —end

: f| xvar=xi —yi

: f|xvar=xi+step —ynxt

: If sign(yi)#sign(ynxt)

:  Return {xi,xi+step}

: While sign(yi)=sign(ynxt) and xi<end
xi+step —xi: ynxt —vyi

: f|xvar=xi —ynxt

: EndWhile

: If xi>end and sign(yi)=sign(ynxt) Then
Return “no sign change found”
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: Else
Return {xi-step,xi}

: EndIf

: EndFunc
(Find # and < by pressing MATH and selecting Test.) Let’s try out this program on the
following problem.
e EXAMPLE 1. The graphs of y = 2% and y = ¢®/10 intersect twice. For each of the points
of intersection, find a pair of consecutive integers that bounds the x-coordinate. Then use
nSolve() to find each of the zeros.

Notice that we simply want to “bracket” the zeros of the function
f(«T) _ xB _ eac/lO

with a pair of consecutive integers. So let’s first try to bracket the lesser of the two zeros,
and then the greater.
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So we find that one of the two zeros of f is in the interval (1, 2], and the other is in (150, 151].
Now that we have crude bounds on each of the zeros of f, we’ll use nSolve() to locate them
more precisely. To do this, we use the “with” operator to restrict nSolve()’s search to the
desired interval.
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Theoretical stuff. In the last two examples we estimated a zero of a function by finding
an interval at whose endpoints the values of the function had opposite signs. What is it
that guarantees that such an interval must contain a zero of the function? It turns out that
the answer is the continuity of the function. This is a special case of an important theorem
known as the Intermediate Value Theorem. For more on this, see Chapter 2 of Stewart’s
Calculus.

Exercises

1. Use sgnchng() to bracket between consecutive integers the two zeros of f(z) = lnz —
.0052 — 4 to three decimal places. Then use nSolve() and the “with” operator to find each
of these zeros of f.

2. Use sgnchng() to bracket between consecutive integers the one and only real zero of
f(x) = 2% — 2312 — 83. Then use nSolve() and the “with” operator to find it.
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3. Suppose that the height above the ground of a projectile after ¢ seconds is described by
y = 320 [13 (1 - e_t/5) - t} .

a) Use sgnchng() to find an interval [t1, t1 + 1] that contains the time ¢ at which the
projectile hits the ground.

b) Use sgnchng() to find an interval [t2, t2 + .1] that contains the time ¢ at which the
projectile hits the ground.

¢) Use sgnchng() to find an interval [t3, t3 + .01] that contains the time ¢ at which the
projectile hits the ground.

4. Read the descriptions of sign(), If, Return, and While in Appendix A of your TI1-89/92
Guidebook.



Limits and the Derivative

The graphical, algebraic, and numerical capabilities of the T1-89/92 allow us to explore the
basic concepts behind limits and derivatives. This chapter describes these capabilities and
concepts and parallels much of the material in Chapter 2 of Stewart’s Calculus.

3.1 Limits

The notion of limit is the basis of all of calculus. From one practical point of view, we can
think of a limit as a means of describing a function’s behavior at a point where the function
cannot be evaluated.

o EXAMPLE 1. The function
sinx

fla) =22

is undefined at = = 0, but defined at all other x. The question arises, then, as to how the
function behaves for z nearby, but not equal to, 0. More precisely, what do the values of the
function do as = approaches 07 Let’s investigate this by making a table of values and then
by plotting the graph.
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So we see that even though f(0) is undefined, values of  near 0 produce values of f(x) near
1. Moreover, it appears that the closer x is to 0, the closer f(x) is to 1. We describe this
by saying that 1 is the limit of f(x) as x approaches 0 and express it mathematically by
writing

. sinz

lim

z—0 X
We can also use the T1-89/92’s limit() function to calculate this limit.
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o EXAMPLE 2. Consider the function
(x3 _ 1)4/3

fz) =

This function is undefined at = = 1 but defined elsewhere. Let’s investigate the behavior of
this function near x = 1.

rz—1
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Thus we see that
lim1 f(z) =0.

Moreover, the graph indicates that x must be extremely close to 1 in order for f(z) to be
at all close to 0.

It is important to note here that we have have not proved that either of our stated limits
in the previous examples is correct. Nor have we even given a meaningful definition of we
mean by the limit of a function f as x approaches a number a—we have merely relied on
an intuitive notion. Chapter 2 of Stewart’s Calculus gives a informal definition (as well as
similar definitions for one-sided limits) and a precise technical definition.

One-sided limits. It is not uncommon for a limit to fail to exist. Sometimes when a limit
does not exist, one-sided (i.e., left- or right-sided) limits do exist. The T1-89/92’s limit()
function finds left- or right-sided limits, when —1 or 1, respectively, is inserted as a fourth
argument.

e EXAMPLE 3. Consider the function
f(z)

which is undefined at x = 0. To compute the left-sided limit as x approaches zero, we’ll
enter

2z + |x|
= ———cosz,
||

limit((2x+abs(x))/abs(x)*cos(x),x,-1) .
For the right-sided limit we’ll enter the same except with 1 as the last argument.
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This function has what is sometimes called a “jump discontinuity” at = 0 by virtue of the
fact that both one-sided limits exist and have different values.

Infinite limits. Sometimes one-sided limits fail to exist because the function in question
has a vertical asymptote. In such cases, one-sided limits can be assigned a value of either oo
or —oo to described the manner in which the graph of the function approaches the vertical
asymptote.

o EXAMPLE 4. Each of the functions
1

f@) = 75 and g(o) = =g

has a vertical asymptote at x = 1. One-sided limits decribe the behavior of each function
at the vertical asymptote.
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Limits at +oo. Just as infinite limits occur at vertical asymptotes of a function, limits at
+00 determine any horizontal asymptote that a function might have. The limit of f(z) as
& — o0 is a number to which f(x) approaches as x increases without bound. The limit of
f(x) as ¢ — —oo is a number to which f(x) approaches as x decreases without bound.

e EXAMPLE 5. The function f(z) = tan~! x has distinct limits at +oo.
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e EXAMPLE 6. The function f(x) = e=%/19 cos 22 has a limit at oo but no limit at —oo.
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e EXAMPLE 7. The rational function f(z) = 22452=1 has the same limit at both Foc.
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Limits of expressions with symbolic parameters. As we will see in the next
section, limits such as

. V4+h-2
hm _—
h—0 h

are very important in calculus. This particular limit is easily found to be 1. Notice, however,

1
that this limit is just the value at x = 4 of the function f defined by
f(a) = Jim 7V”3+h—\/5 ,

Let’s see what happens if we try to evaluate f symbolically at x. First we define the quotient
(Vz +h —\/z) /h as a function ¢(h) and then find the limit of ¢(h) as h — 0.
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Note that once the limit is computed in terms of x, we can evaluate f(z) from the resulting
algebraic expression.

Exercises

In Exercises 1-10, estimate the requested limit by using Trace (F3) on the graph. Then use
the T1-89/92’s limit() function to find the limit.
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In Exercises 11-13, plot the given function; then find both the left- and right-sided limits at
each specified point. The TI1-89/92 definition for the function is given to you in Exercise 11.
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1. f(w) = sin27z, if0<z<1 atz=-1,0,1;
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= when(x<-1, -x-2, when(x<=0, -1, when(x<1, sin(27x), x)))
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3.2 The Derivative

The fundamental geometric problem with which we are concerned is that of finding the slope
of the graph of a function f at a given point (a, f(a)) on that graph. This slope is defined
as the slope of the tangent line to the graph at the given point.
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As illustrated above, tangent lines can be plotted from the Home screen with the LineTan
command. The Math menu on the graph screen also has a Tangent command (F5-A). After
selecting Tangent from the Math menu, you can either type in the desired z-coordinate or
use the cursor pad to trace along the curve to the desired point.
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Pressing ReGraph (F4) will erase the tangent line(s) you've drawn.

Slopes of lines are easy to compute by means of the slope formula

m — Y2 — Y1 7

T2 — X1
provided we know two points on the line. The difficulty that arises in finding the slope of
the tangent line to a graph is that only one point on it is known, namely (a, f(a)). So we
take an approach that is the essence of calculus: We approzimate the quantity and take the
limit as we refine our approximations.

The slope of the tangent line at (a, f(a)) can be approximated by the slope of the secant
line through (a, f(a)) and a nearby point (a + h, f(a + h)) on the graph, where h is some
small number. The slope of such a secant line may be viewed as a function of h and is easily
calculated as

_ fla+h)—f(a)
mpQ,=——~—F/ -
h
The equation of the secant line is then

y = f(a) + mpq, (z — a).

o EXAMPLE 1A. Let’s graph f(z) = 2(2 — z) along with the secant line through (.5, f(.5))
and (1, f(1)). We'll first define functions m(h) and secline(x) by entering

(f(a+h)-f(a))/h —m(h)
and then
f(a) + m(h)*(x—a) —secline(x) .
Then we’ll enter x#(2-x) —f(x), .5 —a and .5 —h. Finally after entering yl=f(x) and
y2=secline(x) in the Y= Editor, we plot the graph.
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wal=fix)
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The slope of the tangent line at (a, f(a)) is given by
. . flat+h)—fla)
Mian = lim mpg, = lim ——————= .
h—0 h—0 h
We can illustrate this limit process by graphing secant lines for a few decreasing values of

h.

o EXAMPLE 1B. Again we’ll illustrate with f(z) = (2 —z) and a = .5, plotting secant lines
corresponding to h = .5, .25, and .05.

1 For Faw . FaT FE F& 7T T Fiw T F3 T & T rsv'T rsv'TFP T 7
- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E Zoon|Trace |ReGraph|Math|Draw|- /
= FLOTS
lw + mih) Do 1=
. vuz2=seclineli:)
m fCaEy + Ml 5[ - 3) * seclinelx) Done wui=seclineZix)
m Foa) + Ml 250 (2 — &) ¥ secline2ix) Do ’3%:59511"193(}0
m Foa) + Ml 050 (2 — &) + secline3ix) Do a%: |
LER IR At Done gg=
m.5+a .5 k=
.52a
(L6 LAl HUTH EUNC 11250 [GFT] LAl HUTH EUBC

This development motivates the definition of a function f’, the derivative of f. The
definition is

. +h)— f(x)
!/ — 1 f(I
f (.13) hli% h
for all z at which the defining limit exists. Note that values of f’ give tangent line slopes on
the graph of y = f(x); that is,
fl(a) = Mtan at (CL, f(a’))
e EXAMPLE 2. Let f(z) = 2® — 2. Then
N ((z+h)*—(z+h) —(2* —x)
f(w) = Jim, h '

One quirk of the T1-89/92 is that if we define f(z), then entering f(z + h) prompts an error
message. However, we can circumvent this problem if we define f in terms of a different
symbol, say t.

1 Fzr T g T Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..

1 Fzr T g T Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ &-Z..
Error: CTircular definilic

L) Dane
Lﬁii%;iﬁg T uEaThox+hiog

3
W = D Doneg . L2 e 2 -
| ra - 00 lhl_:g[Sx +3hox+hZo1] 3-x2-4
h
Error: Circular definitio W 3= - 1+ fRrinets) Dong
CECx+hd—F{x22-h ansC1 ) fprimeixd
ZEITT EAD AUTO i TEIT EAD RUTO FURL 5730

We have found that f/(z) = 322 — 1 is the derivative of f(z) = 23 — x. Now the slope of the
tangent line to the graph of f at (1,0), for example, is f’(1) = 2, and so the equation of the
tangent line there is y = 2(z — 1).
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Numerical approximations of derivative values are often useful. A reasonably good ap-
proximation to f’(a) can typically be obtained by computing mpq, = (f(a+ h) — f(a))/h
for some small value of h, say, h = .001. However, a better approximation is obtained from
the central difference formula

fla+h) = fla—h)
2h
with no additional computational effort. This is in fact what is done by the nDeriv() function,
found in the Calc menu (F3-A from the Home screen). The default value of h used by nDeriv()
is .001. (h may also be specified as a third argument.)

1 Fi F3 Fiy FE F& 1 Fi F3 Fiy FE F&
- E ngevbr*a Calvc. DLhE-r*TPr*ngDTClear* a-z... - E ngevbr*a Calvc. DLhE-r*TPr*ngDTClear* S=Z...
® nOerivising:, =)
SO0, (sin(x+ 001y - sin(x - . 001)
s w nberivx3, %) 3. (%2 +3.33333e 7
lnDer‘1u(51n(x),x)|x=B 1. 3
n lnDer‘iu[x ,x]|x=B 1.4
lnDer‘iu(sin(x),x)|x=T . FUF107 X I
mnberiulx®, ) [x=.25 . 187501
. . n
= berivizinge, 2 |2 == - mnberiulx®, )| x=".5 . 750001
nDerivisindx} x> 1x=n/3 nDerivix™?, x>Ix=.5
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Also note that nDeriv() returns the “numerical derivative” in the form of an expression.
It is also interesting to plot the result of nDeriv() together with the original function to
which it was applied.

e EXAMPLE 3. Let’s plot the graph of y = sin « together with its numerical derivative. (Does
the graph of the numerical derivative look like a familiar function?)

1 Fer F3v | FuT FE F& 1 Faw | F3 4 FEx | F&T [F7
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Remember, though, that nDeriv() produces only an approximation to the derivative. The
derivative is the limit of such approximations as h — 0. Typically, such a limit is quite easy
for the T1-89/92 to compute.

e EXAMPLE 4. Find the derivative of f(r) = 2% — 2% — 32 + 5 by computing the limit of its
numerical derivative as h — 0. Plot the graphs of f and f.

1 Fi F3 Fiy FE F& 1 F2 F3 4 FE FE™ |F?
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3=
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Derivative values (i.e., tangent line slopes) can also be found on the Graph screen by
selecting Derivatives from the Math menu (F5-6). After selecting Derivatives from the Math
menu, you can either type in the desired xz-coordinate or use the cursor pad to trace along
the curve to the desired point.

1 F2 F3 4 FE Fi H 1 F2 F3 4 FE Fi H
- E ZDch Trace|RelGraph MatTh Dr‘;u - / - E Zoch Trace|RelGraph MatTh Dr‘;u -
| /
dusdx_at 7 \/ \/
HCE. 7D uci -~ E53466 dy-dx=-1.95117
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Exercises

1. Plot the function f(z) = 22 — 1 in the window [—2,2] x [~2,3]. Then plot its tangent
lines at x = —1, 0, and 1.

2. Plot the function f(z) = sinz in the window [—1,7] x [—1.5,1.5]. Then plot its tangent

lines at z =0, 5, m, 37”, and 2.

3. Plot the function f(x) = sin (3z) in the window [0, 4] x [~1.5, 1.5] along with secant lines

through (1,1) and each of the points (8/3, —1/2), (2, 0), (5/3, 1/2), and (4/3, v/3/2).
In Exercises 4-7, compute for the given function f its difference quotient

flz+h) = fx)
N .
Then compute the limit of mpg, as h — 0 to obtain the derivative of f.

4. f(z) =322 -2 +2
5. f(z)=e€"

6. flx)=1/x

7. f(z) =sin’z

mpQ, =

In Exercises 8-10, for the given function f compare the values of:
a) the difference quotient

a+.1)— f(a
g, = L8 D =10
at the prescribed point x = a
nDeriv(f(x),x,.1) at x = a

f'(a) = limit(nDeriv(f(x),x,h)|x=a, h, 0)

b

C

)
)

10. f

11. Plot the graph of f(z) = x/3 along with the graph of nDeriv(f(x),x).

12. Plot the graph of f(x) = 23 — 2% — z along with the graph of nDeriv(f(x), x). Use Trace
to estimate the values of z where nDeriv(f(x), x) = 0. What is happening with the graph
of f at these values of z7
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13. For each of the following functions, plot the function along with
nDeriv(f(x),x) on the indicated interval. Then, from what you observe in the graph, hazard
a guess as to exactly what f/(z) is.

a) f(x)=sinz, 0<z<2rm
b) f(x) =sin2z, 0<z <27
¢) f(x) =cosz, 0<x<2rm
d) f(x)=e" —-2<2x<2

14. Find the value of z in the interval [0, 2] where the tangent line to the graph of f(z) =
23 — 22 — z is parallel to the secant line through (0,0) and (2,2). Plot the graph of f
and both lines in the window [0, 2] x [-2, 2].

3.3 Higher-order derivatives

The T1-89/92 has a built-in operator for symbolic computation of derivatives. It is the d()
operator located both in the Calc menu (F3-1) and on the keyboard as [2nd]-[8]. Note that
this is not the same as the letter “d.” The syntax for using d() to compute the first derivative
of an expression f with respect to the variable var is

d(f, var).

The d() operator is very convenient for computing messy derivatives. To illustrate, let’s use
d() to compute the derivatives of

2223 -2 sin(3x)
fl@)=—5—— and f(z)=—F—.
x? -3 2 +1
: 3 “ : ) : d /
Notice the alternative “Leibniz” notation &=[f(x)] for f'(x).
via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE S=Z...
2. [3_
-%[X 2>< 2] . d[sin(S-x)]
=3 | z
S+ 1
-6-x-Jx3—2+ 3-x4 Tocosi3ox) _ Zowezind3 o
z z z
(x2-3) (%2 -3)[x5 -2 w+1 [:2+1)
2T F-2 2/ Cx™2-3 3 . %> dlsinCIxd Cx™241D, xD
TEFT EAT AU FURC i3 [ EAT AT £

The d() operator is especially handy for computing higher order derivatives. The second
derivative of a function f is, by definition, the derivative of f’ and is denoted by f”. The
third derivative of a function f is, by definition, the derivative of f” and is denoted by f"”,
and so on. In Leibniz notation, higher order derivatives are denoted by

@] = @, L[] = @), andso on
dzx? " da? ’ '
The syntax for using d() to compute the n'" derivative of an expression f with respect to
the variable var is

d(f, var, n).
. 2 . .
The following shows d() used to find %[x?’] and the first four derivatives of z cosz.
via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE S=Z...
2
P (3 cos(x)] -weocoslH) - 2-sindx
dxl
= i [xs] - " @ (- o)) “3cos(x) + x-sinds
dx? dx’
a2 . at .
m (3 cos(x)] -weocoslH) - 2-sindx n (3 cos(x)] woooslx) + d-sindx
gxs ax?
d{x¥cos{xd, %2> dCx*cosix) x4
(L6 LAl HUTH EUNC L2320 [GFT] LAl HUTH [T LT
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The second derivative and concavity. The first and second derivatives of a function
f have simple interpretations in terms of the graph of f. The sign of f’(x) determines
where the function f is increasing or decreasing. The sign of f”(x) determines where the
graph of f is concave up or concave down. This is illustrated as follows with the function
f(x) = 2* — 22%. First we’ll graph f together with f’.
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Notice that f/(x) > 0 wherever f(x) is increasing, f'(z) < 0 wherever f(x) is decreasing,
and f’(z) = 0 where each local maximum or minimum value of f occurs. These facts are
not at all surprising in light of the fact that f’ gives the slope of the graph of f. Now let’s
look at the graph of f together with the graph of f”.
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Notice that f”(x) > 0 wherever the graph of f is concave up, f”(z) < 0 wherever the
graph of f is concave down. The reason for this is that the concavity of the graph of f is

determined by whether the slope f/(z) is increasing or decreasing. (See Exercise 7.)

It is also easy to perform such investigations using only the Y= Editor (although the

plotting of derivatives can be considerably slower). Let’s look, for example, at f(z)

= Tr —

223. We'll enter this function as y1, d(y1(x),x) as y2, and then d(y1(x).x,2) as y3. (Note that
in the second picture only y1 and y3 are plotted, since y2 is “unchecked” (F4).)
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The graph of f(z) = 2%/5(2
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—2)"/3 has a cusp at (0,0) and a vertical tangent at (2,0).

Such features are related to the fact that the graph of f’ has vertical asymptote at x = 0

and z = 2.
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An inflection occurs on the graph of a function wherever the graph undergoes a change
in concavity from concave upward to concave downward or vice-versa. A point where an
inflection occurs (i.e., an inflection point) can be located with the Inflection command in
the Graph screen Math menu (F5-8). Let’s look at the example of f(x) = sinz cos3z on
the interval 0 < z < 7. We'll plot the function and then select Inflection by pressing F5-8.
(We are prompted for lower and upper bounds on the z-coordinate of the desired inflection
point.)
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(This graph obviously also has a third point of inflection at (7/2, 0).

For more details and examples concerning the effect of derivatives on the shape of the
graph of a function, see Sections 4.3—4.6 in Stewart’s Calculus.

Exercises

1. Plot the function f(z) = x(1 4+ 2%)7/2 along with its first and second derivatives in
a [—2,2] x [—4,4] window using each of the following methods. Notice and explain the
difference in speed.

a) In  the Y=  Editor, define yl=x/\/(14+x"6), y2=d(yl(x),x), and
y3=d(y2(x),x). Set window variables and press ©GRAPH.

b) In the Y= Editor, define yl=x//(1+x"6), y2=dyl(x), and y3=dy2(x). From the Home
screen, enter d(yl(x),x), followed by ans(1) —dyl(x), and enter d(dyl(x),x), followed
by ans(1) —dy2(x). Set window variables and press ©GRAPH.

For the functions in Exercises 2—6, first plot the function together with its derivative and
note the correspondence between the sign of the derivative and the increasing/decreasing
nature of f(x). Then plot the function together with its second derivative and note the
correspondence between the sign of the second derivative and the concavity of the graph of

f.

2. f(x)= x?#“ 3. f(z) =tan"'z 4. f(x) = ’

5. fla)=Vr—ua 6. f(z)=(x+1)¥32%°

7. For each of the following functions, graph the function in the window [—2, 2] x [—2, 2].
Then use either the LineTan command from the Home screen or the Tangent item from the
Graph screen Math menu (F5-A) to graph the tangent lines at x = —1, 0, and —1. Does
the slope of the tangent line increase or decrease? State whether the graph is increasing
and concave up, decreasing and concave up, increasing and concave down, or decreasing
and concave down.

a) f(z)=e /-2 b) flx)=e*/* 2
¢) flz)=2—e>/3 d) f(z)=2—e22/3
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For the functions in 8 and 9, graph the function along with its second derivative. Use
Inflection from the Graph screen Math menu to locate the inflection points on the graph of
f. Then use Zero from the Graph screen Math menu to locate the zeros of f”.

8. f(x) =ab—2a3 9. f(x) = 25/3(2 — z)?

For the functions in 10-13, compute f(™(0) for n = 1,2,3,4,5. (£ (0) denotes the n'®
derivative of f.) By observing a pattern in these numbers, express f(™(0) in terms of n.

10. f(z) =xe™® 11. f(z) =z cosz
12, f(a:):lix 13. f(z) = VT I

3.4 Programming notes

Secant and tangent lines. The first program that we’ll present here, secgrph(), will
graph a given function together with secant lines through pairs of points in a specified list.
The arguments of secgrph() are as in

secgrph(f, zvar, zpairs),

where f is an expression in the variable zvar, and zpairs is a list containing pairs of values
of zvar.

: secgrph(f, xvar, xpairs)
: Prgm: Local i, n, m, dy, a, b
: ClrGraph: ClrDraw: FnOff: PlotsOff
: string(f| xvar=xx) —ff : Graph expr(ff), xx
: dim(xpairs)[1] —n
: Fori, 1, n
xpairs[i,1] —a: xpairs[i,2] —b
(f| xvar=b)—(f| xvar=a) —dy
dy/(b-a) —m
:  DrawSlp a, f|xvar=a, m
: EndFor
: DelVar ff
: EndPrgm

The following shows several secant lines drawn by secgrph on the graph of y = 22 in a

[-2,2] x [-1,4] window.
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Next we see several secant lines drawn on the graph of y = 3 — 2z in a [-2,2] x [-2,2]
window. All of these secant lines pass through (0, 0).
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Our second program, tangrph(), is one that will graph a given function together with
tangent lines at values of the independent variable in a specified list. The arguments of
tangrph() are as in

tangrph(f, zvar, zlist),
where f is an expression in the variable zvar, and zlist is a list containing values of zvar.

: tangrph(f, xvar, xlist)

: Prgm: Local n, i

: ClrGraph: ClrDraw: FnOff: PlotsOff
: string(f| xvar=xx) —ff

: Graph expr(ff), xx

: dim(xlist) —n

: Fori, 1, n

:  LineTan expr(ff) | xx=x, xlist[i]
: EndFor

: DelVar ff

: EndPrgm

The following shows a few tangent lines drawn by tangrph() on the graph of y = 22 in a

[-2,2] x [-1,4] window.
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Higher-order derivatives. The following function, derlist(), computes a list of the first
n derivatives of a given expression. The arguments of derlist() are as in

derlist(f, zvar, n),
where f is an expression in the variable zvar, and n is the desired number of derivatives.

: derlist(f, xvar, n)
: Func: Local i, thelist, fi, nxt
: {f} —thelist
: f —fi
: Fori, 1, n
d(fi,xvar) —nxt
augment(thelist, {nxt}) —thelist
o onxt —fi
: EndFor
: Return thelist
: EndFunc
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Note that the list returned by derlist() has n+ 1 elements, the first of which is the expression
f. The n'! derivative itself is the (n + 1)** member of the list:

derlist(f, zvar, n)[n+1].

The following examples illustrate uses of derlist().
e EXAMPLE 1. Plot f(x) = xsinx together with its first, second, and third derivatives.

We'll use derlist() to compute the derivatives and store the resulting list as fncts. Once
this is done, it is easy to enter the expressions in the Y= Editor and then plot the graphs.
The plot shown here is in a [—2m, 27] X [—10, 10] window.
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e EXAMPLE 2. Evaluate f(x) = sin(x) cos(x) and each of its first ten derivatives at x = 0.
Try to observe a pattern in the these values.

We'll first use derlist() to compute the derivatives and then use the “with” operator to
evaluate the derivatives at z = 0.
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So, assuming that the apparent pattern continues, all even-order derivative are zero at = 0,
and odd-order derivatives are powers of 2 with alternating sign; that is,

0 if k is even;
(k) — ? )
FE0) = { (Z2)E=1, if k is odd.

Exercises

1. Use secgrph() to plot, in a [0,5] x [0, 8] window, the graph of
f(z) ==z(5—x)

and secant lines through pairs of points consisting of (1, f(1)) and each of
(3,/(3)), (2.5, f(2.5)), (2,f(2)), (1.5, f(1.5)), and (1.1, f(1.1)).
Do this by entering
myprogs\secgrph(x+(5—x),x,{{1,3},{1,2.5},{1,2}, {1,1.5},{1,1.1}})
2. Use secgrph() to plot, in a [0,2] x [0,2] window, the graph of y = \/x and secant lines
through pairs of points consisting of (0,0) and each of (1,1), (.5,v/.5), (.25,.5), (.1,+/.1),

and (.01,.1). What is happening to the slopes of these secant lines as the second point
becomes closer to (0,0)?
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. Use secgrph() to plot, in a [0,7/2] x [0,1.5] window, the graph of y = sinz and the

secant line through (7/4,v/2/2) and (.71,sin(.71)). Then use tangrph() to plot, in the
same window, the graph of y = sinz and the tangent line at (7/4,+/2/2). Is there any
discernible difference between the two pictures?

. Use derlist() to find the third derivative of f(x) = sina?.

. Use derlist() to find the first ten derivatives of f(x) = sin?z. Then evaluate the list at

x = 0. What pattern is apparent in the numbers?

. Use derlist() to find the first ten derivatives of f(x) = (1 — 2)~!. Then evaluate the list

at x = 0. What pattern is apparent in the numbers?

. Read the descriptions of Graph, DrawSlp, LineTan, and augment in Appendix A of your

TI1-89/92 Guidebook.



Applications of the Derivative

In this chapter we will explore some of the many applications of the derivative, with the
help of the TI1-89/92 and in conjunction with much of the material in Chapters 3 and 4 of
Stewart’s Calculus. We have seen that the derivative of f is a function whose value at z = a
gives the slope of the graph of f at the point (a, f(a)). This geometric idea has numerous
variations and lends itself to many applications.

4.1 Velocity, acceleration, and rectilinear motion

Let t be a variable representing time elapsed since some reference time ¢t = 0, and imagine a
particle moving along a straight-line path in some way. Our interest here is in the function

s(t) that gives the position at time ¢ of the moving particle.
Average velocity over a time interval a < t < b is defined to be the change in position

divided by the change in time:
s(b) — s(a)
b—a
Notice that v,y is simply the slope of the secant line through (a, s(a)) and (b, s(b)).

’Uav =

e EXxAMPLE 1. Consider a particle moving along a straight line with position

s(t)=(t—2)3+t+8 for 0 <t <4,
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Let’s plot secant lines for the time intervals 0 < ¢ < 1 and 0 < ¢ < 4. The slopes of these
secant lines are the average velocities of the particle over the respective time intervals.
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Instantaneous velocity (or simply velocity) at a time ¢ is defined to be the limit of the
average velocities over intervals [t, t+h] as h — 0. Thus velocity is the derivative of position:

. s(t+h)—s(t)
t) =s'(t) = lim ——————~,
v(t) = s'(t) = lim o
We also say that velocity is the (instantaneous) rate of change in position.

e EXAMPLE 2. Let’s plot s(t) = (¢t — 2)3 + ¢ + 8 along with v(t) = s/(¢). We'll do this by
entering yl= (x-2)"3 + x + 8 and y2=d(y1(x)) in the Y= Editor.
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Notice that in this example, s'(t) is always positive, which reflects the fact that the position
of the particle is strictly increasing; i.e., the particle is always moving forward.

Just as velocity is the rate of change in position, acceleration is the rate of change in
velocity. Thus acceleration is the second derivative of position:

a(t) =v'(t) = s"(t).

e EXAMPLE 3. Again consider the position function s(t) = (t —2)3+¢t+8, 0 <t < 4.In
the Y= Editor, we’ll add y3=d(y1(x).x,2) (or y3=d(y2(x),x)) to the list of functions to plot.

1 Faw B B I B 1 Fzw Fz [£] For FE* ?
- E Foom|E-dii] - =i L. T - E Zoom|Trace |ReGraph|Math|Oraw) -
aFLOTS 4 = x”i”fg-
491=(>é—2j +x+ 8 igé)f;liﬂ

=t umin=-10.
G dxtgl(x)j arax=20,
s u=cl=1.
-’93=—2(gl(x)j res=2,
4 dx

ot
3 O =dul (), %, 23
JL1AIN EADAUTD EUHC LIAIH EADAUTD EUHC

Notice that velocity is decreasing wherever acceleration is negative, and velocity is increasing
wherever acceleration is positive.

Simulating motion. There is an interesting way of simulating simple rectilinear motion
such as this on the T1-89/92. It involves creating a parametric plot. By graphing xtl= s(t)
and ytl=1, we cause a horizontal line to be drawn in such a way that the position of the
end of the line is at x1(t). By graphing xt1=1 and ytl= s(¢), we cause a vertical line to be
drawn in such a way that the position of the end of the line is at y1(t). Also, setting either
Leading Cursor to ON in Graph Formats (F1-9) or setting the Graph Style to Path (press F6-6
in the Y= Editor) provides an image of the moving object itself.

A summary of this procedure for simulating motion is as follows:

1) While in FUNCTION Graph MODE, define the position function as y1(x) in the Y=
Editor. Plot the position, velocity, and/or acceleration if desired.

2) Change the Graph MODE to PARAMETRIC.

3) Set Leading Cursor to ON in Graph Formats (F1-9), or Graph Style to Path in the Y=
Editor.

4) For a horizontal path, set xt1=y1(t) and yt1=1 in the Y= Editor. For a vertical path,
set xt1=1 and ytl=yl(t).

5) Press ¢ WINDOW and enter appropriate window variables.
For a horizontal path,
e set ymin=0 and ymax=2;
e adjust xmin and xmax so that the path stays in the window;
For a vertical path,
e set xmin=0 and xmax=2;
e adjust ymin and ymax so that the path stays in the window;
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Set tstep=.05. (Later adjust tstep to speed or slow the motion.)
6) Press © GRAPH.

e EXAMPLE 4. Let’s first try this out on the last example where s(t) = (t — 2)3 4+t + 8,
which we already have entered as y1.
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e EXAMPLE 5. Another nice example is provided by the position function
s(t) = sinwt.

First we’ll plot the position and the velocity over the interval 0 < ¢t < 4.
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Then we’ll switch the Graph MODE to PARAMETRIC, set appropriate window variables, and
simulate the motion in the Graph screen.
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This is an example of simple harmonic motion.

Note that even though we have so far chosen to illustrate this procedure “horizontally,”
many interesting examples of rectilinear motion involve vertical motion, where s(¢) (or y(t))
represents height. Such examples are best simulated vertically. See Exercises 4—6.

Exercises

For each position function, plot the position, velocity and acceleration on the indicated
interval. Then simulate the motion (horizontally) in the manner described above. (Remark:
Plots of velocity and acceleration are done more quickly if the derivatives are computed on
the home screen and then stored as functions.)

t—3

2. s(t) =e ?sinwt, 0<t<6
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3. s(t) = sin(nt) cos(bnt), 0 <t <2
Provided we ignore air resistance, the height (in feet) of a free-falling object, under the
influence of gravity, is described approximately by

h(t) = —16t* + vot + ho,

where vy is the velocity at time ¢ = 0 (or initial velocity), and hg is the height at time
t = 0 (or initial height). For each of the following combinations of initial velocity and initial
height,

a) plot the height and velocity for 0 < ¢ < T, where T is the positive time at which the
height becomes 0;

b) find the maximum height that the object attains;

¢) simulate the motion vertically in the manner described above.

4. vy =100 ft/sec, ho =0
5. vy = 64 ft/sec, hg = 25 feet
6. vo = 0 ft/sec, hg = 100 feet

4.2 Implicit differentiation and related rates

Suppose that we are interested in studying the graph of an equation such as
23— 2+ y% =1,

which perhaps defines neither variable as a function of the other. For this particular example,
it is not difficult to piece together the graph by plotting each of

y=+vV1+4+2z— 3.
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In general, however, it may not be possible to solve for either variable explicitly. But finding

either of the derivatives % or Z—'Z is typically not difficult. We can find either of these

derivatives, directly from the equation, by implicit differentiation. The process is this for
finding Z—i{
1) Find the derivative of each side of the equation with respect to z.

2) Solve the resulting equation for % in terms of x and y.
In our current example, step 1 results in the equation
d
322 — 2+ 242 — o,
dx

which is easily solved for %, producing

@_ 2 — 3a2
der 2y
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Note that we can now easily see, for example, that % = 0 at each point on the graph where
x = £4/2/3, and that % is undefined at each point on the graph where y = 0 (resulting,
for this example, in vertical tangent lines).

Now let’s walk through this procedure on the TI1-89/92. First we’ll enter the equation
and store it in the variable “eqn.” Notice that we define the equation in terms of y(x) rather
than y. Then the d() operator does the implicit differentiation for us.
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Now, before we can solve for g—;’, we have to substitute some symbol for it using the “with”

operator ( | ). Then we can use the solve() command to solve for that symbol.
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Related rates. When two or more quantities that are themselves functions of time are
related through some equation, a relationship among the rates of change in those quantities

can be obtained by implicit differentiation with respect to ¢. .

e EXAMPLE 1. A particle is moving along the curve 2
P rr—y—y=8

in such a way that the x-coordinate of the particle’s posi- * ! ! 2 : ¢
tion is changing at a constant rate ((11—: = 1. How fast is the ,.J

y-coordinate of the particle’s position changing when the _— 7|
particle is at the point (2,1)? 3

To solve this problem, we first enter the equation of the path, using x(t) and y(¢) to indicate
that = and y are to be treated as functions of ¢t. Then we’ll differentiate implicitly with

. . d
respect to ¢, substituting the symbol “ry” for .
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[rd d
m—(path) | ity =ry
e ()T + = ()T - wih) = 8.+ path e 2' e )
(e + Xt = (a3 - oty = (3 txeen?+ 1) e - ro (3 ucen®+
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Next we solve for ry, substituting the rate ‘fi—f = 1. The final step then is to substitute in the
coordinates z(t) = 2 and y(¢t) = 1.
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Thus our final answer is that d“ = 13 when the particle’s position is (2, 1).

Formulas from geometry (as well as physics, chemistry, and many other areas) often
describe the relationship between two or more quantities that may be changing with time.

e EXAMPLE 2. One tenth of one cubic inch of oil is dropped gently onto the surface of a pan
of water, quickly spreading out in all directions and taking on an approximately cylindrical
shape. The radius of the oil is observed to be increasing at a rate of 1/2 inch per second at
the instant when the radius is 5 inches. Find the rate of change in the thickness of the oil
at that instant.

The relationship between radius r and thickness y is given by the formula for the volume of
a cylinder:

mr(t)?y(t) = 1.
So we’ll first enter this equation and differentiate with respect to t. Because of the volume
formula, we will then substitute 1/(7r(¢)?) for y(t).
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Now, finally, we’ll solve for ry = dt , and then substitute in () = 5 and £ = 1/2 to produce
the final result.
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Thus the thickness is decreasing at 1/(1257) & .0025 inches per second at the instant when
T =0.

Exercises

1. For each of the following equations, find the slope of the tangent line to the graph at the
indicated point.

a) zy?—ya®=2at (0,2)
b)  2sin (mycos(rz)) 4+ 3zy =2 at (1/3, 1)
¢) axsinmy —ycoswx =0 at (1/4, 1/4)
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2. A particle is moving along the parabola y = z2 in such a way that the z-coordinate of
the particle’s position changes at a constant rate (;—‘f = 2. Find the rate of change in the
y-coordinate of the particle’s position at the instant when the position of the particle is:

3. A particle is moving along the top half of the circle 2 + y? = 1 in such a way that the
z-coordinate of the particle’s position changes at a constant rate ‘fl—f = 1. Find the rate

of change in the y-coordinate of the particle’s position at the instant when the position
of the particle is:

a)  (-v2/2,v2/2) b) (0,1) ) (v3/2,1/2)
4. For each of the following equations, differentiate implicitly and then solve for the indi-
cated rate. The symbol “k” is always a constant.

) VO =t T

b)  A(t) =2mr(t)(r(t) + h(t)), %

O V)= FrPh), G
sind(t) . do

d) sin ¢(t) =k dt

9 sV =10, T

4.3 Linear and quadratic approximation
Note: This section is closely related to the Laboratory Project: Taylor Polynomials that
follows Section 3.10 in Stewart’s Calculus.
Consider the following problem.

Given a differentiable function f and a number a in its domain, find the linear function
A, that best approximates f near a in the sense that

Aa(@) = f(a) and X (a) = f'(a).
In other words, we're looking for the linear function whose graph passes through (a, f(a))

with the same slope as the tangent line to the graph of f there. Since A, is linear, we can
assume that A,(z) = max + b, and so our requirements on A, become

ma+b= f(a) and m= f'(a).

Now we solve for m and a to get m = f’(a) and b = f(a) — af’(a). This gives us, after a
little rearranging, the linearization of f at z = a:

Aa(x) = f(a) + f'(a)(z — a).
Of course, this is nothing more than the function whose graph is the tangent line to the
graph of f at (a, f(a)).
e EXAMPLE 1. Let’s find the linearization of f(z) = 2% at z = 3/4.
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To get an idea of the range of values of x for which \3,4() gives a good approximation to
f(z), let’s plot both graphs on the interval [.5, 1] and make a table of values for = near 3/4.
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So we see that Ag4(x) gives at least one-place accuracy, roughly, when
|z — 3/4] < 0.125 and at least two-place accuracy when |z — 3/4] < 0.05. It should not
be difficult to convince yourself that how well A\, (z) approximates f(x) near z = a depends
very much upon the shape of the graph of f near (a, f(a)).

Quadratic approximation. Our approach here will parallel our approach to the linear
approximation. Consider the following problem.

Given a differentiable function f and a number a in its domain, find the quadratic
function q, that best approximates f near a in the sense that

da(a) = f(a), go(a) = f'(a) and g;(a) = f"(a).
To make the derivation proceed more smoothly, we’ll look for g,(z) in the form g¢,(x) =
co + c1(z — a) + ca(x — a)?. Because of this, we have

qa(a) =co, q,(a) =c1, and ¢ (a) = 2cs.

As a result, the coefficients we want are ¢o = f(a), ¢c1 = f/(a), and co = f"(a)/2, and so we
arrive at

ale) = f(a) + f'(@)(x — ) + 5 £ (@)(w — a)?

Notice that because of the form in which we chose to write this, the first two terms are
precisely the linear approximation A, (x).

e EXAMPLE 2. Let’s find the quadratic approximation of f(z) = cosz at a = 0.

via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE S=Z...
m cosix) # Fx) Done T =al - f
eos s 7 (2 +[FHF0a) [ = a] (- @)
d e
li‘(a)+[a(i‘(x))|x=a]-[x—a) i [h[f‘(x))|x=a]-(x—a)2 2
=%

2 =1+ + 1
[d—ztf‘(x)j|x=a -(x—ajz 2 2 z
=1+ 5 %+1 " ; +1 a0 Dot

1+CdCFCxd, %, 2D I x=ad*(x—ad*2/2 ans (1> rgxd
(L6 LAl HUTH [T LT [GFT] LAl HUTH EUNC Si30

Now we’ll graph this quadratic approximation together with cosz. Then we’ll zoom in a bit
closer and look at the graphs on the interval [—1.5, 1.5] along with the linear approximation
(F5-A) at the same point for comparison.
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So we see that the quadratic approximation does a reasonably good job of approximating
cos x over a fairly wide range of values of x and is far superior to the linear approximation.

Exercises

1. a) Find the linear approximation to f(z) = &z at x = 8. Then use it to approximate
/9. Compare the approximation with the correct value.

b) Find the quadratic approximation to f(z) = ¥z at x = 8. Then use it to approximate
/9. Compare the approximation with the correct value.

For each function in Exercises 2-5, graph the function along with both its linear and
quadratic approximations at the specified point.

2. fle)=e"atz=0

1
3. f(x)zl_matx:O

4. f(x) =cosz at x =7/6

5. f(z)=zx%atz=1

6. Find the equation of the parabola that best approximates the circle 22 + y? = R? at the
point (0, —R).

7. Use the quadratic approximation to cosx at x = 0 to derive an approximate formula for
the solution of cosx = kx. (Hint: The quadratic formula is your friend. ) For what
values of k does the formula give a reasonably accurate result? Base your answer on the
graphs of y = cosx and y = k x.

8. By analogy with the derivation of the quadratic approximation, derive the cubic approx-
imation to a function f about z = a. Then find the cubic approximation to f(z) = sinx
at x = 0.

4.4 Newton’'s Method

This section is about solving equations, or equivalently, finding zeros of functions. Any
equation in one variable can be written in the form

f(z) =0.
For example, the equation 22 = 5 is equivalent to f(z) = 0 where f(z) = 22 — 5.
It it not at all uncommon to encounter an equation whose solution(s) simply cannot be

expressed in any exact form and so must be approximated numerically. A simple example
of such an equation is

{I?2 = COSTX.

To view this as a problem of finding the zeros of a function, let f(z) = 2? — cos 2. From
the graph of this function, we see that there are two solutions, each of which is the negative
of the other. So let’s concentrate on finding the positive solution, which clearly lies in the
interval [0, 1].
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The idea behind Newton’s Method is that an approximation xq to the solution of f(x) = 0
can be improved by solving the linearized problem

f(zo) + f'(wo)(x —20) =0

for a new approximation x;. This amounts to finding the point x; where the tangent line
to the graph of f at (xg, f(xo)) crosses the z-axis.

So suppose in our current example that we take x¢g = .25 as a first approximation to
the solution of 22 — cosmx = 0. Let’s graph the tangent line at (.25, f(.25)). Note that the
z-intercept of this tangent line, which is approximately .49, is much closer to the solution
than was x. If we were to repeat this process, using the tangent line at (.49, f(.49)), we
would get still closer to the solution in a rather dramatic fashion.
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Newton’s Method is an iterative procedure that (sometimes) generates successively im-
proved approximations to a solution of f(z) = 0. From a current approximation zj we solve
the linearized problem

flak) + f'(wp)(x —xx) =0

to obtain a new approximation xg11. So the formula for xg,q is

f(xr)
f'(xr)

An easy way to carry out this iterative calculation is to define a function newt(x), based
the right side of this formula. Then once f(x) is defined, we can successive apply newt(),
after beginning with some initial approximation xg, by repeatedly entering newt(ans(1)).

Tkl = Tk —
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(For the display above, we have changed the setting of the Display Digits MODE to FLOAT
12.) Notice how rapidly the successive approximations converge to the exact value of the
solution. Notice in particular that after only three steps the approximation was already
correct to six decimal places, and the fourth step then resulted in 12-place accuracy!
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We should point out that the TI1-89/92’s nSolve() function uses (a modified) Newton’s
Method combined with a search strategy for finding a suitable initial approximation.

Exercises

In Exercises 1-5, plot the given function and determine crude initial approximations to each
of the zeros of the function. Then apply Newton’s Method to find each zero, accurate to at
least eight decimal places.

1. fx)=a3-22-22+1 4. f(z) =2.95cosx —x
2. f(z)=22° 523 +22% +3z -1 5 f(z)=tan 'z — 22
3. flz)=a2e"/2 -1

Exercises 6 and 7 demonstrate how Newton’s Method may perform poorly or fail to find a
solution at all in certain circumstances.

6. The only positive zero of f(x) = 23 — 322 + 4 is x = 2. Try to find this by Newton’s
Method, starting with an initial approximation xy = 2.1. Then graph the function. To

what property of the function might we attribute the behavior of Newton’s Method on
this problem?

7. The function f(x) = tanx — z has a zero in the interval 29 < < 30. Try to find it with
Newton’s Method, beginning with an initial approximation of:
a) xg = 29.75 b) xg = 29.85 ¢) xo = 29.80

4.5 Optimization

One of the most important applications of calculus is optimization. Optimization is about
finding maximum and minimum values (i.e., mazima and minima) of functions. Maxima
and minima collectively are referred to as extreme values, or extrema. In this section we will

look at some general issues related to finding extrema of functions. The next section will be
devoted to applied problems.

Local extrema. A function can have numerous local maxima and local minima. For
example, consider the function

f(z) = 2° —42* — 2% + 1622 — 122.

The graph of this function indicates two local minima and two local maxima. The values of
x where these extrema occur can be located by finding the critical points of the function,
which, in this case, are just the zeros of the derivative,

f'(x) = 5zt — 162 — 322 + 32z — 12.
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So let’s plot f and f’ together and then find the zeros of f’ and the value of f at each of
those zeros. We’ll find the zeros of f’ by using the Zero command from the Graph screen
Math menu (F5-2) and the values of f at those points by using either the Minimum (F5-3)
or Maximum (F5-4) command from the same menu. Each of these commands requires us to
choose between the two functions (with [{}] or [{}]) and to input lower and upper bounds on
the value of & we’re interested in.
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For the remainder of this investigation, we’ll concentrate on the portion of the graphs where
x> 0.

70
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It is left to you to complete this investigation by finding the two remaining extrema.

We must be careful at this point to emphasize the fact that although local extrema often
occur at critical points where f/(z) = 0, such a critical point may just as well produce no
local extremum at all. A nearly trivial example is f(z) = 3. The derivative, f'(x) = 322,
is zero at = 0; yet neither a local maximum nor local minimum occurs there.

Other kinds of critical points. In addition to the zeros of f, values of z (in the domain
of f) where f’(z) does not exist are also critical points of f. A nice example is provided by

Fl@) = (ja] —2)"°.

The derivative of this function is undefined at x = 0, £2 and nowhere zero. (The function
sign(x) seen below is the derivative of |x|; it is —1 when = < 0, 1 when = > 0, and undefined
at x =0.)
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At x = £2 the derivative does not exist because the tangent line to the graph is vertical,
at z = 0 the derivative does not exist because the slope changes instantaneously from —1
to 1, causing a corner-point in the graph. Notice that the function has a local (and global)
minimum at x = 0, while neither x = —2 nor x = 2 produce any kind of extremum. If we ask
the TI-89/92 to locate the minimum (F5-3), it takes several seconds to do the computation,
because it cannot find the critical point by solving f’(x) = 0 and so must resort to a more
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basic and time-consuming search for the minimum. Notice also that graphing the derivative
reveals vertical asymptotes at © = £2 and a discontinuity at x = 0.
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Absolute extrema on closed intervals. One of the most important theorems in
calculus states that any continuous function on a closed, bounded interval attains both an
absolute minimum and an absolute maximum value on that interval. Moreover, each of these
absolute extrema either is a local extremum in the interior of the interval or else occurs at
one of the endpoints of the interval. For a simple example, consider

f(z) = 2* —x on the closed interval [~1, 3/2].

Let’s graph the function on this interval and then use the Minimum and Maximum commands
from the Math menu (F5-3 and F5-4) to find the extreme values, each time entering —1 and
1.5 as the lower bound and upper bound, respectively.

Few

Fz

1 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f

Faw |F7

1 FEw | FB 4 FE*
- E Zoon|Trace |ReGraph[Math|Draw| -

Mirimy

Ju]
®Ci.OrraD

W

uci ~. 3849

16

EA[ HUTD EUKC

a1 mum
xcil.S

ucil. 875

16

EA[ HUTD EUKC

Thus, the minimum value occurs at a critical point in the interior of the interval, while the
maximum occurs at an endpoint.

Exercises

For the functio

a) find all critical points of the function;

ns in Exercises 14,

b) find each local extremum and the value of x at which it occurs.

1

2. fl=)

3. flx)= ade
4. fx) =1

In Exercises 5-8, find the (absolute) maximum and minimum values of the function on the
specified closed interval.

5. f(zr)=In
6. f(x)=
T fa) =
8. flx) =

x on [1, 3]

|32% — 222| on [0, 1]
xz(z —1)(x — 2) on [0, 2]

>~% sin 3z on [0, 5]
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4.6 Applied optimization problems

Optimization is such an important topic because of its applications. Many applications come
from business and manufacturing.

e EXAMPLE 1. An aquarium is to be constructed to hold 20 cubic feet of water. The two
ends of the aquarium are to be square, and the aquarium has no top. The glass used for the
four sides costs $.50 per square foot, while cheaper glass used for the bottom costs $.35 per
square foot. Glue and rubber caulking to fasten and seal the joints between pieces of glass
costs $.10 per foot. Finally, framing around the bottom and top perimeters costs $.05 per
foot. Find the dimensions of the aquarium that minimize the total material cost.

Let x and y be the dimensions indicated in the figure. We will first express the total material
cost in terms of x and y. The cost of the glass for the sides and bottom will be .50(2z% +
2xy) + .35xy. The cost of the glue and caulking for the joints will be .10(6x + 2y). The cost
of the framing will be .05 (2(296 + 2y)) Putting all this together gives us the total cost:

C = .50(22% + 2z7) + .35zy + .10(6x + 2y) + .05(2(2x + 2y))
= 2? 4+ 1.35zy + .8z + 4y.
Now, because the volume is to be 20 cubic feet, we have z?y = 20, and so
y = 20/z%
Substitution of this into the cost function gives the cost as a function of x alone:
C(z) = 2 + 1.352 (20/2%) + .8z + .4 (20/2?)
2t + 823 + 272 + 8

x2
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Let’s now plot the derivative of the cost and find the critical point that minimizes the cost.
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So we conclude finally that the cost is minimized if the base of the aquarium is x = 2.434
feet by y = 20/2.4342 = 3.376 feet.

We conclude this section with a classical geometric problem that is posed in such a
way that we cannot use a completely graphical approach, as was possible in the previous
example. The problem is stated as follows.

e EXAMPLE 2. Find the dimensions of the smallest right circular cone that can contain a
sphere of radius p.

The objective here is to minimize the cone’s volume:

V= %rzh,

where r and h are the radius and height of the cone, respectively. However, we must first
express this volume in terms of one variable. Examining the cross-section in the figure, we
can use the principle of similar triangles to obtain a relationship between r and &, namely,

h—p Vh2412
p
which, after we square both sides, becomes
(h —p)? B h? 42
pz - 2

The plan now is to solve this equation for r2 and substitute the resulting expression into
the volume formula to obtain the volume as a function of h.

r
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The result is

7Th2/)2
3(h—2p)
Note that this form of V' (h) makes clear algebraically the fact that the only interesting
values of h for this problem are h > 2p. (This is also obvious from the geometry of the
problem.) Now to find the value of A that minimizes V' (h), we compute the derivative of V'
and find its zeros.

V(h) =
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Thus the only critical point of interest is h = 4p. Moreover, closer inspection of V’(h)
reveals that V/(h) < 0 when 2p < h < 4p and V'(h) > 0 when h > 4p. Therefore, V' (h) has
a minimum value at h = 4p. The corresponding value of r is v/2 p.

To graphically visualize what we’ve done, let’s plot V(h) and V’(h) with p = 1. The
minimum cone volume will occur when h = 4.
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Exercises

1. Rework the aquarium problem ignoring all but the cost of the glass.

2. Rework the aquarium problem given that framing around the bottom and top perimeters
costs $.50 per foot.

3. Find the dimensions of the largest right circular cone that can be contained in a sphere
of radius p.

4. Find the dimensions of the largest right circular cylinder that can be contained in a
sphere of radius p.

5. Find the area of the largest rectangle (with sides parallel to the coordinate axes) that
can be contained in the region in the plane bounded by the graphs of y = 0, y = 22, and
=1

6. Find the area of the largest triangle (with two sides parallel to the coordinate axes) that
can be contained in the region in the plane bounded by the graphs of y = 0, y = 22, and
=1

7. Find the point on the graph of y = 1/2%, x > 0, that is closest to the origin.

8. Find the minimum surface area of a closed cylindrical can with a volume of 30 cubic
inches.

9. Find the maximum volume of a closed cylindrical can with a surface area of 100 square
inches.

4.7 Programming notes

No one’s life can be complete without writing a program that implements Newton’s Method.
The following is such a program for the T1-89/92.
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: newt(f, xvar, x0, tol)
: Prgm: Local df, xi, xnew, err, dgts: CirlO:
: getMode(" display digits”) —dgts
: setMode( “display digits”, “fix 12")
: d(fxvar) —df : x0 —xnew: 2*tol —err
: Disp “{ xi f(xi) }”
: While err>tol
xnew —Xi
Disp {xi, f|xvar=xi}
xvar—f/df | xvar=xi —xnew
If xnew#0 Then : abs((xi-xnew)/xnew) —err
Else : abs((xi—xnew)/tol) —err
: Endif
: EndWhile
: Disp {xnew, f|xvar=xnew}
: setMode( “display digits” ,dgts)
: EndPrgm

This program takes arguments f, zvar, 0 and tol, in which f is an expression in the variable
zvar, 0 is an initial guess at the solution of f = 0, and tol is the desired “tolerance” for the
resulting approximation. (The program stops when an estimate of the relative error becomes
less than tol.) The program is also designed to display, in tabular form, each iterate together
with the corresponding value of the function f.

e EXAMPLE 1. Use Newton’s Method to find the positive solution of

x2 = COST

with a relative error of no more than 1078, Use an initial guess of xg = 1, and display each
iterate and the corresponding function value.
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It is important to note that this program does its computations symbolically or in exact
rational arithmetic unless either z0 is an “approximate” real number or the Exact/Approx
MODE is set to APPROXIMATE. The simplest way to ensure that the program uses approximate
real arithmetic is to enter 20 with a decimal point (as in Example 1 above).

e EXAMPLE 2. Use Newton’s Method to approximate /2, with a relative error of no more
than 1078, Use exact rational arithmetic with initial guess xo = 5/4, and display each iterate
and the corresponding function value.
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Exercises

1. Compute 7 by applying newt() to the function f(z) = tan(.25z) — 1 with initial guess
zo = 3 and tolerance tol = 1078.

2. Compute /3 by applying newt() to the function f(x) = 2> — 3 with initial guess zo = 2
and tolerance tol = 1078, Do this once using exact rational arithmetic and then again
using approximate real arithmetic.

3. Graph the function f(z) = sin(z?) — sin® z on the interval 0 < z < 7, and use Trace to

find rough initial guesses for each of the zeros of f in this interval. Then use newt() to
find each of the zeros.

4. The equation 3 4+ Inz = y/x has two solutions. Use the sgnchng() function from Section
2.5 to bracket the least of the solutions between multiples of .01 and the greater of the
solutions between consecutive integers. Then use newt(), with appropriate initial guesses,
to find the two solutions.

5. The reciprocal of m can be computed by applying Newton’s Method to the function
f(x) = 1/z—m. Experimentally find estimates for the endpoints of the interval containing
precisely those initial guesses zy for which the Newton iteration converges. Explain your
findings with the help of a graph of the function. Can you find both endpoints exactly?

6. Programming challenge. Create a program, grphnewt(f, zvar, x0, tol), that will graph-
ically depict Newton’s Method and report the solution as in the following picture.
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5 Integration

The fundamental theme underlying all of calculus is calculation of the limit of successively
improved approximations. This idea, applied to the problem of finding the slope of a curve,
leads to the definition of the derivative. The same idea, when applied to the problem of
finding the area under a curve, leads to the definition of the definite integral. In this chapter,
we will use the T1-89/92 to explore many of the basic concepts surrounding integration, which
are more thoroughly developed in Section 4.10 and Chapter 5 of Stewart’s Calculus.

5.1 Antiderivatives

Given a function f(z), any function F(x) such that F'(x) = f(x) is called an antiderivative of
f-If F(x) is an antiderivative of f, then so is F'(x)+C for any constant C, since the derivative
of any constant function is zero. In fact, given any antiderivative F'(z), every antiderivative
must have the form F(z) + C for some constant C. The family of all antiderivatives of f is
called the indefinite integral of f, denoted by

/f(x)dx

So given any antiderivative F'(z) of f, we can describe the indefinite integral by writing

[ Ha@do = Fla)+ C.

For example, since we know that the derivative of 22 is 322 and that the derivative of sin x
is cosz, we have

/33:2da::a:3—|—0 and /cosxdx:sina:—i-C.

The T1-89/92 has the ability to antidifferentiate many types of functions. This is done
with the [() operator ([2nd]-7), also found in the Home screen Calc menu (F3-2). To compute
the indefinite integral of a function f(z), we would enter [(f(x),x,c), as seen in the following

examples.
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If the third argument is omitted, the [() operator returns a representative antiderivative
with C' = 0, which suffices in many situations that call for antidifferentiation.

By definition, the derivative of any antiderivative of f is f. This can be illustrated by
applying the derivative operator d() to the result of the [() operator.

1 Fzr T g T Fiyr FE FE 1 Fzr T g T Fiyr FE FE
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3. 3 d Tl

d | #7-lnixd % | 3 3w
-H[#—T*'C] Xz'lh(X - dx[ln[lx +1|]+c’] x3+1
dlans<ld, x> dCansC1), x>
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Also, any function f is an antiderivative of its derivative; that is,
/f’(a:)da: — f@) +C.

This can be illustrated by applying the [() operator to the result of the derivative operator
d().
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Not every function can be antidifferentiated in this way. For example, let’s try to find
antiderivatives for sinz? and (1 4 2%)~1/2,

1 F& Faw [ Fyw FE F&
- E ngeEr‘a Calc Dther‘TPr‘ngDTClear‘ a=z..

lfsin(xzjdx Isin(xz]d

o [ — s —1 la
Jl + P

I €1 TC1+%™3) %D

IL1G1H BAl GUTO EAE_Zrew

The difficulty here is not that these functions do not have antiderivatives, but that their
antiderivatives cannot be expressed in terms of other elementary functions. Soon we will
discuss a way of expressing antiderivatives of such functions.

Exercises

In Exercises 1-5, find the indefinite integral by hand, using basic antidifferentiation rules
from Section 4.10 in Stewart’s Calculus. Then check your work by having the T1-89/92 do
the computation.

L. /(x3 — 6 + 3) da
/5\/5dx
/ Az

Tx?
4. /(cosx —sinz) dz
5. /(x +e%)dx

In Exercises 6-10, use the T1-89/92 to compute the indefinite integral. Then check the result
by computing its derivative.

6. /x\/a:—i-ldx

7. /x—’_gdx
r+1

o

©w
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dx
8 /9—!—43:2

9. /e_'r cos 2z dx

10. /sin3 rdr

In Exercises 11 and 12, find and graph the function f that satisfies the given conditions.
1. f'(x) =22 — 4, f(1) =2
12. fl(x)=ze ™, f(0)=3

5.2 Limits of sums and the area under a curve

In this section we will apply the basic idea of calculus—calculation of the limit of succes-
sively improved approximations—to the problem of finding the area under the graph of a
nonnegative function. So consider the problem of finding the area of the region in the plane
bounded by the graph of y = 22, the z-axis, and the line x = 1. Let’s first get a picture of
this region by graphing y = 22 and then shading the region under the graph between x = 0
and x = 1.

1 Fix | F2 4 FE™ IF7 1 Fix | F2 4 FEx [ Faw |F7
- E Zoon|Trace [ReGraph Dtzw|~ - E Zoom[Trace [Rebraph [Math|De-aw|- f
Ualue
Zero
Mirnimuem
Maximum
Intersection
Derivativesk
Sl
Intlection
Distance
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One approach to approximating this area is to approximate the region with a collection
of adjacent, non-overlapping rectangles, each of which has its height given by some value of
the function f(z) = 2.

If we decide to approximate the region with rectangles whose top-left corners touch the
curve, then the resulting area approximation amounts to finding the area of a region such as
the one shaded below, which shows ten such rectangles, each with width Az = 0.1. (Notice
the use of the floor() function to graph the “step function” in the picture. See Section 2.1
for more on this.)

e N O e e

~ul=x
«gg=g1[

Floor(lﬂ-x)]
ia

[FRE BAL BUTD EUNE |

The heights of these rectangles are, respectively,
0%, .12, .22, 3%, 4% ... .97

or, ((z —-1)- 0.1)2 for ¢ = 1,2,...,10. Thus the areas of the rectangles are, respectively,
((i—1)- 0.1)2(0.1) fori=1,2,...,10, and so the sum of their areas is
10

S (i - 1)-0.1)*(0.1) = 0.285.

i=1
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Such an approximation to the area is called a left-endpoint approximation. For this particular
function, a left-endpoint approximation provides an approximation by inscribed rectangles,
which is guaranteed to give an under-estimate of the true area under the curve.

[FT 'l’ F& T F3 'l’ Fiy FE F&
- E ngeEr‘a Cafc Dt.h;r‘TPr‘ngDTCIear‘ a-Z...

-ilzi[[(i—1j-.1]2-.1]

. 283
E((li-1o%. 1) 9%.1.1 1,100
[L1IH KAl AUTD FUHGC Ji50

Choosing to have the top-right corner of each rectangle touch the curve results in a
right-endpoint approximation. The heights of these rectangles are, respectively,

A2, .22 3% 4% 12
or, (i-0.1)2 fori =1,2,...,10. Thus the areas of the rectangles are, respectively, (i-0.1)2(0.1)
fori=1,2,...,10, and so the sum of their areas is

10 )

> (i-0.1)7(0.1) = 0.385.

i=1
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Floor(1 =)+ 1 ]
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For this particular function, a right-endpoint approximation provides an approximation by
circumscribed rectangles, which is guaranteed to give an over-estimate of the true area under
the curve.

.
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An approximation using ten rectangles that is better than either of those above can be
had by letting the midpoint of the top of each rectangle touch the curve. The areas of these
rectangles are, respectively, ((z —.5)- 0.1)2(0.1) fori=1,2,...,10, and so the sum of their
areas is

10
> ((i—5)-0.1)*(0.1) = 0.3325.
i=1
Such an approximation to the area is called a midpoint approximation.
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It should be quite obvious that each of the above approximations can be improved by
simply using more rectangles. In fact, the exact area can be obtained by taking the limit
of any of these types of approximations as the number of rectangles approaches infinity. So
let’s compute, for simplicity, the right-endpoint approximation with n rectangles, where n
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may be any positive integer. By analogy with what we saw above, this area is

n

S (i/n)*(1/n).

i=1
Let’s now compute a “closed form” of this sum in terms of n, then several values of the sum
for increasing values of n, and finally the limit as n — oo.
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So we have determined that the exact value of the area under the curve is %

In general, the area under the graph of a continuous, nonnegative function f(x) between
x = a and z = b can be found by computing

n—oo

lim Z fla+iAz)Az,
i=1

where Az = (b —a)/n.

For instance, the area under the graph of f(x) = sinx between x = 0 and x = 7 is

n .
. . T\ T
lim E sin| — | —.
n—oo n n
i=1

A closed form of this sum is not possible; nevertheless, we can estimate the limit numerically.
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The computations shown suggest that the area under the curve equals 2.

Exercises

In Exercises 1-3, graph the function and shade the area under the curve. Then, using ten
rectangles, compute right-endpoint, left-endpoint, and midpoint approximations to the area
under the curve.

1. f(z)=+x, 0<z<1
2. f(z)=¢€* -1<z<1

3. f(x)zsian, 0<z<m

In Exercises 4 and 5, graph the function and compute a closed form for the sum

fla+iAz)Ax,
1

i=
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where Az = (b — a)/n. Then compute the limit as n — oo to obtain the exact area under
the curve.

4. f(x)=1-2% -1<z<1

5. f(z)=22(2-2)% 0<z2<2

In Exercises 6 and 7, graph the function and compute the sum

n

Z fla+iAz)Ax,

i=1
where Az = (b — a)/n, for n = 10, 50, and 100. Then make an estimate of the exact area
under the curve and comment on its accuracy.

6. f(z)=1/z, 1<z <2

7. f(z)=sin(z?/7), 0<z<m

8. Jump ahead to Section 5.6, “Programming notes.” Enter the program “leftbox()” given
there and do Exercises 1-3 in that section.

5.3 The Definite Integral and the
Fundamental Theorem of Calculus

Given a continuous function f, defined on an interval [a,b], and the n 4+ 1 equally spaced
points

ro=a, xr1 =a+ Az, vo =a+2Ax, ..., x, = b,

where Ax = (b — a)/n, we define the definite integral of f from a to b by
b n
/ fl@)dz = lim Y f(a})Ax,

where, for each i, z} is any point chosen from the interval [z;_1, 2;]. This is well-defined
because it turns out that the defining limit has the same value regardless of how the x}’s
are chosen. Thus the definite integral can be computed as the limit of right-endpoint, left-
endpoint, or midpoint approximations.

The definite integral f; f(x)dz can be interpreted in terms of area. There are essentially
three cases to consider. These are described in the following three examples.

e EXAMPLE 1. If f(z) > 0 on [a, b], then the definite integral gives the area under the graph
of f between a and b. Consider
1
/ (2 — 2?)dx
0
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e EXAMPLE 2. If f(x) <0 on [a,b], then the definite integral gives the negative of the area
“above” the graph of f between a and b. Consider

/01(3;3 ~1)da
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e ExXAMPLE 3. If f(x) changes sign on [a, b], then the definite integral gives the “net area”
under the graph of f between a and b. By “net area” we mean the area above the z-axis
minus the area below. Consider
2
/ (2 — 1)dx -
0
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The Fundamental Theorem of Calculus. If F/(z) = f(z) for all z in the interval
[a, b], then

a

b b
/f(a:)da: = re)| = FO)-F).

This very powerful theorem allows us to calculate definite integrals very easily—when an
antiderivative is available—without using the basic limit-definition of the definite integral.

e EXAMPLE 4. In Section 2 of this chapter we conjectured, based on numerical evidence,
that fow sinz dxr = 2. An antiderivative of sinx is — cosx; so according to the Fundamental
Theorem of Calculus,

s

T
sinxdr = —cosx
0 0

= (—cosm) — (—cos0) = 2.
Thus our conjecture was correct.

e EXAMPLE 5. Let’s use the Fundamental Theorem of Calculus to compute

2
_ 2
/ z2e ™ du.
0

We will use the [() operator to find an antiderivative of 23e=.
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So we see that the value of the definite integral, and therefore the shaded area under the
curve, is ezactly (1 — 5e~%)/2, which is approzimately 0.454211.

The TI1-89/92’s [() operator can also be used to compute definite integrals directly. The
limits of integration are simply entered as third and fourth arguments: [(f(x),x,a,b). When
the Exact/Approx MODE is set to AUTO, [() returns an exact form (using an antiderivative and
the Fundamental Theorem of Calculus) whenever possible and a numerical approximation
when no antiderivative can be found.
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Another equally important part of the Fundamental Theorem of Calculus (indeed the
first part— see Chapter 5 of Stewart’s Calculus) states that any continuous function f on
an interval [a,b] has an antiderivative on that interval, given by

Plz) = /w F(t) dt.

This is especially important when f does not have an antiderivative that can be expressed
in terms of elementary functions.

e EXAMPLE 6. The function f(z) = sinz? has an antiderivative, namely,

F(z) = / sin 2 dt.
0

We can define this function on the T1-89/92, compute values, find its derivative, and even
graph it.
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Warning;: It takes quite some time for the T1-89/92 to plot this graph. This is not surprising,
since each evaluation of the function is done by a computationally intensive approximation
procedure. It does speed things up a bit, however, if the window variable xres is increased
to at least 4 or 5.

The function F(x) = fOT sint? dt in Example 6 is related to (in particular a multiple of)
the Fresnel function, or Fresnel Sine Integral.
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Finally, let’s look at a very nice item in the Math menu of the Graph screen. There
you'll find [f(x)dx (F5-7), a command that prompts you for lower and upper bounds and
then computes the definite integral of the graphed function between those bounds—and
simultaneously shades the region between the graph and the z-axis! The screens below show
this done for the function f(x) = sin(2?), plotted on the interval 0 < x < 4, and integrated
from z =0 to x = 3.
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Exercises

In Exercises 1-5, evaluate f: f(z)dx by first finding an antiderivative F'(x) and then evalu-

ating F(x)|z Check your answer by entering [ (f(x),x,a,b).
1 1 3
d d
/ x 2. / & 3. / rxe dx
0 QT‘F 1 1 1 + x2 0

1 1
4. /a:cosn’a:da: 5. / rsinwr dx

-1 1

In Exercises 6-10, compute the definite integral. Graph the function on the relevant interval
and then interpret the value of the integral as an area, the negative of an area, or a “net”

area.
1 2 27
6. / 2023 (x — 1) dx 7. / sinx dz 8. / sin? x da
0 0 0
1 1
9. / rsinmx dx 10. / 22 sinwx dx
-1 —1

For the functions in Exercises 11 and 12,
a) evaluate f(x) for x = —2, —1, 0, 1, and 2;
b) compute f'(x);

¢) graph f(x) together with f/'(z) for 0 < x < 2. (Set the window variable xres to 5.
Even with xres = 5, the plot will take a while.)

11.  f(x) = /Ow et 12. f(z) = /Oﬂﬂ | sin(37t)| dt

5.4 Approximate integration

Approximation procedures for definite integrals are of primary importance for at least two
reasons. First, as we saw in the preceding section, many functions do not have antideriva-
tives that can be expressed in terms of other elementary functions. Also, many important
integration problems arise in which the only thing known about the function to be integrated
is a set of values at discrete points.
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The Trapezoidal Rule. This procedure is motivated by the idea of using adjacent, non-
overlapping, trapezoids (rather than rectangles) to approximate the area under a curve. The
base of each trapezoid is on the z-axis, the sides are vertical, and each of the top corners
touch the graph of the function. Such a trapezoid has an area of (f(z;—1)+ f(z;)) 5, where
x;—1 and z; are the endpoints of the base and Ax = x; — x;_1 is the width of the base.
Summing the areas of n trapezoids produces the Trapezoidal Rule:

b Az n—1
f(@)dz ~ > <f(a)+2Zf(xi)+f(b)> )

where Az = (b —a)/n and z; = a + i Ax.
Let’s enter this formula as a function trap(n):
(b-a)/(2n)x(f(a)+2>_(f(a+ix(b—a)/n), i, 1, n—-1)+f(b)) —trap(n)
Then we’ll define f(z), a, and b. Here we use as an example the function f(z) = e
the interval [0, 2].

3
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Now we can compute and compare trapezoidal rule approximations for increasing numbers
of trapezoids. The shaded region in the graph indicates the area that is computed when
n = 4.
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These computations suggest that the value of the integral, to three decimal places, is 0.893.
Enter [(f(x),x,a,b) yourself and see how the trapezoidal approximations compare.

Simpson’s Rule. The geometric idea behind Simpson’s Rule is to approximate the graph
of f with a collection of connected parabolas, each of which is determined by three points on
the curve. Then the integral of f is approximated by the integral of the resulting piecewise-
quadratic approximation to f. All of this results in the formula

b
[ f@de = G(7@)+ 47) + 26w + 45 () +
+2f(n2) + 40w 1) + D))

where h = (b — a)/n and x; = a + ih. Note that n must an even number. Also note
that the alternating coefficients 4,2,4,2,... can be described by the formula 3 + (—1)""1,
1 =1,2,3,.... Let’s use this in entering the Simpson’s rule formula as a function simp(n):

3+(-1)"(i-1) —c(i)
(b-a)/(3n)x(f(a)+>_(c(i)*f(a+ix(b—a)/n), i, 1, n-1)+f(b)) —simp(n)
Then we’ll apply Simpson’s Rule to the integral f02 e’ dr.
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Approximate integration is essential when function values are known only at discrete
points. Suppose for example that we wish to determine the area of an irregularly shaped plot
of land. The plot is bounded on two opposite sides by straight, parallel roads. It is bounded
on the other two sides by meandering rivers. Eleven equally spaced width measurements,
parallel to the two roads, are made by surveyors and shown in the figure below. From this
data, we wish to approximate the area of the plot of land.
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— 27—
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20—
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The area is the integral of the width function from 0 to 655. The first step toward
approximating this integral is to enter the width data as a list. To do this, press the APPS
key; then select the Data/Matrix Editor and New. .. (6-3). In the resulting dialog box, specify
Type: List and Variable: y.
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Then we enter the eleven width measurements into the first column and return to the Home
screen to modify the formula for Simpson’s Rule to handle list data. Note that since the list
index begins at 1, the function values are y1,ys, . . .,yn+1 rather than f(xo), f(z1), f(z2),...,
f(x,). So we’ll redefine simp(n) by entering

(b-a)/(3n)x(y[1] + Y (c()y[i+1]. i, 1, n-1) + y[n+1]) —simp(n)

1 FE FE Fi i T FEX [_F7 1 Fzr T g T Fiyr FE FE
- E Flot Setup|Cell|Header|iai-|Util[Stat - E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..
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2 [229 be s no1 -
9 [266 m s | Wl1l+ F (stid-uli+ 110 +uln+ 11k
10 [Z71 i=1 )
11 Dong
riici=249% 411,31 . n—13+gyln+ti]ddsimplin
LA AL AUTD L. [ZETI] AL AUTD {IFFTET]

Now, with these chores done, we are ready to calculate the Simpson’s Rule approximation
to the area.
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Thus the area of the plot of land is approximately 172,000 square feet.

For details on the derivation of the Trapezoidal Rule and Simpson’s Rule, see Chapter 8
of Stewart’s Calculus. Of particular importance are the error bounds discussed there.

Exercises

1
1. Approximate / v/ 1+ 3 dz using the Trapezoidal Rule with n =4, n = 8, n = 16, and
-1

n = 32. Compare each result to the value reported by the [() operator. To how many
decimal places are each of the approximations accurate?

2. Rework Exercise 1 using Simpson’s Rule.

3. Another method for approximating integrals is the Midpoint Rule:

b n
[ e~ 1Y f (@i +20/2)
a =1

where h = (b —a)/n and z = a + k h. Rework Exercise 1 using the Midpoint Rule and
compare the accuracy of the results to those obtained with the Trapezoidal Rule.

4. Let M,,, T,,, and S,, denote approximations to f: f(x)dzx, using n subintervals, obtained
from the Midpoint, Trapezoidal, and Simpson’s Rules, respectively. It can be shown that

1 2
Sy = =T}, + =M,
m=gintg

Verify this with the results of Exercises 1, 2, and 3.

5. A factory discharges effluent into a river. The rate of effluent discharge (in cubic meters
per minute) is recorded hourly over a 24-hour period. The measurements are shown in
the following table.

t ‘ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
rﬂ‘32 24 43 55 58 63 47 40 59 72 83 80 73 66 51 38 35 31 22 41 55 51 48 41 37

The total effluent discharge over the 24-hour period is the integral of the rate of discharge.
(See the “Total Change Theorem” in Chapter 5 of Stewart’s Calculus.) Convert each of
the rate measurements to cubic meters per hour and use Simpson’s rule to approximate
the factory’s total efluent discharge over this 24-hour period.

6. Apply Simpson’s Rule with n = 4, n = 8, and n = 16 to each of the integrals:

1 1 1
/ 22dx / 23dx / ztdx
0 0 0

Compare each approximation with the exact value of the integral. What do you observe?
Is it surprising? Why?
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5.5 Improper integrals

The definition of the definite integral f: f(x)dz assumes two crucial things: 1) that the
interval [a,b] is bounded (i.e., a and b are each finite); and 2) that the integrand f is
continuous on [a, b]. (Actually, this second assumption can be relaxed considerably, but it is
essential that f be defined and bounded on [a,b].) An improper integral involves either an
interval that is not bounded (Type 1) or an integrand that has a vertical asymptote at one
of the endpoints of the interval (Type 2). In all cases, an improper integral is, by definition,
a limit of definite integrals.

As described in Stewart’s Calculus, an improper integral of Type 1 (where the interval
of integration is of the form [a,o0)) is defined as

/(LOO f(z)dz = lim /atf(x)dx.

t—o0

A Type 1 improper integral of the form ffoo f(x) dz is defined similarly.
An improper integral of Type 2, where f is continuous on (a, b] but has a vertical asymp-
tote at x = a, is defined as

bf(ﬂ?) dr = lim bf(x) dz.
[ o=, |

An improper integral of Type 2, where f is continuous on [a, b) but has a vertical asymptote
at x = b, is defined as

t—b—

/abf(x)dx = lim /atf(x)dx.

An improper integral of any type is said to be convergent if the defining limit exists and
divergent if the defining limit does not exist.

The TI-89/92’s [() operator handles improper integrals automatically. But in order to
get a good understanding of how improper integrals are defined, we should compute a few
from scratch (more or less).

e EXAMPLE 1. A typical improper integral of Type 1 is floo x~3/2dx. By definition,

*dr . todx
T e TP

So first we’ll compute flt x~3/2dz in terms of ¢ and then take the limit as t — oo. The result
is shown below along with a picture of the area under the graph of y = 2=3/2 to the right

of z =1.
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e EXAMPLE 2. A typical improper integral of Type 2 is fOQ 1/v/e* — 1dz. Note that the

integrand has a vertical asymptote at = 0. We’ll compute ff 1/vVe* — 1dz in terms of ¢
and then take the limit as ¢t — 0.



76 Chapter 5 ¢ Integration

1 Fzr T g T Fiyr FE FE 5 FE™
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - {— Zoom Tr*a-:e ReGr‘aph Math Or-aw |-

[l
2 tamt(fet - 1)+ 2 taml[e2 - 1

= Ll iBn [ '2-Lan'1[.]et' - 1] + 2-Lan'1[ P 1]]
Yot

2-Lan'1[ £ ll

11m1t(ans(1) t.0.1>
EED HUT TUNEC 2730

o EXAMPLE 3. Another improper integral of Type 2 is foﬂ/2 tan x dx. Note that the integrand

has a vertical asymptote at = /2. We’ll compute fg tan x dz in terms of ¢ and then take
the limit as t — (7/2)~

1 Fer F3v | FuT FE F& 1 Faw | F3 4 FEx | F&T [F7
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So it turns out that this improper integral is divergent.

As we mentioned earlier, the T1-89/92’s [() operator handles improper integrals auto-
matically. Let’s recompute the improper integral in each of the preceding examples.

1 Fer Fav | FuT FE F& Fur FE F&
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Exercises

For the improper integrals in Exercises 1-6, find the value or determine divergence by using
the appropriate limit definition. Also graph the integrand and shade the relevant region.

2 2

d d
s o [t
0o 4—=x o 3+ 3z

oo . oo d
3. / e 3% dy 4. / 3 ;v
-1
0 2

xT
o) 1
| e |, e

dx

v Vi

8. Numerical approximation of an improper integral is a difficult problem because of the
fact that either the function or the interval is unbounded. In situations where an approx-
imation to an improper integral is needed, it is often better to compute a few definite
integrals and estimate the limit than to try to compute the improper integral to high
accuracy all at once.

7. Considering the answers to Exercises 5 and 6, what should be the value of /
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> Jrd b Vzd
a) Estimate the value of / v dr by computing / @ for b = 10, 20, and 50 with
o e*+1 0o e +1
the [() operator. Then use [() to evaluate the improper integral. What happens?
1 1
. dz ) dz
b) Estimate the value of ; 1 by computing /a 1 for a = .1, .001, and

.00001 with the [() operator. Then use [() to evaluate the improper integral. What
happens?

9. A function f defined on (—oo, 00) is a probability density function if:
(i) f(z) >0 for all z in (—o0,00), and (ii) / flx)dx = 1.

Find the number k (at least approximately) so that each of the following is a probability
density function on (—oo,00). Then graph f .

i k
Y @)= DI = e
O flx) = ke UFCRS PR K

5.6 Programming notes

This section is devoted to the creation of three programs named leftbox(), rightbox(), and
midbox(). These will graphically depict left-endpoint, right-endpoint, and midpoint approx-
imations, respectively, to the integral of a function. They will also compute and display the
resulting approximation.

The first of these programs, leftbox(), takes arguments as in

leftbox(f, zvar, a, b, n),

and produces the left-endpoint approximation to fab f with respect to the variable zvar using
n rectangles. The code is as follows.

: leftbox(f, xvar, a, b, n)
: Prgm:Local i, j, h, xi, yi, s
: ClrGraph: ClrDraw: PlotsOff :FnOff
: string(f| xvar=xx) —ff
: Graph expr(ff), xx
: (b=a)/n —h
: 0. —s
: Fori, 1, n
a+(i-1)xh —xi
f| xvar=xi —vyi
s+yixh —s
Line xi+h, 0, xi+h, yi
Line xi, yi, xi+h, yi
: Line xi, 0, xi, yi
: EndFor
: PxIText string(s), 95, 0
: DelVar ff
: EndPrgm

With this program residing in your myprogs folder, entering
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myprogs\ leftbox(sin(x),x,0,7,20)
produces (in a [0, 7] x [—.5, 1.5] window) the screen
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thus giving the approximation [ sinz dx ~ 1.996.

Exercises

1. After entering the leftbox() program into your myprogs folder, use it to compute left-
endpoint approximations to the integral

3
1
/—dw
1 x

2. Modify the leftbox() program to produce a program rightbox() that graphically depicts
and computes a right-endpoint approximation to an integral. Then use it to compute

right-endpoint approximations analogous to the left-endpoint approximations in Exercise
1.

with n = 5, 15, 30, and 60 rectangles.

3. Modify the leftbox() program to produce a program midbox() that graphically depicts and
computes a midpoint approximation to the integral. Then use it to compute midpoint
approximations analogous to the left-endpoint approximations in Exercise 1.

4. Programming challenge. Modify the leftbox() program to produce a program trapez()
that graphically depicts and computes a trapezoidal approximation to an integral. Use
it to compute trapezoidal approximations analogous to the left-endpoint approximations
in Exercise 1.

5. Programming challenge. Create a function,
simpson(ylist, h),

that returns the Simpson’s rule approximation to the integral of a function with values
at equally spaced points specified in ylist.



6.1 Area

Applications of the Integral

Applications of integration abound in mathematics, science, engineering, economics, and
numerous other fields. To supplement Chapters 6 and 9 of Stewart’s Calculus, we will look
at a few standard geometric problems that we hope illustrate some of underlying philosophy
behind these diverse applications.

The problem of finding the area under the graph of a function was our original motivation
in defining the definite integral. A rather straightforward extension of this idea allows us to
calculate the area of a region bounded by two graphs. The principle involved is that area is
the integral of the length of a typical cross-section taken perpendicular to a coordinate axis.

e EXAMPLE 1. Find the area of the region bounded by the graphs of

f(z) =122(1 — z) + sin(57z) and g(x) = %sin(?n’a:).

The first step is to plot the graphs to get a picture of the region and find the points
of intersection of the two graphs. The points of intersection can be found from the Graph
screen with the Intersection command (F5-5). Then we’ll shade the region bounded by the
graphs (F5-C).
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Vertical cross-sections have length given by
1
f(z) — g(x) = 122(1 — z) + sin(bmz) — 3 sin(7mx)

for 0 <z < 1. Thus the area of the region is fol (f(z) — g(x))da.
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So the exact value of the area is 9/(357) + 2 square units.

Our second example is one in which it is more convenient to integrate with respect to y
than with respect to x.

e EXAMPLE 2. Find the area of the region bounded by the graphs of xy = 4 and x =

y(5—y)/2.
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Let’s first graph each equation to get a picture of the region. We’ll first enter y = 4/z in
the Y= Editor and then use the Drawlnv command from the Home screen to plot the inverse
relation of y = z(5 — x)/2.
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Because of the particular geometry of this region, it is simpler to describe horizontal cross-
sections than it is to describe vertical cross-sections. Horizontal cross-sections have length
y(5—vy)/2—4/y. To determine the limits of integration, we need to find the positive solutions
of the equation y(5 —y)/2 = 4/y.
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So the area of the region is given by the integral

4.6262
/1 (y(5—y)/2 = 4/y)dy.

51514
Computation of this integral shows that the area is 3.49595 square units.
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Exercises

In Exercises 1-6, find the area of the planar region bounded by the graphs of the given
equations.

y =2 and y = 222
y=z2-2), y=1-2% andy=—(x — 1)(x — 2)
y=2/2+sinr and y = 3293

2

1
2
3
4. y=3sinz?andy ==z
5. zy=1landz®>+y=3
6

r=y?and y=z(z —4)/5

7. Find the area of the region inside the circle (z — 1) + y? = 4 and outside the circle
224+ y? =4.
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8. Find, in terms of a and m, the area bounded by the parabola y = az? and the line
Yy = ma.

9. Find, in terms of R and b, the area of the region inside the circle 22 +y? = R? and above
the line y = b, where 0 < b < R.

10. Use Simpson’s rule to approximate the area of the region in the figure. The distance
between measurements is 49 feet.

@,

In this section we will look at two examples of volume calculations for solids of revolution.
The first of these examples illustrates the technique of integrating cross-sectional area to
compute volume.

6.2 Volume

e EXAMPLE 1. The inside of a vase, ten inches tall, can be described as the “solid” obtained
by revolving the region under the graph of

200

about the z-axis. Find the volume of water that the vase will hold.

9
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The picture on the right above shows the central cross-section of the vase, parallel to the
z-axis. A typical cross-section perpendicular to the z-axis will be a disk with radius r =y
and therefore area given by

Alx) = 7y = 4n (sin2 (29—(;)(% + 5)) + 1)2.

The volume inside the vase can be found by integrating this cross-sectional area from x = 0
to z = 10. Since the radius is already entered as y1(x), we need only enter [(y1(x).x,0,10) to
obtain the volume. Seeing that the exact value of this integral is very complex and of little
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practical use, we’ll re-do the calculation with the numerical integration operator, nint(). (We
could have just as well o-entered ans(1) after computing the exact value.)
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Thus the volume of the vase is approximately 148.57 cubic inches.

The second of our examples illustrates the cylindrical shells technique for computing
volume.

e EXAMPLE 2. Let A denote the region in the first quadrant bounded by the graphs of
y = 2sin2z and y = x2. Find the volume of the solid generated by revolving A about the
Y-axis.

The first step is to get a picture of the region A and find the point of intersection of
the two graphs (F5-5). Then by plotting the reflection of A about the y-axis, we can see

the central vertical cross-section of the solid. (The ellipses have been added with a graphics
editor to suggest a 3-dimensional view of the solid.)
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Notice that vertical cross-sections of A are far simpler to describe than horizontal cross-
sections. So the simplest approach to calculating the volume in this example is to sum—by
integration—volumes of cylindrical shells obtained by revolving vertical “slices” of the region

A—each with thickness dx—about the y-axis. The volume dV of a typical cylindrical shell
is

dV = 2rz(2sin 2z — x?)dx.
Since 0 < x < 1.18315 in the region A, the volume is

1.18315
V= / 2ma(2sin 2z — x2)dz.
0
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So the volume of the solid is 4.43025 cubic units.

Exercises

In Exercises 1-4, find the volume of the solid generated by revolving about the z-axis the
region bounded by the given graphs.



6.3 Arc length and surface area 83

y=2% and y = 222
y=z2-2), y=1-2%, andy=—(x — 1)(x — 2)
y=x/2+sinz, x=2r,and y =0

Ll

ry=1land 2> +y=3

In Exercises 5-8, find the volume of the solid generated by revolving about the y-axis the
region bounded by the given graphs.

5. y=2%and y = 22

6. y=z2-2), y=1-2%, andy=—(z —1)(x —2)

7. z=y?’andy=2x(x—4)/5

8. wzy=1landz®+y=3

9. Find, in terms of R and h, the volume of the solid generated by revolving the region

inside the circle 22 4+ y? = R2, to the right of the y-axis and below the line y = h — R,
where 0 < h < 2R.
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10. Find the volume of the torus generated by revolving each of the following disks about
the y-axis. _

a) (x—1)2+y2 <1
b) (z—3)*+y* <4
b) (x—R)?+y?><r?where0<r <R

6.3 Arc length and surface area

Arc length. The length of a curve described by y = f(x), a < x < b, is given by the

integral
b
e:/ 1+ (f'(2))? da.

The capabilities of the T1-89/92 are especially useful for this type of problem, since an-
tiderivatives for the integrands in integrals such as this are typically very difficult—if not
impossible—to find (in terms of elementary functions) even when the function f is quite
simple.

e EXAMPLE 1. Find the length of the curve y = 23, 0 < x < 1.

The derivative here is f/(x) = 322, and so the arc length is given by the integral

fol V1+9ztde.
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e EXAMPLE 2. Find the length of the curve y = sinz, 0 < z < 7.

The derivative here is f'(x) = cosz, and so the arc length is given by the integral

foﬂ V1 +cos?zdzx.
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Surface area. The areas of the surfaces generated by revolving a curve y = f(z), a <
x < b, about the z- and y-axes, respectively, are

/ab 2rf(z)\/ 1+ (f/(x))2 dz and /ab 2rxy/ 1+ (f’(x))de.

Likewise, the surface areas generated by revolving a curve = = f(y), ¢ < y < d, about the
z-axis and y-axis, respectively, are

/C ' 2my\/ 1+ (f'(y))*dy and / ' 20 f(y)\/1+ (f'(y))? dy.

e EXAMPLE 3. Find the surface area generated by revolving the curvey = sinx, 0 < z < 7,
about the y-axis.
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e EXAMPLE 4. Find the surface area generated by revolving the curvey = sinzx, 0 <z <,
about the x-axis.
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Exercises

In Exercises 1-4, find:
a) the length of the given arc;
b) the area of the surface generated by revolving the arc about the z-axis;

¢) the area of the surface generated by revolving the arc about the y-axis.
1. y=1/z, 1<z <2 2. y=(e*+e™)/2, 0<z<1
3. y=tanz, 0<z<7/3 4. y=+/z, 0<z<1
5. Find, in terms of R and h, the area of the surface generated by revolving about the

y-axis the portion of the circle 2 + y? = R2, to the right of the y-axis and below the
line y = h — R, where 0 < h < 2R.

6. Using Simpson’s rule and the following table of values, approximate:
a) the length of the arc y = f(z), 0 <z < 5;
b) the area of the surface generated by revolving the arc about the z-axis;

c¢) the area of the surface generated by revolving the arc about the y-axis.

T | 0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
flx) | 12 3.1 3.9 4.5 5.3 4.7 4.3 3.3 2.5 1.3 0.7
f'@) | 35 2.3 1.6 1.3 -0.2 -1.1 -1.5 -2.1 -1.9 -12 -0.2

6.4 Moments and centers of mass

Note: For a detailed development of the formulas below, see Chapter 9 in Stewart’s Calculus.

Consider a region R in the plane, with area A, bounded by y = f(z), y = g(x), = aq,
and x = b, where f(z) > g(z) for a < z < b. If a flat plate with uniform thickness and
constant mass density occupies R, then the plate’s center of gravity, or the centroid of R,

is the point
_ M, M,
(z,9) = (77 7)

where M, and M, are its moments about the z- and y-axes given by

1

=5 [ () - w)?) ae
b(l
M, = /a z(f(z) — g(x))dz.

e EXAMPLE 1. Find the centroid of the region in the first quadrant bounded by y = e*~!

and y = z2.

The region is shown in the screen on the left below. It is easy to observe that the point
of intersection of the two graphs is (1,1). The area calculation is shown on the right.
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Next we’ll calculate the moments M, and M,.
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Finally, we complete the calculation of (z,y) and show its approximate location.
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e EXAMPLE 2. A boomerang with uniform thickness and constant mass has the shape of

the region bounded by the graphs of y = sinz and y = % sin® x between x = 0 and = = 7.
Find its center of mass.

The region is shown in the first screen below. It is obvious that & = 7/2 because of
symmetry. So we need to find §. The screen on the right shows the area calculation.
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Now we need to compute M,. This calculation is shown on the left below. On the right we
see the (approximate) location of the centroid.
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Exercises

In Exercises 1-5, find the centroid of the region bounded by the graphs of the given equations.
Use symmetry whenever possible. Plot and shade each region.

l.y=2%y=4
2. y=22,y=zx

3. y:e'”_l, y:a:2
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4.
d.

y=cosz,y=0,x==27/2

y=sinx, y=cosz,z =0,z =7/4

In Exercises 6-10, find the centroid of the described region. Use symmetry whenever possible.

6.
7.
8.
9.
10.

11.

The quarter of the unit disk z? + 4% < 1 in the first quadrant
The top half of the unit disk 22 +y? < 1

The triangle in the first quadrant under the line x +y =1
The square —1 < x <1, 0 <y < 2, surmounted by a half-disk
The portion of the unit disk above the line y = 1/2

Consider the region in Example 1 to be a flat plate with uniform thickness and constant
mass density. Imagine also that the z-axis is a flat surface upon which the plate is
balanced on its edge. Clearly the plate must be supported in some way in order to be
positioned as it is, and if the plate were no longer supported, it would roll along its
bottom edge toward the right and come to rest in some “equilibrium position.” The
question is this: In what position will the plate come to rest if it is no longer supported?
In particular, what will be the new coordinates of its center of mass?

6.5 Programming notes

The first exercise below has you modify the midbox() program from Section 5.6 so that it
will illustrate midpoint approximations to the area between two curves.

In Exercise 2 you are asked to create two functions for computing the area of a surface

of revolution. Note that the T1-89/92 already has two built-in functions for computing arc
length. These are arcLen(), found in the Home screen’s Calc menu, and Arc, found in the
Graph screen’s Math menu.

Exercise 3 asks you to create a function that will return the centroid of a region bounded

by two graphs.

Exercises

1.

Modify the program midbox() created in Exercise 3 of Section 5.6 so that it takes two
functions, f and g, as arguments:

midbox(f, g, zvar, a, b, n),

and graphically depicts and computes a midpoint approximation to the area between
the graphs of f and g over the interval a < z < b using n rectangles, assuming that
f(x) > g(x) on the interval. Test the program on the example

f(z) =sinz, g(xr)=sin’z, 0<x<7/2

(Note that midbox() should behave exactly as before if the second argument g is zero.)

. Create a function, surfAx(f, zvar, a, b), that returns the area of the surface generated by

revolving the graph of
y = f(avar), a < zvar <b,

about the zvar-axis. Test your function on the problem in Example 4 of Section 6.3.
Also create an analogous function, surfAy(f, zvar, a, b), that computes the area of the
surface generated by revolving the same graph about the y-axis. Test this function on
the problem in Example 3 of Section 6.3.
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3. Create a function, centroid(f, ,g9, zvar, a, b), that returns the centroid of the region
bounded by y = f(zvar) and y = g(xvar) between zvar = a and xvar = b. Test the
function on Examples 1 and 2 of Section 6.4. Then use it to rework Exercises 1-5 in
Section 6.4.



7 Differential Equations

As described in Chapter 10 of Stewart’s Calculus, many real-world phenomena can be de-
scribed in terms of relationships between quantities and their rates of change, and such
relationships give rise to differential equations. In this section we will explore some of the
ways that the T1-89/92 can be used to study differential equations.

7.1 Equations and solutions

The differential equations we will consider here can be written in the form

dy

o = fty),

where t is the independent variable, y is the dependent variable, and f is a given continuous
function of two variables. Such an equation is called a first-order differential equation. An
equation such as this is said to be a first-order linear differential equation if it can be written
in the form

dy

—Z 4ty = q(b),

5 TPty =a(t)

where p and ¢ are given, possibly nonlinear, functions of one variable. A function y(t) is a

solution of % = f(t,y) on an interval I if % = f(t,y(t)) holds for all ¢ in I.

e EXAMPLE 1. Verify that y = (1 — t2)~! is a solution of % = 2ty? on any interval that
does not contain t = +1. Also plot the solution.

The most efficient way to verify a solution of this equation is to compute dy _ oy Y2,

dt
hopefully obtaining 0. So we’ll use the d() operator and enter

d(y(t).t)-2¢txy(t)2 |
after which we’ll enter the function in the Y= Editor and plot the graph in a [—3, 3] X [-2, 3]

window.
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From the calculation and the graph, it is easy to see that the solution is undefined at t = +1,
but that the differential equation is satisfied at all other values of t.

e EXAMPLE 2. Verify that y = (#* + 1)72 +t? + 1 is a solution of the linear differential

. d t . .
equation % + tﬁly = 6t on any interval. Also plot the solution.
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It is clear in this case that y(¢) satisfies the differential equation for all ¢ and thus is a
solution on any interval.

Differential equations typically have many solutions. First-order equations typically have
a one-parameter family of solutions. This one-parameter family is called the general solution
of the differential equation. In each of the following examples, the constant C' represents the
parameter.

e EXAMPLE 3. Verify that y = (C — t?)~! is a solution of % = 2ty? on any interval on
which C — t2 # 0. Plot solutions corresponding to C' = —1,—.5,0,1,2, 4.

The verification is done exactly as in Example 1.
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Notice that we defined the solution as a function of both ¢ and C' in order to simplify the
task of entering the functions in the Y= Editor.

e EXAMPLE 4. Verify that y = t> + 1+ C/(t* + 1)? is a solution of

dy 4t
-+ y = 6t
dt 241
on any interval. Plot solutions corresponding to C' = —1,0,1,2,3,4.
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Initial value problems. A first-order initial value problem consists of a first-order dif-

ferential equation and an initial value:
dy
- = t7 ) 4 = .
o = Tty), y(te) =wo
Note that the initial value simply requires that the graph of the solution pass through the

point (o, yo)-

e EXAMPLE 5. Verify that y = 4/(1 — 4t?) is a solution of
dy 2
— =2ty*, y(0)=4
7 y”, y(0)
on the interval —.5 < t < .5. Also plot the solution.
Here we’ll do essentially the same thing as in Example 1 to verify that y satisfies the

differential equation (for all ¢ # £.5). Then we’ll do a simple evaluation to check the initial
condition.
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Note that even though y satisfies the differential equation at all ¢ # +.5, it cannot be a
solution of the differential equation on an interval that contains ¢ = +.5. Therefore, since
the initial value is given at ¢ = 0, y cannot satisfy the initial value problem on any interval
larger than —.5 <t < .5.

e EXAMPLE 6. Verify that y = t> + 1+ 8/(t? + 1)? is a solution of

dy 4t
dt  t?+1
on any interval. Also plot the solution.
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Finding a solution of an initial value problem is a matter of selecting the one member
of the general solution family that satisfies the given initial condition. Such a solution can
often be obtained by substituting the given initial values of ¢ and y into the expression for
the general solution and then solving for the parameter C. The next example illustrates
this.

e EXAMPLE 7. Check that y = 10/(1 4 Ce~/?) satisfies % = .05y(10 — y) for any constant
C. Then find and plot the solution of the initial value problem

d
d—‘:{ = .05y(10 —y), y(0)=2.
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Exercises

In each of Exercises 1-5, check that the family of functions described in the first column
satisfies the differential equation in the second column. Then plot the solution for each value
of C' in the third column on the interval given in the fourth column. Suggestions: Set Graph
Order to SIMUL (F1-9). For the plots in Exercise 4, use ymin = —75 and ymax = 100.
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1. y=Ce 3 = T3y=0 C =41, +2 [—.25, 1]
2 dy 2

2 y=—"_ = 9y =— =9, —. 2

V= Ty oo o=y C=-9-5013 [0,2]
(1+3)3+C  dy y

3. y=-—"2__"~ - = =4 (C=0,25,50 0, 10

Y Y1+ at at Ty » <0 [0, 10]
d
4. y=1t*(C +Int) d—g —2yft=t c=1,-2-3 [0, 25]
i1 —t dy _ _ 1
5. y=sin" " (Ce™) %—Ftany—() C==£l1, £5 -1, 2]

In Exercises 6-10, use the general solution from the corresponding Exercise 1-5 to solve the
given initial value problem. Plot the solution.

dy dy 2

6. Y isy=0, y0)=5 9. W _9y— 0)=5
o T3y =0, y(0) o 2=y y(0)

7 WYy yen=o 0. Y _oyn—t y1)=-1/2
dt 143t 7 dt ’

d
8. d—:l; +tany =0, y(0)=mn/6

7.2 Direction fields

If the graph of a solution of the differential equation
y'(t)=f(t.y)

passes through a point (¢1,y1), then the slope of the graph at that point is m = f(¢1,y1).
Thus, we can think of the function f as specifying a slope field, or direction field, in the
ty-plane. This direction field can be visualized as an array of arrows at points (¢,y), where
each arrow has slope given by f(¢,y). The two screens below show the direction field given
by f(t,y) =t — y and then the direction field together with a few solution curves.
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Creating direction field plots with the T1-92 requires a little programming. The T1-89 and
TI1-92 Plus have built-in capability for plotting direction fields, but for extra versatility—and
for the experience of doing the programming yourself—this independent program will still
be useful.

We will create a program called slopefld(). To create the program, first press the APPS
key and select Program Editor and New... as usual. Then specify Type: Program, Folder:
main, and Variable: slopefld. This takes us to the Program Editor, ready to begin entering
the following program.

: slopefld(f, xvar, yvar, varrows)
: Prgm: Local i, j, hh, kk, xi, yj, dx, fij, mscr, len
: ClrGraph: CirDraw: PlotsOff
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: (xmax—xmin)/varrows/2 — hh
: (ymax—ymin)/varrows — kk
: kk/(2xhh) — mscr
: For i, 1, 2xvarrows
xmin+(i—0.5)xhh— xi
For j, 1, varrows
ymin+(j—0.5)xkk — yj
(F| xvar=xi and yvar=yj) — fij
e” (-abs(fij)/mscr) — wt
.8xwtxhh+(1-wt)xkk —len
.33xlen/+/(1+fij~2) —dx
Line xi—dx, yj—fij*dx, xi4+dx, yj+fij+dx
EndFor
: EndFor
: EndPrgm

Once this program is entered, return to the Home screen. To use the program, enter
slopefld(f(t,y), t, y, 8). This will plot the direction field for % = f(t,y) with 8 arrows in the
vertical direction and 16 in the horizontal. (Change the 8 if you want more or fewer arrows.)

Here’s what you should see in a [—3, 3] x [—3.5, 3.5] window with f(¢,y) = —ty.
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The general solution of this equation is y = Cet'/2. (Verify it.) So let’s plot a few solutions
on top of the direction field. (See the note below.) For each of the curves, we’ve set Style to
Thick by pressing F6-4 in the Y= Editor for each of the functions.
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Note: slopefld() automatically clears all previous graphs and turns off (unchecks) all
functions in the Y= Editor before plotting the direction field. So if you define solutions in
the Y= Editor before plotting the direction field, you must reactivate them (press F4 in the
Y= Editor) in order to include them in the plot.

Exercises

For each of Exercises 1-5 in Section 7.1, replot all of the requested curves (with Thick Style)
on top of the direction field for the differential equation.
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7.3 Euler’'s method

There are many techniques for finding exact solutions of differential equations. Different
types of equations require different techniques, two of which we will see in the next section.
But situations in which exact solutions are either extremely difficult—or impossible—to find
are quite common. So numerical methods for obtaining approximate solutions are extremely

useful.
Typically, a numerical method for approximating the solution of
dy
- = ta 9 t =
o = T (ty), y(te) =wo
consists of a recurrence formula for computing an approximation at some time ¢+ h from an
approximation at time ¢. This allows the computation of approximations 1, y2, y3, ... to
values of the solution at a sequence of times t1, to, t3, ..., where t = to + k h.

The simplest such method is known as Fuler’s method:
Forn=1,2,3,..., compute
Yn = Yn—1 +h f(tn_1,Yn—1), wheret, =to+nh.

The parameter h is called the stepsize. It is typically some small, positive number such as
0.05. Roughly speaking, the smaller the stepsize h is, the better the approximation will be.
However, smaller values of h require more steps to reach any given value of ¢.

Euler’s method is very simple to implement on the T1-89/92. First we set the Graph MODE
to SEQUENCE. Then in the Y= Editor, we’ll define sequences ul(n) and u2(n) to represent
t, and y,, respectively.

= - m— T FEw [TF [T (e =
HMODE ] - f—|Zoom[E cofmii <T
Fi F SFLOTE
Page 1|Pags 2 v ul=ultn - 11+ h
Braphe.scesassnnns uil=to
Current. Folder.... v u2=U2in = 13+ hefPulin - 10, u2(n = 1)
Dlsglag Digit=.... uizZ=y
Hrgle. s snsnmnnnns u3=
Exponent.ial Format uiz=
Complex Format.... Ld=
Uector Format..... RECTAMGLLAR + uid=
* Pretty Print...... O+ = LS=
Enter=SAUE ESC=CANCEL ) | UiJ=
=TI O7CO= & 79T u2(n)=...)+h*f(u1(n—1),u2(n—1))
EADAUTD EC 2030 [L1AIN, EADAUTD EC

Now we need to press F7 and specify the type of axes. We’ll set Axes: CUSTOM, X-Axis: ul
and Y-axis: u2. To complete the set-up, highlight u2 and select the Dot Style (F6-2) for the

graph.
1 Fiw [ F4 TFE™ FE™ F7 1 Fiw [ F4 TFE™ ] F7
vEZoom Edit| ~ |All|Stule|Axes... 'EZDDN Edit| ~ ALl [REET
LFLOTE 1:Line
AHES y i L_A%=€é(h— Ir+h
QH%IDM* " ,uaz— fIduare
i u12§gB
Ll R uzs s
532 | Enter—muEe) (ESC=CARCELY s
La= La=
uiS= uiS=
ulin = wZind=udin—12+hxful{n—1> . u2c..
A1 EED RUTH LG AT KA RUTH LG

With this set-up in place, we’re ready to compute some approximate solutions.

e EXAMPLE 1. Plot an approximate solution to
dy
— =sin(ty), 0) =2,
I (ty), y(0)
on the interval 0 <t <5, using Fuler’s method with stepsize h = 0.1.
We need only enter a definition for the function f(t,y), the values of t0 and y0, and

appropriate window variables. Note that with A = 0.1, we need to compute 50 steps in order
to reach ¢ = 5. Once all this is done, just press ¢ GRAPH.
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[FT T Fer Fav | FuT FE F&
- E AlgebralCalc DLher‘TPPngDTClear‘ a=Z..

imae=58,
P%o%s%r‘t;%.
. Plotztep=1.
®sin(tou)+ FL,u) min=i

1 Fer | F3 Fly FEx | F&T [F7
- E Zoom|Trace |[ReBraph|Mat.h Dz |+

Donefxma:
"1k sl
=0+ tl [ (NI
220 Rl

290
LA
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The purpose of selecting Dot Style (F6-2) for the graph was simply to emphasize that

Euler’s method really just computes approximations to values of the solution at discrete
points. Changing that setting to Line or Thick Style causes a continuous graph to be drawn
through the computed points.

e EXAMPLE 2. Plot an approximate solution to

d
d_i{ =cosy —sint, y(0) =1,

on the interval 0 < t < 10, along with the direction field for the differential equation. Use
Euler’s method with stepsize h = 0.1.

[ T Fov Tr:vT 53 FE F& 1 FEw | F2 % FEw T.FE™ [FF
vaﬂlgebra Calc DLher‘TPr‘gnIDTClear‘ S-Z.. 'EZD m(Trace [ReGraph[Math|Draw]|- f
Firin=E. R T T T T T T T
nmaz=100, T T anieiite T WL T S S L
plotstrizl. LA SRR R
ninen. vy - N -
m.1+h _lxma>1<f}ﬂ. —_— N N e Ear e —
mOst0 8 15yl finir=-"5 A =
lC.DS(‘:I)—sih(‘-)‘}f\(t:g)noneaggi{z%: T 3 B Y I I P e N
slopefldC{fit, yd .t . v 10> A A U U B Bt
[T EAD LD R0 230 FIAN T i

Note that (because of the Custom Axes setting) the approximate solution curve is auto-

matically plotted each time a slopefld command is entered.

Exercises

1. Using the set-up outlined above, the viewing window [0, 3] x [0, 3], and Line Style for

d

graphs, plot the following Euler’s method approximations to the solution of

dy _

=12 -2y, y(0)=2,
7 y, y(0)

for0<t<3.

a) 3 steps with stepsize h =1

c) 12 steps with stepsize h = .25

)

b) 6 steps with stepsize h = .5
)
)

30 steps with stepsize h = .1
e) 60 steps with stepsize h = .05

In Exercises 2-5, use Euler’s method with the suggested stepsize to plot an approximate
solution on the indicated interval. If you have a TI1-89 or TI1-92 Plus, also plot the solution
with your calculator’s built-in capability and compare.

2.

dy _

dt (82711 Dy, y(0)=.1; h=.1, 0<t<2
dy _ 2 _ _

%—sm(t +y), y(0)=0; h=.05 0<t<5
dy

o = sin(t?), y(0) = 0;
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d
g d_zzi:"r)y(g_?sm%t_y)a y(0)=1; h=.05 0<t<5

7.4 Exact solutions

There are several types of differential equations for which there are standard methods for
finding exact solutions. In this section we will look at methods for solving separable equations
and first-order linear equations.

Separable equations. A first-order differential equation that can be written in the form
fy)dy = g(t)dt

is said to be separable. With variables separated in this way, the differentials on each side
of the equation may be antidifferentiated independently:

/f(y)dy = /g(t)dt

In some cases, the resulting equation can be solved algebraically for y in terms of .

dy _

7 y4/ 3sint.

e EXAMPLE 1. Find the general solution of
The separated form of this equation is
y~3dy = sint dt.

We'll apply the [() operator to each side of this equation, asking for the indefinite integral
(involving a constant C') only on the right-hand side. The solve() function (F2-1) then finds
y explicitly in terms of ¢.

1 Fer Fav | FuT FE F& 1 Fer Fav | FuT FE F&
- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E Alacbral|Calc DLher‘TPPngDTClear‘ S=Z...
JTa"
3 e
—o% = "eos(tl+g
Ll
-3
lj[—gi‘/s]dg=‘rsin(tjdt lsolue[m= 'cos(t)+c,!]
-3 crt y=— 27 ]
— o= = "Cos = =
yl3 (cosct) - o)
€1 904,30, ui=l{sinCt> .t c2 zolvedans{1), ud
JL1AIN EADAUTD EC 1030 [L1AIN, EADAUTD EC 2030

e EXAMPLE 2. Find and graph the solution of the initial value problem
dy

=2 = g2 0) = 3.
o y*, y(0)

The separated form of this equation is
Yy 2dy = —tdt.

First let’s apply the [() operator to each side of this equation just as in the previous example.
Then we’ll solve for the constant of integration C', using the “with” operator to substitute
the initial values of ¢ and y.

1 Fer Fav | FuT FE F& 1 Fer Fav | FuT FE F&
- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E Alacbral|Calc DLher‘TPPngDTClear‘ S=Z...
- -4 2
i i t
|| fy =0t - = +
=) T
1 -1 -tf SO e W t=0 and y=3
.J[T]dng_tdt . L solug|—-=—5—+c.C [t =8 and y=
d 4 c=-1-3
€1 g2, wd=IC "t . t.c) solvedans€<i> . c>1t=0 and w=3
JL1AIN EADAUTD EC 1030 [L1AIN, EADAUTD EC 2030
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Then we substitute the value of C' into the equation, solve for y in terms of ¢, and plot the

solution.
1T Fev Fav | FuT FE F& 1T Fev Fav | FuT FE F&
- f— A1l gebral|Calc DLher‘TPPngDTClear‘ a-z... » f—|AlgebralCalc DLher‘TPPngDTClear‘ S=Z...
-1 -2 -1 -2
lsolue[T1= ; +-:,-:]|t=EI and u=3 lsolue[T= =+
c=-1-3 y=
-1 -2 T 4240
m =olue|— = = +c.|c.='1/3,g I
y -g|g=—2 + fip
y=—2 3tf+z
31242 [l
solveCans{2)lans<{l), ud vlansC1»F (LY
JL1AIN EADAUTD EC 2030 [L1AIN, EADAUTD EUHGC 5030

Integration between limits. A useful technique for solving initial value problems is
definite—rather than indefinite—integration, i.e., integration between limits. Given a sepa-
rable differential equation together with an initial value,

fy)dy = g(t)dt, y(to) = yo,

we can find the solution by introducing dummy variables of integration and then integrating
the left side of the equation from yg to y and the right side from ¢y to ¢:

/y flodu= [ :g<s>ds.

e EXAMPLE 3. Find the solution of the initial value problem
dy
pri —cos(t)y/y, y(0) =1.
First we separate variables and rewrite the problem as

Y d t
¢ - cos(s)ds.

L Ve o
Then we let the T1-89/92 do the rest of the work by entering
f(l/\/(u)vU,OvY)=f(—cos(s),s,0,t)

and then using solve() to solve for y.

1 Fzr T g T Fiyr FE FE 1 Fzr T g T Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..

I [t
.J1[m]du_Jﬂ cos(s)ds
2-Jg-2=-sinit

.J‘H[i]du =J‘t -costzids msoluelZ-Ju-2= -sinttd, gl

UTa & C(sincty - 207 ) .
2-Jo-2=-sint METT— g — and sinlb) 220

Wdtud w1 ud=r{coslsd = . t> solvedansCl) y>

T EAD AUTD TUNE 1037 (A EED HUT FURE 2050

(Note that the second condition, sint — 2 < 0, reported by the calculator is superfluous in
this problem because it’s true for all ¢. Can you think of the reason why such a condition is
reported?)

First-order linear equations. Recall that first-order linear equations are of the form
dy

— t)y = q(t).

o TPy =a(t)

The key to solving such an equation is to multiply through by an appropriate integrating

factor. The purpose of the integrating factor is to make the left side of the equation rec-
ognizable as the derivative of a product. The integrating factor that serves this purpose
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is
eﬁ’

where [p means any antiderivative of p(¢). Multiplying each side of the equation by efp
gives

)

efp ' % + p(t)efp Yy = equ(t)7

% (efpy) = equ(t).

With this done, we can now find y by antidifferentiating each side of the equation and then
Jp

which can be rewritten as

multiplying through by e
e EXAMPLE 4. Find the general solution of

dy .
— =sint.
at Y

Here we have p(t) = 1 and ¢(t) = sint. The integrating factor is
eJl=et.

Multiplying through the equation by e! and recognizing the left side as the derivative of a
product gives us

d— ty) = el sint,
i (Y

which implies that
ely = /et sint dt.

We'll let the T1-89/92 take it from here.

1 Fzr Trsz Fiyr FE FE 1 Fzr Trsz Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..
let’-g=_|[e=t’-sin(t)]dt,
_t LA
t.,, & -cosihy e -sinfh)
ey = = + 5 +
+ + - dl 2ol L setoscty . et’-sir’
metou=[[et sincty)at Erpand solue ¢ Ty s g+ =
ot oo _ ~cosih) sinft) [=
et’-g= & c.os(t)+e s.1n(L:|_'_C H_T.q.T.q.j
e~ (tody=r{e(tIsindt), £, c> expand{solvefans<l>, yd>
LI EAD AUTO EUHC 1750 [HEIN EAD AUTH FURL 2730

Thus the general solution is y = (sint — cost)/2 + Ce™*t.

An integration-between-limits technique can be used to solve initial value problems that
involve first-order linear equations. Suppose we have an initial value problem

dy
dt
The integrating factor technique described above gives

% (eﬁ)y> = equ(t).

To simplify notation, let ¢(t) = ef P Then after multiplying through by dt, we have
d(o(t)y(t)) = ¢(t)q(t)dt.

+pt)y =q(t), y(to) = yo.
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Now we replace t with a different dummy variable and then integrate each side of this
equation from %y to t to produce

t
S(O0(0) = ot = [ os)a(s)ds,
to
Thus we arrive at the solution

y(t) = o(t)" (¢<to>yo + ¢<s>q<s>ds) |

e EXAMPLE 5. Find, for t < 5, the solution of

dy 3y
— + ——=1t, y(0)=yo.
T y(0) =0
Plot the graph of the solution for 0 <t <5 if yg = 10.
First we compute the integrating factor ¢(t) for ¢ < 5. Then we’ll enter the formula
derived above as

B(t) "1 (o(0)*y0 + [(¢(s)*s,5,0,t))
(Recall that the letter “¢” (phi) can be typed by pressing [2nd]-G-F on the TI1-92, or [2nd]-[ (]-F

on the TI-89.)
via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE S=Z...
1
. [t €5+ 4ty Dong
J[s—i]dt 1 [t - 5)3
" = | 3| 1 t
(t-5) 'W'[HBD'HB+JB[+(s)-sts]
= ! 3 |t 45+ 4t Do '(t—5)-[(2-99+25)-t2—20-90-t+50-90]
[t -5 256
abs (1/CE-52"31 {5t L 23 RCHCOI XD+ CPpCad*s, 5, 0. £2D
JL1AIN EADAUTD EUNC 2030 [L1AIN, EADAUTD EUHGC 2050

So, the solution is the cubic polynomial
y0(5 — t) 2y0 + 25 2
= t* —20t +50 | .
Y 250 Yo *

Now let’s use the “with” operator to substitute the initial value yg = 10 into the previous
ans()wer and then plot the graph.

1 Fz F FY FE FB 1 Fz F FY FE FB
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i B i 7 IR RS
-(t-5)(r2-un+25)-+2 - 20-ua . + 50-u0) o —
250 . e tZ-40-+ + 100)
I (t-5)[(z-wm+25)-+2 - 2040+ + 50w, ]
250

'(t—5)'[9't2—49't+188] "'U(L) i Grarh uix)
=0 Dok

ans €133y Ctd i Graph wix>
[Fi6IN EAL FITE TUNC 750

ans<i>1yb=10
[LAIN EAD AUTD (AT TCTET]

e EXAMPLE 6. The velocity of a free-falling object, under the influence of constant gravita-
tional force and air resistance, can be modeled by

g w(0) = .

We assume that k,m, and g are constants. Find the solution in terms of k,m, g, and vg.
Then plot the solution for k =m =1, g = 32, and vy = 0.

The integrating factor here is

o(t) = e BIm = eht/m.
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So let’s enter this and then the formula for the solution. Then we’ll substitute the given
values for k,m, g, and vg.

1 Fer Fav | FuT FE F& 1 Fer Fav | FuT FE F&
- E Alacbral|Calc DLher‘TPPngDTClear‘ a-z... - E Alacbral|Calc DLher‘TPPngDTClear‘ S=Z...
k-t kT "k T
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_ k
= 40tD) 1-[UB+JE('9'+(s)st] [ Py ] ket
. k- dame ™ —gm-k-owd|e N 3
k-t k-t - ame 9: W e |k=1 5
dame ™ —gm-kwale M _
k sz-let 1] e Y
L, 2] DR CuDH I g¥plsd 5. 0, £22 ans¢1>1k=1 and m=1 and g=32 a.
JL1AIN EADAUTD EUNC 2030 [L1AIN, EADAUTD EUHGC 2050

Only plotting the graph remains to be done.
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Note that because air resistance is included in the model, the velocity has a limit as t — oo.
This limit is called the terminal velocity.

Exercises

In Exercises 1-6, find the general solution of the differential equation.

dy dy 2

= =— 4. —= =y(l

= VY - = y(ny)

d d
2. d—g—kycost:cost D. d—z—y:sint

dy cost . dy 9 9
=4+ ———y=s .= =(1 1-—
oa T s Y T 6. g =ty -1

7.—12. For each of the equations in Exercises 1-6, use the integration between limits technique
(as in Examples 3 and 5) to find the solution satisfying the initial condition y(0) = yo.
For the equation in Exercise 4, assume that yo > 0.

13. Store the velocity function derived in Example 6 in terms of k, m, g, and vy as v(t). Then
compute the height function

y(t) = yo + / u(s)ds.

7.5 Systems of differential equations

We consider here initial value problems involving pairs of coupled, autonomous, first-order
differential equations. These are of the form

d
= =@y, 2(0) = o;
&y

e g(z,y), y(0) =yo.
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(The differential equations are called autonomous because f and g do not depend upon ¢.)
Think of the solution of such a problem as a pair of parametric equations
z=uz(t), y=uy(t),

whose graph is (naturally) a parametric curve.

e EXAMPLE 1. Show that x = 2sint + cost and y = sint satisfy the system

d
d—j:2x—5y, 2(0) = 1;
dy
< — _2 =
) y(0) =0,

and plot the parametric curve (using Graph Style: Path).

Ex T Fzr T g T Fiyr FE FE 1 T 5 T F2 T 4 T FE* T FE™ TF? T 7
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z.. - E Zoon|Trace ReGraphMath|Draw|- f
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mozin(t) + ult) Do b l=mit)

d wubl=uit)
= ()] - 2 () + 5 ult) o xbas
el ) 1 St%;
L (urt)) - w0k + 2 Uk d ;E% &
= e d ras

0>
IZE

RAL GUTD 2T [FIAT RAL BUTD 7T

Direction fields. Let 2(¢) and y(t) satisfy the general autonomous system above. Because
of the chain rule, the slope at any point on the parametric curve described by « = z(t) and
y = y(t) is given by

dy _ dy/dt _ g(z,y)

de dx/dt  f(z,y)
Therefore it makes sense to define the direction field of such a system to be the direction
field for the single equation

dy
o = #(@,y) where o(z,y) = g(z,y)/ f(z,y).
As aresult, we can plot the direction field with our slopefld() program from Section

7.2.

o EXAMPLE 2. In a [—3, 3] x [—2, 2] window, plot the direction field for the system

dr _ dy _,
a Y Y

Determine from the direction field the behavior of solutions of the system.

e debralcsle ot her Promialclear s—z.. i [zham|Tr fc e Retr aphHEth[DR m = &
L N
L T T e B e T M NN
L T T T B B B i T
R T T WL T Y o e S S T
Mot e e T R
_ R T A
lslopef‘ld[ e ,x,g,S] Dok s L I I T T Y
L 1opefld{2x—ud/ Cx—ud x u B> e = S )
XA EAL T FAE 1720 [EEH EAT BT T

It is apparent from the direction field that graphs of solutions of the system spiral either
in toward or out from the origin. Because of the differential equation satisfied by z, it
is evident that % < 0 for all (z,y) in the first quadrant. Therefore, solution curves are
oriented right-to-left in the first quadrant. Consequently, all solution curves spiral in toward

the origin.
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e EXAMPLE 3. In a [—3, 3] X [—2, 2] window, plot the direction field for the system

x n dy
— =2 Yy - =T Y.
dt Todt
Determine from the direction field the behavior of solutions of the system.
via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ZFDECTN Trf;c.e ReE‘}l-rllaph MrastTh D:‘E;u vP /
FT LTS e —
O N N
N Y iy
P AP A AP AR T R N Sttt i i i
e e e e L
vy e — NN S
lslopei‘ld[x_'_g,xsu,ﬂ] Dong |- — — —— e R O I I
L lopefldCix—vd Ouryd, x v 8> | | ————— Bl AL S NN S
TG AL G 7T [FE EAT AT Fi

It is apparent from the direction field that graphs of solutions of the system have a hyper-
bolic character—approaching the origin but eventually veering away from it. Because of the
differential equation satisfied by z, it is evident that ‘fi—f > 0 for all (x,y) in the first quadrant
and fl—f < 0 for all (z,y) in the third quadrant. Therefore, graphs of solutions are oriented
left-to-right in the first quadrant and right-to-left in the third quadrant. Similarly, the dif-
ferential equation satisfied by y indicates that graphs of solutions are oriented downward in
the second quadrant and upward in the fourth quadrant.

Numerical approximation. The solution of a system
dx
& = Fa), 2(0) = o,
dy
_— = O f—
7 = 9@y), y(0) =y,
can be approximated by Euler’s method, which in this case takes the form:
Forn=1,2,3,..., compute
Ty = Tp—1 + hf(l‘n—ly yn—l)a
Yn = Yn—1 + hg(Tn_1,Yn—1)-
This is simple to implement on the TI1-89/92. Let’s use as an example the system

dx dy
E:_'x—ya %2233—1%
from Example 2, with initial values 2(0) = —2 and y(0) = 2.

First press MODE and set the Graph mode to SEQUENCE. Then in the Y= Editor, enter
the formulas as shown. (You will need to go to the Home screen to issue DelVar h,x0,y0 if
those variables currently have values.) Also, press F7 and set Axes: CUSTOM, X Axis: ul, and

Y Axis: u2.

1 Few | £y [F F
-E Zoom|E-Eii] o =il
&FLOTS
 ul=ulin =10+ h-flulin =13, u2{n - 11

uil=x=Q
ol L,|2=u§(n “13+h-alulitn-1),u2(n-11

u

1 Fex | F3 [F4 [FET|_FBT F?
vE Foom|Edit] « JAll[Style|Axes. ..
HHES 0

[HEE FA I i1 R A i

After setting up the formulas in the Y= Editor, go to the Home screen and define f(x,y),
g(x,y), x0, y0, and h. We’ll use h=.05, for starters. Finally we need to set window variables.
Let’s do 100 steps of the method (which will take us to ¢t = 5, since h = .05) and plot the
graph in a [—3, 3] x [—2, 2] window. Once these are set, press ©GRAPH.
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So we see a solution curve that is consistent with the direction field we saw in Example
2. In fact, we can use the slopefld() program to plot the direction field together with the
approximate solution curve.

via ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ZFDECTN Trfac.e ReE‘}l-rllaph MrastTh Dr‘sgu vP /
I B A g I
L T T B R i SN M
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W 2wy alk, W Dare RIS B B e T
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054k . 8508008 \\\\\\““)\\\\\\\
atx, Ul B L T
-slopef‘ld[f.(x,g),x,g,a] Done gt e B T Y
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e EXAMPLE 4. Plot the direction field for the system

e _ . dy
dt Y

together with an approximate solution with x(0) = —0.8 and y(0) = 2, in a [-3, 3] x [-2,2]
window. Use h = .05 and set nmax= 100. Then repeat for initial values x(0) = —0.85 and

=r—-Y,

y(0) = 2.
e debralcsle ot her Promialclear s—z.. i [zham|Tr fc e Retr aphHEth[DR m = &
b AR e —— ———
AL s — —— ——
DN N ‘:—/:?4'5’:
=L 05+ h Motsiolololololo
Wb g FFO, ) P oK mg A, ) Dok E A A A T
e . P e L
Q. Rt N T S A A A A
'slopef‘ld[r(x:g),x,u,s] Ooneg Pkl L VL S B R
L pefldtglx yr Hix vrr % v 8| = |————— el S N W B B
T EAD BT YT I EAD FIT i
':E ngr;vbr*a Craglvc. D{;;PTPPrgsmlﬂTclearEE a-z... via ZFDECTN Trf;c.e ReE‘}l-rllaph MrastTh D:‘E;u vP /
R clsto]o]ololo]s ! T
moh g F ) foxm gl u) Ooneg ,rfr I,Ilr ,Il Ii' ! e — e ——
-'.Séxﬂ:?égﬂj 4 A R I B T NN S e
lslopePld[?(i’:j,x,g,S] Done P e —— T T
O T F: R R
g, e i IR T S R
lslopef‘ld[ﬂx:g),x,u,ﬂ] Dt P L Y T I B S
L peflddalx, wr CFlx udd x v 8| | -———— i L T B
(L6 LAl HUTH T [GFT] LAl HUTH {371

Improved Euler. Euler’s method is a useful and simple method; yet unless we use a very
small stepsize, it lacks the accuracy needed to produce approximate solutions that reflect
the true behavior of many interesting systems. We need a method that is more accurate at
moderately small stepsizes. Such a method is the so-called Improved Euler’s method (a.k.a.
Heun’s method).

Consider a single differential equation

dy

at = f(y).
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If we integrate both sides of this equation from t =+¢,,_1 to t =t,, = t,—1 + h, we arrive at

tn
tn) = wtar) = [ Flu)at
tn—1
Using a simple left-endpoint approximation to the integral (using only one subinterval) and
isolating y(t,), we get
Y(tn) = y(tn—1) +h f(y(tn-1)),
which leads to Euler’s method. If we use a trapezoidal approximation instead, we get

Y(tn) % yltar) + 50 (F (y(ta-1)) + F(y(t)) )

The difficulty now is that the right side of this depends on y(t,), the very quantity we wish
to approximate. So we use ordinary Euler’s method to estimate it. This gives approximation

Y(ta) & yltar) + 5h [ F(y(tn-1) + [ (ylta1) + b f (y(ta-1))) ],

in which the right side depends only on y(¢,—1). This approximation leads to “Improved
Euler:”

Yn = Yn—1 + 5h(f(yn71) + f(ynfl + hf(ynfl)))

For a system

d
= = fla,y), «(0) =,
d
d—‘z =g(z,y), y(0)=yo,

Improved Euler takes the form

Tn = Tn_1 + .5h(fn_1 + F @1+ fa 1, Yoo + hgn_l)),

Yn = Yn—1+ .5h(gn71 +9(@n1+h o1, yn1 + hgn71)>7
where f,,—1 and g,—1 are short for f(z,—1,Yyn—1) and g(xn—1,yn—1), respectively.

Now, let’s implement Improved Euler on the TI-89/92. First we need to clear the variables
f, g, and h. Then, to represent the terms added to x,,—1 and y,,—1 on the right side of each of
the equations for x,, and y,,, we’ll define functions imeuf() and imeug() in terms of h, f(x,y),
and g(x,y):

h«(f(x,y) + f(x+h=f(x,y), y+h*g(x,y)))/2 —imeuf(x,y)
h+(g(x,y) + g(x+h=f(x,y), y+h=g(x,y)))/2 —imeug(x.y)

Once these are defined, it’s an easy job to set up the sequences in the Y= Editor as seen
in the screen on the right below. (And as long as imeuf() and imeug() aren’t deleted, you’ll
never have to enter them again!)

1 Fer Fav | FuT FE F& 1 Few | ©3 [i% [ =
vaﬂlgebraCalc.DLher‘TPr‘ngDTClear‘ a-z... vEZDDN:’:-ﬁfE. s LT iy T
SFLOTE
m Dellar f,a.h Dond k& L!Ii=ué(n =13+ imeuf{ulin =12, u2{n—12
uil=x
" h-(F(x,':l)+1°(><+h-F(x,U),U+h'g(x,H))J’ - L,l%=u%(n— 13+ imeugiulin - 1), u2in - 10
2 1=yl
Dong uf%;
b s alE b F, Wl g+ heals, W=
BLECIETIOES- 2(>< Wit heals, W), s
3=
Done uisS=
D uth¥g O, w3 2rimeung{x, ud ui2=yl
JL1AIN EADAUTD EC 2030 [L1AIN, EADAUTD EC
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Let’s try this out on the simple system
dx dy

-V =Y 5 =T,
at ~
with initial values (0) = 1 and y(0) = 0. We only need to define the functions f(x,y) and
g(x,y), the initial values x0 and y0, and the stepsize h before setting window variables and
plotting the graph.
e debralcsle ot her Promialclear: s—z.. e zham [T bce|Retraph [Hath|Drow e

R b T W+ Film + b P ul g+ heals, uil) » nmin=E,
= rnmax=125.

plotstrt=1.
Done plotstep=1.
N h-(g(x,u)+g(x+h-i‘(x,u),u+h-g(x,g))J’ Hmin=-2, 3
5 HMAE=2. 3
wscl=1.
Done gmin:l-lés Kj
. - umax=1.
LETECR ATy ® o giK, W) Dot goeioi;

mil+xE:r Byl = OS5 +h - DS000080)

1+x0: O»yB: .05+h
T EAD BUT0 ] [T EAD T L

The solution of this initial value problem problem is = sint, y = cost. So the exact solution
curve would be a (clockwise) parameterization of the unit circle. It is a testament to the
accuracy of Improved Euler that the approximate solution curve traced (approximately)
back to its starting point at (1,0). (In fact, it would have done a reasonably good—and
faster—job with h = .1 rather than .05.)

The accuracy of Improved Euler (or better) is especially needed when dealing with non-
linear problems such as in the following example.
e EXAMPLE 5. Plot the direction field for the “predator-prey” system

dx dy
o =e(10—y).  — =y(z—10),

together with an approximate solution with x(0) = y(0) = 5, in a [0, 25] x [0, 25] window.
Use h = .01 and set nmax= T70.

1 Fzr T g T Fiyr FE FE
- E AlasbralCalc DLher‘TPr‘gnIDTClear‘ A-Z..

o (10 - u) + Flxaud 8 g - 18]+ als, W)
Dok
WS ExD 2 SHgD 2 01k = B1EEEEEE

= slopef‘ld[ 35:’ :g 2 ¥ada 10

wopefldiglx . yd Fluw, ud w. gy 102
16 EAD AUTD EC 2030
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|
|
|
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i

Done

!
!
!
!
!
|
|
i
.

[ETT

Exercises
1. Verify that x = sin 2t + cos 2t and y = sin 2t — 3 cos 2t satisfy

Y
— = Sy, — = —x — 4.
dt T+ oy, dt £y

Plot this solution for 0 < t < 7, along with the direction field for the system.

2. Verify that = —e'sin 2t and y = e’ cos 2t satisfy

dx dy
— =z -2 - =2 .
N T

Plot this solution for 0 <t < 7, along with the direction field for the system.

3. Use Euler’s method with stepsize h = .05 to plot an approximate solution of the system

e _ Ay _ .3
a D ow y
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with initial values z(0) = 0 and y(0) = 2. Use a [—2,2] x [—2,2] window and set
nmax=250. Using slopefld(), plot the direction field also.

. a) Use Euler’s method with stepsize h = .1 to plot an approximate solution of the system

dr dy
Frim At

with initial values 2(0) = 1 and y(0) = 1. Use a [—2, 2] x [-2, 2] window and set nmax=63.

b) Repeat with h = .05 and nmax=126.

¢) Repeat with h = .025 and nmax=252.

d) Repeat using Improved Euler with & = .1 and nmax=32.

e) Verify that the exact solution of the initial value problem is
r =cost —sint, y =cost+sint

and therefore that 2% + y? = 2 for all points (z,y) on the solution curve.

. Rework Example 5 using ordinary Euler’s method. (But don’t plot the direction field.)

Try h = .01 with nmax=70 and then h = .001 with nmax=700. What do you observe?



8 Parametric and Polar Curves

Parametric curves, polar coordinates, and polar curves and areas are discussed in Chapter
11 of Stewart’s Calculus. Here we will first explore the TI1-89/92’s capability for plotting
parametric curves and then look at some interesting polar curves.

8.1 Parametric curves

e EXAMPLE 1. A cycloid is a curve traced out by a fixed point on a circle as it rolls along
a straight line. Plot the cycloid given by
r=1t—sint, y=1—cost.

Plotting such a parametric curve requires setting the Graph MODE to PARAMETRIC. The
screen shown on the right below shows the rolling circle and the parameter ¢, which is the
angle of rotation of the circle.

1Tm|_FeT 1 Fev | F3 4 FEw | FE™ |F7
- o [Z0r - W{— Zoon|Trace|ReBraphMath(Draw|-
“FLOTS . trin=0,
“wbl=t = sinfty trmax=12.57
“ytl=1 - cosit) tatep=.1

wha= min=0,

utz= pmax=12.57

x%§= ><s,-;,1=1i -

yt.3= umin=—-1,

th= l:lna>1<=?. 7 t

ytg= uzcl=1.

who=

ut.5=
JL1AIN EADAUTD Eiki LIAIH EADAUTD Eiki

The circle was drawn using tools from the “pencil” menu (F7).
e EXAMPLE 2. Lissajous figures are parametric curves of the form
x =acost, y=bsinnt,

where n > 1. Take a = b = 1 and plot the Lissajous figure with n = 5.

AT Few [ PETEe LD

- f—|ZoaomfEii] - [RE L
wFLOTS

st l=cos(t)
atl=sinlS-t)
xh2=

ut3= in=-i.
e :
utd= =1.
wh3=
Ltz
Rk

XTI RAL GUTD Rk [FIAT EAL BUTD

1 FEw | FB 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f

Arc length. The length of a parametric curve
x=[f(t), y=g), a<t<b,

b 2 2
dx dy
L= — — | dt
VG () o
provided that the curve is traced out exactly once as ¢ increases from a to b. (Otherwise, L

may still be interpreted as total distance travelled between time ¢t = a and time ¢t = b by a
particle whose position at time ¢ is given by (f(t), g(t)).)

is given by

e EXAMPLE 3. Find the length of one arch of the cycloid in example 1.
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The required derivatives are easily seen to be

dx dy

— =1—cost and —= =sint,

dt dt

so we simply enter the arc length formula containing these expressions,

integrating from ¢t = 0 to t = 2.

1 F2 F3 4 FE FE™ |F? 1 Fi F3 Fiy FE F&
- E ZDch Trace|RelGraph MatTh Dr‘;u - / - E ngevbr*a Calvc. DLhE-r*TPr*ngDTClear* S=Z...
2.
'Ja "l - cosctn® +rsinctZat 2.
L—cosCtI ) 2+sinCtd 20, £, 0,200
JL1AIN EADAUTD Eiki [L1AIN, EADAUTD [T P

e EXAMPLE 4. Find the length of the Lissajous figure in example 2.

The required derivatives are easily seen to be
dx d
— = —sint and YW _ 5 cos bt,

dt dt

so we simply enter the arc length formula containing these expressions.

1 Faw T Faw 'l' Fyw FE F&
- E AlgebralCalc Dther‘TPr‘ngDTClear‘ a=z..

n
8 4-LQ Jrsinetn® 05 coses-t02at
20, 737
A* S CICCeinCt )32+ (hcos(OtII"2,
TG EAl AUTD FAE irz0

Note that in this calculation, we have taken advantage of symmetry by integrating from 0
to m/2 and multiplying the result by 4. Generally speaking, the numerical approximation of
definite integrals is less time-consuming over a shorter interval. Try for yourself doing the
same calculation without using symmetry; i.e., by integrating from 0 to 2.

Exercises

1. Plot and find the length of the curve
T =cost, y= sintg, 0<t<+V3m.

2. Plot and find the length of the curve

r = 2cost, y = sin?2t.

3. A baseball player hits a long home-run in which the ball’s path in flight is given by
z = 522 (1 _ e—f/3) .y =588 (1 _ e—f/3) — 96t + 3.

Find the time ¢ at which the ball hits the ground, and find the distance that the ball
travels in flight. Then compute the average speed of the ball during its flight.

4. The planet Fyodor has a circular orbit about its sun, and Fyodor’s moon Theo has
circular orbit about Fyodor in the same plane. Theo revolves about Fyodor ten times
per Fyodoran “year,” and the distance from Theo to Fyodor is one-seventh the distance
from Fyodor to its sun. Determine appropriate parametric curves and simulate the motion
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of this system. Assume that the sun is located at the origin and use the Animate Path
Style. (Note: Physics is totally ignored by this problem!)

8.2 Polar curves

A polar curve is the graph of an equation r = f(f) where r and 6 are standard polar
coordinates defined by

x=rcosf, y=rsind.
e EXAMPLE 1. Plot the graph of r=In(0+ 1), 0 <6 < 5.

To graph such a curve with the T1-89/92, we first set the Graph MODE to POLAR. Then
we enter the function in the Y= Editor and set appropriate values for window variables.

= e -
MIODE | - T
FL FZ W FLOTS Bl i =1 .
L[Hﬁgih1 Fage 2 “rizlnce + 1) Bnax=15, FATIEIZE7I
Current Folder.... EB; gﬁ%ﬁg_—é}
D1s§rlag Digits.... rg= Hman=6
Anale. v ssnnannns 3= pescl=1
Expotiential Format rE= armin=_3
Complex Farmat. ... rr= rax=3
Uectar Format..... EECTAHGLILAR + 8= g=cl=1.
+ Pretiu Print. ..o, oH+ o= '
Enfer=sAlE ESC=CANCEL L=
r1CB>=1n<B+1>
[T EAD AUTH FHE 0730 T EAL HUTD EllL.

With that done, we’re ready to press ¢ GRAPH to see the plot.

1 Fzv 1 FE Fi FEw |_F&™ [F7
bl E Zoom|Trace [ReGraph|Math|Draw |~ /

AN
N

[FRE BAL BUTD FIL

e EXAMPLE 2. Plot the “five-leaved rose,” r = sin 56.

1 FEw | FB 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f

= FLOTE
rl=sintS- )
2=

amin=-1.
res =1,
rr:g: o=cl=.1
rlo=

1 {0>=sin(h*x0>
AN EAD HUTO FOL T EAD AUTH L

Note that the five-leaved rose was completely drawn with 0 < 6 < 7. Because sin5(0 + ) =
—sin 50, the curve would be trace out twice with 0 < 6 < 2.

e EXAMPLE 3. Plot the graph of r =sin(96/4), 0 < 6 < 8x.

[ T 5 ]’ 1 Fix | F2 4 FEx [ Faw |F7

bl E Zoom - E Zoon|Trace |ReGraph[Math|Draw| - f

APLOTE a

~’r‘1=sin[T]
ra=

16 EAD _AUTD EOL [
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Areas. The area of a region bounded by the graph of r = f(f) and the rays § = a and
6 = b is given by

b 1
§f(9)2d07

assuming that f is continuous and nonnegative and that 0 < b —a < 27.
e EXAMPLE 4. Find the area enclosed by one loop of the three-leaved rose
r = sin 36.

Since one loop of the figure is drawn as 6 rotates from § = 0 to § = /3, the area of the

enclosed region is
w/3 1
/ Zsin®30df = —
0 2

12
1T _Few | F3 4 FEx | F&T [F7 1T Fer Fav | FuT FE F&
- o [Zoor [Trace [ReGraph Math|Dr aw| - / » f—|AlgebralCalc DLher‘TPPngDTClear‘ S=Z...
grnin=Q.
Brmax=1. 0471973512
Bztep=.01
=rin=-.1
Hmax=1
wacl=.1
urin=-.1
UMER=. 67 . 2
uscl=.1 N [=in(3 -2y g8 b
0] 2 12
fCein¢30>*2,2.0.0.n3>
LGN EADAUTD ElL [L1AIN, EADAUTD [ TN P

The area of a region bounded by two polar curves of r = f(#) and r = ¢g(#) and the rays
0 = a and 0 = b is given by

b1
| 502 - g02) s,

assuming that f and g are continuous and nonnegative, 0 < b—a < 27, and f(0) > g(0) for
a<0<hb.

e EXAMPLE 5. Find the area of the region that lies inside the circle r = 3sinf and outside
the circle r = 2.

The region is shown in the graph below, in which 0 < 6 < m. (Suggestion: Set Graph
Order to SIMUL (F1-9) to observe the curves as they intersect.) The curves intersect when
3sin® = 2. This gives two solutions in the interval 0 < # < 7, namely § = sin~*(2/3) and
0 =m —sin"1(2/3).

1 FEw | FB 4 FEv |_FE™ |F7 1 Fzr T g T Fiyr FE FE
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Arc Length. The length of a polar curve r = (), where a < 6 < b, is
b
L— / VIO [(0)2 do.

e EXAMPLE 6. Find the length of the four-leaved rose r = cos?26.

Using symmetry, we know that one-eighth of the length is traced out as 6 rotates from
6 =0 to 6 = /4. So let’s integrate over 0 < 6 < 7/4 and multiply the result by eight.
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~ |2 Trace [ReGraph [Math|OF aw|~ f - f—|AlgebralCale DLher‘TPr‘gnIDTClear‘ A-Z..

Bmin=0.

Bmax=f6. 28318530718

gstep=. 05

Hmin=-1.2

wmax=1.2 T

wscl=.1 T 5 5

gnin='1,2 0| 3 leoscz 802 + (-2 sincz-en2as

scl=.1 1.21104

" 1.21105602F5668 -8 3. 6524
ansC1)%8

[T EAD HUTD Tl [HAN EAD HUT0 TP

Our final example for this section involves an improper integral.

e EXAMPLE 7. Find the length of the spiral r=¢e=9/5,0< 6 < .

b PHA PSS v o A1 set s et 0t e |PranT0]C 1o Up
-8
ﬁ/\ B
F//I e 7 3 e Done
" 2.0.d 2
“| o Jreen +[@(r~c9))] a6 =
A2+ (B> B3 2> 8.0, o]
TaEIE AT 7T FIL TZET] AL 70 TR 25

Exercises
1. Find the area of each region inside a loop formed by the graph of r = 6(2 — 6)(3 — 6).
. Find the area inside one loop of the five-leaved rose r = sin 56.
. Find the area inside the cardioid r =1 — cos#.
. Find the area inside the inner loop of the limacon r =1+ 2cos®.

2
3
4
5. Find the area of the region inside the circle r = 3 cos and outside the circle r = 2sin 6.
6. Plot and find the length of the polar curve r = sin 6 cos 26.

7

. Find the circumference of the limag¢on r =3 + 2cosé.
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The TI1-89/92 has graphical, algebraic, and numerical capabilities that lend themselves to
the study of sequences and series. This chapter is an introduction to these capabilities and
a supplement to Chapter 12 of Stewart’s Calculus.

9.1 Sequences
This section is devoted to the ways in which the T1-89/92 enables us to study sequences.
First we’ll look at the T1-89/92’s ability to generate sequences and find limits symbolically.
o ExAMPLE 1. Consider the sequence defined by
2n?
32 —n+1°

The seq() command, which is found under List in the MATH menu ([2nd][5]), can be used to
display a number of terms of the sequence. Exact values are displayed if EXACT is selected

an = n=1,2,3,....

1 Faw T Faw 'l' Fyw FE F&
- E AlgebralCalc Dther‘TPr‘ngDTClear‘ a=z..
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ComMplex
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seqC2n*2/C(3In"2—n+1> n, 1,6
IS B ERFCY R
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The limit() command, found in the Calc menu (F3 from the Home screen), computes the
limit of the sequence.

1 FEv T i T Fir FE F&
bl E AlasbralCalc Dther‘TPr‘ngDTClear‘ A—Z...
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o 1im[7§ n ] 23
he+wl 3-nc-n+1
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This also works with sequences whose terms involve symbolic parameters, as seen in the
following screens.
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Plotting sequences. Sequences can be plotted easily on the T1-89/92.
e EXAMPLE 2. Suppose that we wish to study the sequence defined by

3n+7(-1)"
n — — :1,2, S .
a T n 3

The first step in plotting the sequence is to press the MODE key and select SEQUENCE as the
Graph mode.
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[ 1 I 2 ]
FPage 1|Fage 2
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Then press ¢ Y= to bring up the Y= Editor. There, enter the formula for a,, as ul. Also from
the Y= Editor, press F7 and specify n as the variable for the X Axis and ul as the variable

for the Y Axis.
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In order to get an idea what window bounds are appropriate, we can examine the terms in
the sequence as a list. So press ¢ TblSet and set each of the parameters tbiStart and Atbl
equal to 1, and then press ¢ TABLE.

1 Few | Fx TF4 [FET|_F&™ F?
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From the values in the table, it looks as if —.5 to 1.25 would be good choices for ymin and
ymax. So press ¢ WINDOW and enter window parameter values as shown below. Here we are
plotting the first forty terms in the sequence. Then press ¢ GRAPH. Notice that we have used
Trace (F3) to display the value of the 36th term.
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To better see the long-term behavior of the terms in the sequence, we can replot the sequence

after setting nmax and xmax to 100.
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Finally, let’s look at a plot of the first 200 terms. But first we’ll change the plot Style to Dot.
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All of this provides numerical and graphical evidence that the limit of the sequence is
3/4. To prove that this is indeed the case, first observe that

3n—"7 _3n+7(-1)" < 3n+7
In+5 — 4n+5 “4dn+5

for all n > 1. Now the squeeze theorem tells us that

. 3n+T7(-1)" 3
lim ———— = —,
n— oo dn+5 4

because

im 3n—7_ lim n+T7 §
nooodn+5 nooccdn—+5 4
(

by application of 'Hopital’s Rule to the functions f(x) = (3z — 7)/(4x + 5) and g(z) =
Bz +7)/(4z + 5).

Recursive sequences. Often the n'™ term of a sequence depends not upon n, but upon
previous terms in the sequence. Such a sequence is called a recursive sequence.

e EXAMPLE 3. The sequence {a,}52; defined by

CL1:.5
ap = 2sina,—1, n=2,3,4,...

is a recursive sequence. In the Y= Editor, we enter a,, as ul(n) and then press ¢ TABLE to
view the first few terms.
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In fact, scrolling down the table a bit suggests that the sequence is converging to a limit that
is approximately 1.8955. The generation of sequences such as this, in which a,, = g(an—1),
with some given continuous function g and some given value of a1, is often called functional
iteration, or fized-point iteration. There is a special graphical device, called a web plot, for
visualizing such a sequence. To set up a web plot on the T1-89/92, press F7 from the Y=
Editor, and choose Axes = WEB and, for now, Build Web = AUTO.
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Now we set appropriate window variables and plot the graph.
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mrin=1,
nrnaz=20,
Plotstri=1.
plotstep=1.
min=g.

T

(131N Bl HEFEOL EL L1AH Bl HEFEOL EL

Note that the curve in the picture is the graph of y = 2sinz and the line is y = z. To get a
better  feeling  for  what  this web  plot is about, let’s  change
to Build Web = TRACE in the Axes menu (F7) of the Y= Editor. Then pressing ¢ GRAPH
only shows the graphs of y = 2sinz and y = z.
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Now select Trace (F3) and press [=] once and then again.

1 Fer | F3 4 FEx | F&T [F7 1 Fer | F3 Fly FEx | F&T [F7
- E Zoon|Trace|ReBraphMath(Draw|- / - E Zoom | Trace |ReGraph|Math|Draw|+
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The first of these shows the computation of as = .958851 from a; = .5, and the second

shows the location of as on the x-axis. Now press [=] twice more to find ag on both axes.

1 Fer | F3 4 FEx | F&T [F7 1 Fev | F3 4 FEx | F&T [F7
- E Zoon|Trace|ReBraphMath(Draw|- / - E Zoon|Trace|ReBraphMath(Draw|-
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[ZE] R T FEH R T

Continuing in this way, you will begin to see the “web” approach the point of intersection of
the two graphs. It is also interesting to zoom in a bit to observe the behavior of the sequence
once terms begin to get fairly close to the limit.
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1 Fer | F3 4 FEx | F&T [F7
- E Zoon|Trace |ReGraph|Math|Draw|-
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Our investigations so far indicate that

lim a, ~ 1.8955.

Let 2* denote the exact value of this limit. Since

and a,, = 2sina,_1 for all n, it must be true that

FAJ REFERE, i

lim a, = lim a,_1 ="

n—oo

¥ = 2sinx™;

that is, the limit 2* is a solution of the equation = = g(z), where g(x) = 2sinz—that is, a
fized point of the function g. (Note that the points of our web plot converged to the point
of intersection of the two graphs.) Let’s check this by solving = 2sinx with nSolve().

T Far

]

FE F&
alc DLher‘TPPngDTClear‘ -

1 Fer Fav | FuT FE F&
- E AlgebralCalc DLher‘TPPngDTClear‘ a=z.

S approxt
fcormbenomy
L =Igl=]

lnSDlue(x=2-sin(x),x)|x >0 1.89549427

nSolvedx=2¥sinCx> x> x>0
[GFT] EAD AUTH EC 1750

T

This is an example of a very important use of sequences. Exact solutions of many equa-
tions, such as x = 2sinx, simply cannot be found. Thus we resort to some approximation
procedure which amounts to generating a sequence that converges (we hope) to a solution.
Provided that the sequence does converge, by computing enough terms in the sequence we
can approximate the exact solution to any desired accuracy.

Newton’s Method revisited. Recall that Newton’s Method for approximating a solu-

tion of f(z) = 0 is described

Tn

by

=Tp—-1—

n=1,23,...,

where x( is some chosen initial approximation to the solution. This procedure generates a

recursive sequence, since x,, = g(z,—1) for n > 1, where

g9(z) =z — f(2)/f'(2).
Note that if z,, — 2* as n — oo and if f'(x*) # 0, then

which implies that f(z*) = 0.

o ExXAMPLE 4. Consider the problem of approximating the solution of

2 +zr—-1=0.
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Examination of the graph of the function f(r) = 2% + x + 1 shows that there is exactly one
solution and that this solution is between .5 and 1. So we’ll take 2y = 1 and use Newton’s
method, which here takes the form

x> 4, —1
32 +1

With Graph MODE = FUNCTION, enter f(z) as yl and f’(z) as y2. Then switch to Graph
MODE = SEQUENCE, and enter the Newton iteration formula as ul.

Ty = Tp—1 — , n=1,2,3,... .

3 _ e Midulin - 10
< ul=ulcn - 1) N OTCERY]

gi= 3
Hgf uiz=
g2z 3=
H?: uiz=
38; L:‘g:
- uig=
g9= 5=
g2 d=3 %241 uil=1
[ZFAT] EAD HFFRLE EURL [T EAD PPN i)

Press o TABLE to see the very rapid convergence of the sequence to a limit z* ~ .68233.
Indeed, notice that we have at least five decimal places of accuracy after only four iterations.
© GRAPH shows the following picture on the left with window bounds of 0 to 2 on each axis
and the picture on the right with window bounds of .5 to 1 on each axis.
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The curve in each of the pictures above is the graph of

f(x)

fr()

Notice that the extremely rapid convergence of the sequence is due to the fact that the
graph of g has a horizontal tangent at the point of intersection. One of the exercises that
follow will ask you to verify that this is a general property of Newton’s Method.

gla) =z -

Exercises

For Exercises 1-5, plot each sequence and try to determine whether the sequence has a limit
as n — oo and, if so, estimate the value of the limit or make a conjecture about its exact
value. Then have your T1-89/92 compute the limit with its limit() command.

2+ (=1)"n? In(n) n!
Loa = 2. 4 = Can =
T 3n 14 In = 73 3 an = g50m
2n3 — 6n? 4+ 15 25 \1/n
4. Ay = m 5. Ay = (COS 371/) /

In Exercises 6-10, make a web plot of each recursive sequence and try to determine whether
the sequence has a limit as n — oo and, if so, estimate the value of the limit or make a
conjecture about its exact value. When possible, compute the exact value of the limit. In
all cases, describe as well as you can the long-term behavior of the sequence.

6. apn=14+an-1/3, a1 =0
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7. apn=14+an_1/3, a1 =3
8. an=2an,-1—3, a; =2.99
9. ap=e€e "1 a1 =1

10.  ap=an-13—an-1), a1 =15

In Exercises 11-15, use Newton’s Method to approximate the smallest positive solution of
the given equation to at least six decimal places.

11.  sin?z — cos(x?) =0

12. x—cosx =0
13. r=e "
14. tanz = x

15. —zt=1

16. Let g(x) = — f(z)/f'(x), where f is a given twice-differentiable function.
a) Show that ¢'(z) = £(x)f"()/f(2)?.
b) Conclude that if f(z*) = 0 and f'(z*) # 0 (i.e., * is a simple root of f), then
g'(z*) = 0.
¢) Describe the effect of ¢’(x*) = 0 on the web plot of the Newton’s Method iteration.

0.2 Series

For any sequence {a,}5° ;, there is an associated sequence of partial sums {s,}>2; defined
by

n

Sp = E Q.

k=1

e EXAMPLE 1. If a,, = 1/n?, then

81:1,
1 9
:1 _ = —
S2 +8 87
I N L
5708 a9t T 216
11 2035

1
:1 — J— - =
=l et T T s

Notice that the terms of any such sequence of partial sums will satisfy
S§1 = as,
Sp = S8pn—1+0n, n=2,3,4,... .

This allows very efficient calculation of the partial sums.
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e ExaMPLE 2. Consider again the sequence a,, = 1/n3. To investigate the behavior of the
partial sums, let’s enter a,, as ul and s, as u2 in the Y= Editor and construct a table of
values.

T FEv
w g |Zoom [
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uiz=1
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00| = |0 || | Ced |2 |2 | D5 | A T
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(n>=1.195%1602435%616
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Values further down the table suggest that the partial sums are converging to a limit approx-
imately equal to 1.2. To estimate this (supposed) limit more accurately, it is more efficient
to plot the sequence of partial sums and use either Trace (F3) or the Value function from
the Math menu (F5-1).

1 FEw | FB 4 FEv |_FE™ |F7 1 FEw | FB 4 FEv |_FE™ |F7
- E Zoon|Trace |ReGraph[Math|Draw| - f - E Zoon|Trace |ReGraph[Math|Draw| - f
2 2
o . d
no: 3. not 200,
HCE S, ucil. 20196 o i 20, ucil. 2026
LI EED EGRCT kG LIAIH EED EGRCT kG

An alternative approach is to use the () operator from the Calc menu on the Home screen.
(Be sure to switch Exact/Approx MODE to APPROXIMATE.)

1 Faw T Faw 'l' Fyw FE F&
- E AlgebralCalc Dther‘TPr‘ngDTClear‘ a=z..
LN LS 1.19753
=1 n
1068 1
LI —3] 1.202601
n=1ln
1 1
= —3] 1. 20265
n=1ln
Z¢1.n"*3,.n.1,1000
[L1IH KAl AFFRD: RO _Lo0

The numbers we are seeing suggest that this sequence of partial sums is a convergent se-
quence with a limit approximately equal to 1.202. However, this is an area where one must
be very careful about such claims.

Given a sequence {a,}>2 , the limit of the associated partial sums is called an (infinite)
series and is denoted by

oo n

E ar = lim E ak.
n—oo

k=1 k=1

For example, our preceding investigation suggests that

1

} :f ~ 1.202.
3

k=1 k

The TI1-89/92 can compute the exact value of certain series. This is done, again, with the
> () operator. As we see below, 21211 k—13 is not a series that the T1-89/92 can compute.
However, >3 | 7 is. (Switch Exact/Approx MODE back to EXACT.)
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Among the series that the T1-89/92 can compute exactly are geometric series.

1 FEv T i T Fir FE F&
bl E AlachbralCalc Dther‘TPr‘ngDTClear‘ A—Z...

n=al 3"
L]
an
0l Z — 5.3
n=B[ 5”]
2 an+3
.néa ?n+1 83

ZC2(n+3)/ 7" (n+1), n 0. n)
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Convergence. It is often difficult to determine whether a sequence converges by numerical
and graphical means. For example, it would be very difficult by graphical or numerical
investigations to determine whether either the harmonic series

i 1

n=1 ’I’L7
or the p-series (with p = 1.01)

f: 1

P o1’
is convergent. (The harmonic series is known to diverge, while p-series with p > 1 are
known to converge.) For this reason, we need analytical tests to determine whether a series
converges. Moreover, when dealing with a convergent series, it is very important to have an
estimate of the error when estimating the series with a partial sum.

There are five primary tests for convergence. These are the integral test, the comparison
test, the limit-comparison test, the ratio test, and the root test. Because it also provides a
useful error estimate, we will illustrate only the ...

Integral test: Let a, = f(n), where f is a positive, continuous, and decreasing function
on the interval [1,00). Then

0 [e'e]

g ay converges if and only if / f(x)dx converges.
k=1 1

Moreover, we have the error estimate

[ s 3 < [

k=n-+1
for the partial sum s,,.

o EXAMPLE 3. Consider the series

o0

1
Z nlnn’

k=1
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According to the integral test, this series converges if and only if the improper integral

/ < dx
1 xlnzx
converges. The [() operator from the Calc menu lets us evaluate this integral easily. We

see that an antiderivative of (xInz)~! is In(Inx), which clearly approaches co as  — oc.
Further verification is provided by the computation of the improper integral.

1 Fer Fav T FE F& 1 Fer Fav | FuT FE F&
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So we see that the series in question diverges.
e EXAMPLE 4. Consider the series

> g

k=1

oo

According to the integral test, the convergence or divergence of the series is determined by
that of the improper integral
o0
x
1 2

1 Faw T Faw 'l' Fyw FE F&
- E AlgebralCalc Dther‘TPr‘ngDTClear‘ a=z..

- ez TH 57K
II[X'Z x]dx Tcz)—m
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P n(zh+ 1|
'Jl[x Jax z-(1nczo12

I CxH2Cxd w1, w)
TG EAl EXACT EG

Thus we see that the series converges. Now suppose we wish to estimate the value of this
series to within 0.001. How many terms must we sum in order to obtain that accuracy?
According to the error estimate provided by the integral test, we need to find n such that

/n %dw < .001.

So first we compute f:o s=dz in terms of n; then we set this equal to .001 and try to solve
for n using nSolve from the Algebra menu. Note that nSolve is not successful until we restrict
its search to n > 1, when it returns n = 14.4883.

1 Fer Fav | FuT FE F&
- E AlgebralCalc DLher‘TPPngDTClear‘ a=z.
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[GFT] EfD ESACT EUBC 2230
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So n = 15 terms will provide the accuracy we desire. Computation of that partial sum
suggests that the exact value of the series may be 2. In fact, the T1-89/92 can compute the
exact value of this sum, which is indeed equal to 2.

1 Fir Fiwr Fyr [ F&
vaﬂlgebra Calc DLher‘TPr‘gnIDTClear‘ A-Z.. -{—ngebr‘a I:al-: DLher‘TPr‘gnIDTClear‘ S-Z..
(1n(23)
- 14,4883
In(2y+ 1127 "
msm;.;[%: .001,n||n 1 15 i
£ 1n02D) 5 [nez N 1, 93944}
14. 4383 n=1
5 L
2[ “n] 1, 99945 w5 [hezN) 3
m=1 n=1
Ein*2*C " n).n.1.415> En®2*Cnd.n. 1,02
AT AT RS 2750 [T EAD EieT TURE o0

Power series. A power series, about the number a, is a function f defined, for some given
sequence of coefficients {c, }5, by

o0

Z {E—CL

The domain Dy of such a function is the set of all x for which the series converges. There
are three possibilities for the domain Dy. Either:

(i) Dy = {a},
(ii) Dy = (—o0, 00), or
(ili) Dy is a bounded interval centered at a.

In cases (ii) and (iii), the domain is called the interval of convergence. In case (iii) it may
be an open interval, a closed interval, or it may contain one of its two endpoints. Half the
length of this interval is called the radius of convergence of the power series. In case (i),
we say that the radius of convergence is zero; while in case (ii), we say that the radius of
convergence is 0.

o ExAMPLE 5. Consider the power series

The ratio test shows that the series converges (absolutely) for —1 < z < 1. The series
diverges when < —1 or x > 1 and is a convergent alternating series when z = —1.
By graphing several of the polynomials obtained by truncating the series, it is possible to
visualize the convergence of the power series as a sequence of functions. Let’s first graph the
first through the fourth partial sums of the series; i.e., the first through the fourth degree
approximations to the series, on the interval [—2, 2].
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- E Zoon|Trace |ReGraph|Math|Draw|-
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What should be noticed here is that the graphs are very close to each other near x = 0.
Now let’s graph the the fifth, tenth, and 20th degree approximations to the series on the
interval [—1.5, 1.5].
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Finally, we’ll graph the 200th partial sum on the interval [—1.25, 1.25]. (Warning: It takes
the T1-89/92 several minutes to do this.)
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Notice that the derivative of function f(z) in this example is

1

1—=2

for —1<z<1.

Also, f(0) = 0. Therefore we can conclude that f has the “closed form”
fl@)=—-In(l—2) for —1<ax<1;

that is,

oo

n

—ln(l—a:):z% for —1<z<1.

n=1

Let’s look at the graph of this function, together with, say, the seventh partial sum of the
power series for comparison.

Note that the graph of —In(1 — ) is the one with the vertical asymptote at z = 1.
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e EXAMPLE 6. Consider the power series

oo

1 FEw | FB 4 FEv |_FE™ |F7
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flz) =) (=1)ra®.

n=0

The ratio test reveals that the series converges (absolutely) for |z| < 1 and diverges for
|x] > 1. It also clearly diverges if x = £1. So let’s first plot the second through the fifth
partial sums on the interval [—1.5, 1.5].
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From what we know about the geometric series, it is not difficult to see the closed form

o0

n n 1
Z(—l) z? =112 for —1<z<1.
n=0

So let’s plot the eleventh partial sum together with y = (1 + 22)~!, again on the interval
[—1.5, 1.5].
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This graph does a very good job of illustrating the convergence of partial sums of a power
series. In this case, the function represented by the power series is defined and bounded for
all z, but the power series converges to it only on the power series’s interval of convergence.

Exercises

For each series in 1-5, plot the sequence of partial sums and estimate the value of the series.

oo 2 o0

1 n 1
1. — . — . —
Z TL2 2 on 3 nm
n=1 n=1 n=1
=1 = (=1)" 2n
4. - ( )
— nl 2:: (2n)!

For each series in 6-8, use the integral test error estimate to determine how many terms,
when summed, will estimate the series to within 0.0001.

o0 o0 o0
Inn 1 In(1 + n?)
6. —- 7. —_ 8. —_—
> e D D >~
n=1 n=1 n=1

For each power series in 9 and 10,

a) find the interval of convergence with the ratio test;

b) plot the first five and the tenth partial sums of the series on an appropriate interval;

¢) find the closed form of the series and plot the graph on its interval of convergence.

(n+1) oo ( 1)nx2n+1

n=1 n=0
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9.3 Taylor polynomials

The n*" degree Taylor polynomial about a point z = a for a function f that is n times
differentiable in an open interval containing a is given by

*) (g

T, =3 TP -y
k=0 )

where f(*) denotes the kth derivative of f. If f has derivatives of all orders in an open
interval containing x = a, then its Taylor polynomials are partial sums of the power series

f@) =) exlz—a)*
k=0

where the coefficients ¢;, are given by ¢, = f(¥) (a)/k!. We call this series the Taylor series
for f about x = a.

The T1-89/92 has a built-in function for computing Taylor polynomials. It is the function
taylor(), in the Calc menu.

e EXAMPLE 1. Consider the function

fz) =

We'll find the third degree Taylor polynomial T5(z) about z = 0. In order to graph T3(x)
along with f(x), we assign the result of taylor() to the variable p3(x).

22 —1
3+ 17
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Finally, let’s graph f(z) along with T5(z) and Tio(x). (Note that Tho(x) is actually a poly-
nomial of degree nine.)
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The remainder term. Taylor polynomials provide an effective way of approximating a
function locally about a given point & = a. According to Taylor’s Theorem, the remainder
R, (x) in the approximation of f(x) by T, (z) is given by the formula

(n+1)
@) = (o) = Ru(o) = L)

where £, is some number between x and a, provided that f is (n + 1)-times differentiable
on some interval containing a and x.

(x _ a)nJrl’
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e EXAMPLE 2. Suppose that we approximate sin(.3) by computing the value of the cubic
Taylor polynomial about x = 0 at .3:

3
sin(.3) ~ .3 — ('? = 0.2955.

Let’s use the remainder term to estimate the error in the approximation. Since the fourth

derivative of sin z is sinx, and since sinx > 0 for 0 < z < .3, we have

bln(fg)
4!

for some number & 3 between 0 and .3. Using the very rough estimate sin(€ 3) < 1, we arrive

at

|Rs(.3)] = (:3-0)%,

1
|R3(.3)| < I('3)4 = .0003375.

This estimate can be sharpened somewhat by using the fact that sin(£ 3) < .3. (Why is this
true?) This gives the estimate

|R3(.3)| < 4—%(.3)4 =.00010125.

A still sharper error estimate can be found by realizing that the fourth degree Taylor poly-
nomial for sinz about x = 0 is the same as the cubic Taylor polynomial about x = 0.
Therefore we can estimate the error with

cos(&.3)

5!
Finally, there is one more (simpler) method of estimating the error that is available to us.
The full series for sin(.3) is an alternating series. Therefore, the error can be estimated by
the absolute value of the next nonzero term, which here is (.3)°/5!, the very same estimate
that we obtained for |R4(.3)|. The calculations on the left below indicate that this error
estimate is quite sharp indeed. The plot on the right below shows the graphs of sinx and
x —x3/6 on the interval 0 < z < 7.

(:3)°

|R4(.3)| = (3-0)°< - .00002025.
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Because of the form of the remainder term, if we want to approximate f(z) over an
interval [a — r, a + |, we have the error estimate

M n+1
|R,(2)] < ﬁ for [x —a| <7,
where
M = max (1) (4 ‘
l[a—r, a+7] f ( )

e EXAMPLE 3. Suppose we wish to find a polynomial approximation to f(z) = cosz uni-
formly on the interval [—m, ] with an error of not more than 0.01. Since f and all of its
derivatives have values between —1 and 1, we can take M = 1. So, for any « in [—7, 7], we

have
ﬂ_nJrl
< -
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and therefore we want to find the least value of n such that

n+1

T
m < 0.01.

By tabulating the sequence 7"1/(n + 1)!, we see that the desired value is n = 10.
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Now we plot cosz together with pi1g(z) on the interval [—7, 7]. Notice the closeness of
the two graphs between —7 and 7.
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Exercises

1. Find the fifth and tenth degree Taylor polynomials for f(x) = cosx about x = Z. Then
plot them both along with cosz on the interval [—4, 7].

2. Find the fifth and tenth degree Taylor polynomials for f(x) = cos(1 — e*) about z = 0
and plot them along with cos(1 — e”) on the interval [—2, 3].

3. Find the fifth and tenth degree Taylor polynomials for f(x) = (1 + 22)~! about x = 0
and plot them along with (1 + 2?)~! on the interval [-2, 2].

4. Find a polynomial approximation to f(z) = e on the interval [—2, 2] with an error of
not more than 0.01. Then plot both the polynomial approximation and e” on the interval
L_4v4}

5. Find a polynomial approximation to f(z) = Inz on the interval [1/2, 3/2] with an error
of not more than 0.001. Then plot both the polynomial approximation and Inx on the
interval [0.01, 4].

6. Find the third, fourth, and fifth degree Taylor polynomials for f(x) = 2® + 2% + x + 1
about x = 0 and also about z = 1. What do you observe?

7. Use the cubic Taylor polynomial for es"# to approximate e*" %25, Use the bound on the
remainder term to estimate the error in the approximation.

8. Use the fourth degree Taylor polynomial for v/1 + z* about z = 0 to approximate the
integral fol V1 + z* dx. Estimate the error in the approximation.
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Use the fourth degree Taylor polynomial for cosx about x = 0 to find an approximate
formula, for the positive solution of cosx = 2 + k, in terms of k, for ¥ < 1. For what
values of k does this give a reasonably accurate solution? Hint: The quadratic formula
is your friend.

What other important theorem does Taylor’s Theorem become in the case n = 07 What
does Taylor’s Theorem tell us about the linear approximation to a twice differentiable
function about z = a, i.e., in the case n = 17



10. Projects

10.1 Two Limits

Objectives: The purpose of this project is to illustrate the notion of limit in two simple
situations.

Background: You need only be familiar with the basic capabilities of the TI-89/92 that
are described in Chapters 1 and 2 of this manual.

I. Suppose that a certain plant is one meter tall, and its height increases continuously at a
rate of 100% per year. How tall will the plant be one year later?

1.

Suppose that instead of growing continuously the plant has monthly instantaneous
growth spurts, in each of which its height increases by %%. Compute the plant’s height
after twelve such monthly growth spurts.

Suppose that instead of growing continuously the plant has daily instantaneous growth
spurts, in each of which its height increases by %%. Compute the plant’s height after
365 such daily growth spurts.

Suppose that instead of growing continuously the plant has n instantaneous growth
spurts during the year, in each of which its height increases by %%. Express the year-
end height of the plant as a function h(n).

Plot the graph of h(n) in a [1,500] x [2,3] window. Use Value from the Graph screen’s
Math menu to find the values h(12) and h(365) that you computed in #1 and #2.
Describe the behavior of the graph and estimate the number that h(n) approaches as n
gets larger and larger. Now give an (approximate) answer to the original question.

I1. Suppose that your friend asks for a loan of $2500 and offers to pay you back according
to the following schedule. He will pay you $100 tomorrow, and on each day thereafter he
will pay you 95% of the previous day’s payment for the rest of your life (or until the daily
payment amount is less than one penny.) Should you agree to the deal?

1.

The amount of the loan that has been paid back after n days is
A(n) = 100 4+ 100(.95) + 100(.95)% + 100(.95)% + - - - + 100(.95)" 1.
So in the Y= Editor, define
yl =sum(seq(100%.95"k,k,0,x—1)
Then plot the graph of y1 in a [0, 30] x [0,2500] window, with xres=4 to speed up the
plot. How much of the loan has been paid back after 30 days?
The method used in #1 to compute A(n) is very inefficient. Show that
A(n) —.95A(n) = 100 — 100(.95)™ = 100(1 — .95™)
and consequently that
_100(1 —.95™)
.05

Redefine y1 using this simpler formula. Then plot the graph in a [0,365] x [0,2500]
window. What can you conclude about when the loan will be paid off?

A(n) = 2000(1 — .95").

After how many days will the daily payment become less than a penny? How much
money you would get back if you did agree to the deal?
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10.2 Computing 7 as an Area

Objectives: This project illustrates the notion of limit in the context of computing the
area inside a circle by the “method of exhaustion.”

Background: Basic trigonometry. You should also be reasonably familiar with the capa-
bilities of the T1-89/92 that are described in Chapters 1 and 2 of this manual.

In this project, we will explore a method for computing a that was known to the ancient
Greeks. It is sometimes called the “method of exhaustion.” (But with the T1-89/92’s help,
hopefully we won’t become exhausted. ~) The method embodies the essence of calculus:
successively improved approximations.

Let us suppose that we define 7 to be area inside a circle of radius 1. Then by approx-
imating the area inside the circle, we approximate 7. The way that we’ll approximate this
area is to compute the area of a regular polygon whose vertices lie on the circle.

1. Before we proceed with the computations, let’s first create some pictures to illustrate
what we’re doing. Enter the following program, which draws a regular polygon with n
sides and partitions the polygon into n identical triangles.

: polygon(n)
: Prgm: Local a,b
: ClrDraw:CirGraph:FnOff:PlotsOff
: ZoomSqr
: Fori, 1, n
2.mx(i-1)/n —a
2.*i/n —b
Line cos(a),sin(a),cos(b),sin(b)
:  Line 0,0,cos(b),sin(b)
: EndFor
: EndPrgm

After entering the program, set window variables to see a [—2, 2] x[—1, 1] window. Execute
the program from the Home screen with n = 3 by entering polygon(3). Repeat with n = 4,
5, ..., 10 and then with n = 16, 24, and 36.

2. a) Now we need a formula for the area of each n-gon. Using basic trigonometry, and
noting that each triangle can be divided up into two congruent right triangles, show that
each of the n triangles within the n-gon has area

180° 180°
cos ,
n

sin

and consequently the area within the n-gon is

180° 180°
cos ,
n

A(n) = n sin

(Note: We are using degree measure for angles because radian measure requires us to
know 7.)

b) Graph the function A(n) in a [3,100] x [0,4] window. Find the least number of sides
the polygon must have in order that its area, rounded to three significant figures, is 3.14.
(Make sure that your calculator is in degree mode.)

¢) Find the least number of sides the polygon must have in order that its area, rounded
to five significant figures, is 3.1416.
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10.3 Lines of Sight

Objectives: The purpose of this project is to reinforce the concept of the tangent line and
the slope of a curve. You will use the T1-89/92’s ability to draw tangent lines to a curve in
order to approximate a “line of sight” and then use Calculus to solve the problem precisely.

Background: Before doing this project, you should be familiar with the basic definition
of the tangent line to a curve and its slope. You should also have become familiar with the
capabilities of the T1-89/92 that are described in Chapters 1-3 of this manual.

The problem: Ant Man is standing 100 feet away from a tall building and 12 feet away
from a greenhouse with semicircular cross-section of radius 12 feet, as shown in the figure.
Ant Man’s eyes are 5.6 feet above the ground. How high above the ground is the lowest
point he can see on the side of the building, and how high above the ground is the highest
point he can see on the roof of the greenhouse?

12 100 |

The following steps will lead to the solution of the problem.

1. In the Y= Editor, define y1 = /144 — (z — 24)2 and press F1-9 to bring up the GRAPH
FORMATS dialog box. There, set Grid to ON. Then set window variables to get a [0, 105] x
[0, 50] window with xscl = 5, yscl = 5, and xres = 1. Press ¢ GRAPH to create the plot. Now
use Shade from the Math menu on the Graph screen (F5-C) to shade the semicircular
region under the graph. (The lower and upper bounds on the region are x = 12 and
2 = 36.) Finally, press F7 in the Graph screen, select Vertical, and draw the vertical line
that is as close to x = 100 as possible.

2. Still on the Graph screen, select Circle from the “pencil” menu (F7-4) and draw a very
small (semi)circle at the left edge of the screen at the point E = (0, 5.6), where Ant
Man’s eyes are located. Then select Tangent from the Math menu (F5-A), and move the
cursor to a point on the greenhouse roof where you think the tangent line might pass
through E. Take note of the coordinates of that point, and press enter to see the resulting
tangent line.

3. Repeat the second part of step 2 a few times until you have found a point on the
greenhouse roof where the tangent line comes as close as possible to hitting E. Note the
x- and y-coordinates of the point on the greenhouse roof each time. What is the equation
of the best tangent line you could find this way?

4. Compute the y-coordinate when z = 100 on the graph of your final tangent line from
step 3. Round to the nearest foot.

5. Let P denote the point on the greenhouse roof where Ant Man’s line of sight is tangent
to it. Let a denote the exact xz-coordinate of P. Using the slope formula, find the slope
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of the line passing through E and P, in terms of a. On the Home screen, store this as a
function s(a).

Find the slope of the greenhouse roof (i.e., the derivative of y1(x)) at the point where
x = a, and store this as m(a).

Solve the equation m(a)=s(a) for a. Do this using nSolve() “with” the condition a>12
and a<24. Then compute the slope m(a) and write the equation of Ant Man’s line of
sight.

8. Compute and give the answers to the questions in the statement of the original problem.

10.4 Graphs and Derivatives

Objectives: The purpose of this lab is to reinforce the geometric interpretations of the
first and second derivatives of a function f in terms of the graph of f.

Background: Before doing this project, you should be familiar with the definitions of the
first and second derivatives of a function f and their relationship to geometric properties of
the graph of f. You should also have become familiar with the capabilities of the T1-89/92
that are described in Chapters 1-3 of this manual.

1.

Graph the function f(z) = % — 623 + 822 in a [-2,5] x [~15,20] window. Then, using
Trace to find rough estimates for the endpoints (rounded to the nearest tenth), state the
intervals on which:

a) f(x) is positive; b) f(x) is negative;
¢) f(z) is increasing; d) f(x) is decreasing;
e) the graph is concave up; f) the graph is concave down.

Add the graph of the derivative f'(x) = 423 — 1822 + 162 to the plot from #1. Then,
using the same endpoint values as in #1, state the intervals on which

a) f'(x) is positive; b) f'(x) is negative;
¢) f'(x) is increasing; d) f'(z) is decreasing.

Add the graph of the second derivative f”(z) = 1222 — 362 + 16 to the plot from #2.
Then, using the same endpoint values as in #1, state the intervals on which

a) f"(x) is positive; b) f”(z) is negative.

In 4-6, give interval endpoints rounded to the nearest thousandth.

4.

5.

Rework #1, using

a,b) Zero from the Math menu (F5-2) to find endpoints of the intervals for parts a and b;

¢,d) Minimum or Maximum from the Math menu (F5-3,4) to find endpoints of the intervals

for parts ¢ and d;

e,f) Inflection from the Math menu (F5-8) to find endpoints of the intervals for parts e and

f.
Rework #2, using
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a,b) Zero from the Math menu (F5-2) to find endpoints of the intervals for parts a and b;

¢,d) Minimum or Maximum from the Math menu (F5-3,4) to find endpoints of the intervals
for parts ¢ and d;

6. Rework #3, using
a,b) Zero from the Math menu (F5-2) to find endpoints of the intervals for parts a and b.

10.5 Designing an Qil Drum

Objectives: The purpose of this project is to guide the student through a series of realistic
applied optimization problems.

Background: Before doing this project, you should be familiar with the concepts related
to optimization problems. You should also have read Chapters 1—4 of this manual.

General scenario: You work for a company that manufactures large steel cylindrical
drums that can be used to transport various petroleum products. Your assignment is to
determine the dimensions (radius and height) of a drum that is to have a volume of 1 cubic
meter while minimizing the cost the drum.

The cost of the steel used in making the drum is $3 per square meter. The top and
bottom of the drum are cut from squares, and all unused material from these squares is
considered waste. The remainder of the drum is formed from a rectangular sheet of steel,
assuming no waste.

Problem |. Ignoring all costs other than material cost, find the dimensions of the drum
that will minimize the cost.

1. Using the fact that the drum’s volume is to be 1 cubic meter, express the height h of the
drum in terms of its radius r. Store the resulting expression as ht(r).

2. Express the material cost first in terms of both r and h and then as a function of r alone.
Store the resulting expression as cost1(r).

3. Graph costl(r) in a [0, 2] x [0, 70] window. Then use Minimum from the Math menu (F5-3)
to find the value of r that minimizes cost. Round the result to the nearest hundredth.

4. What dimensions of the drum minimize the material cost?

Problem Il. The drum has seams around the perimeter of its top and bottom, as well as
a vertical seam where edges of the rectangular sheet are joined to form the lateral surface.
In addition to the material cost, the cost of welding the seams is $1 per meter. Find the
dimensions of the drum that will minimize the cost of production.

5. Add the seam-welding cost, in terms of r alone, to cost1(r) Store the resulting expression
as cost2(r).

6. Graph cost2(r) in a [0, 2] x [0, 70] window. Then use Minimum from the Math menu (F5-3)
to find the value of r that minimizes cost. Round the result to the nearest hundredth.

7. What radius and height of the drum minimize the material cost plus the cost of welding
the seams?

Problem lll. The cost of shipping each drum from your plant in Birmingham to an oil
company in New Orleans depends upon both the surface area of the drum (which determines
weight) and the sum of the drum’s diameter and height (which affects how many drums can
be transported on one vehicle). This cost is estimated to be $2 per square meter of surface
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area plus $1 per meter of diameter plus height. Find the dimensions of the drum that will

minimize the total cost of production and transportation.

8. Add the transportation cost, in terms of r alone, to cost2(r) Store the resulting expression

as cost3(r).

9. Graph cost3(r) in a [0, 2] x [0, 70] window. Then use Minimum from the Math menu (F5-3)

to find the value of r that minimizes cost. Round the result to the nearest hundredth.

10. What radius and height of the drum minimize the total cost of production and trans-

portation?

10.6 Newton’s Method and a 1D Fractal

Objectives: The goal of this project is to illustrate some of the issues related to the

convergence of Newton’s Method and to reinforce the geometric interpretation of Newton’s
Method.

Background: Before doing this lab, you should be familiar with Newton’s Method. You
should also have entered and used the program newt() from Section 4.7.

Materials: You’'ll need three different colored pencils, pens, or markers.

Overview: The simple cubic polynomial

fla)=2*—a

has three distinct real zeros: 0 and £1. Our goal here is to get a visual picture of which
initial guesses xy cause Newton’s Method to converge to each of these three zeros of f.

1.

: newtfn(f, xvar, x0, tol)

: Func

: Local df, xnew, xi, err

: d(fxvar) —df: x0 —xnew: 2xtol —err
: While err>tol

xnew —Xi

xvar—f/df | xvar=xi —xnew

If xnew#0 Then: abs((xi—xnew)/xnew) —err
Else: abs((xi—xnew)/tol —err

EndIf

: EndWhile
: Return xnew
: EndFunc
To be sure that newtfn() works properly, enter

myprogs\newtfn(x"3—x, x, Zg, 10°(-5))

In the Y= Editor enter the function given above as yl. Then graph the function, first in
a [—3,3] x [-10, 10] window and then in a [-1.5,1.5] x [—2, 2] window.

For future reference, use Minimum and Maximum from the Graph screen Math menu to
find the values of x at the local minimum and the local maximum that appear in the
graph. Then use the derivative to find the exact values of these critical points.

The following function, newtfn(), returns the (approximate) number to which Newton’s
Method converges, given an initial guess xp. In fact, we want to plot its graph as a
function of zo. Enter newtfn() in your myprogs folder.
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for each of zg = +1.5,+.5, +.25. Are the results sensible?
4. In the Y= Editor, define

yl = x"3—x,
y2 = myprogs\newtfn(t"3-t, t, x, 10°(-2)) .

Then plot both graphs in a [—1.5,1.5] x |

—2,2] window with xres=2. In light of the
symmetry in the plot, replot in a [0, 1.5] x [—2,2

, 2] window, this time with xres=1.

5. Based on the plot observed in #4, sketch the graph of y = 2% — x for —1.5 < z < 1.5,
and then color-code the z-axis in some manner according to the behavior of Newton’s
Method on this problem. For example, you might let blue indicate convergence to —1,
red convergence to 0, and green convergence to 1.

6. There is an interval of the form (a,c0) that contains 1 and has the property that the
Newton iterates converge to 1 whenever the initial guess ¢ is in that interval. The value
of a is geometrically obvious. What is it? Notice that by symmetry the interval (—oo, —a)
contains —1 and has the property that the Newton iterates converge to —1 whenever the
initial guess xzq is in that interval.

7. Let a have its value from #6. There is an interval of the form (a— h, a) with the property
that the Newton iterates converge to —1 whenever the initial guess x is in that interval.
If @ — h were used as xg, what would be the resulting value of 1?7 Use this to write and
solve an equation for h. What then are the endpoints of the interval (a — h, a)? Notice
that there is an analogous interval (—a, —a + h) containing initial guesses for which the
Newton iterates converge to 1.

8. There is an interval of the form (—r, r) with the property that the Newton iterates
converge to 0 whenever the initial guess z( is in that interval. If —r were used as the
initial guess xg, what would be the resulting value of x1? Use this to write and solve an
equation for r. What then are the endpoints of the interval?

9. Graphically investigate the behavior of Newton’s Method for initial
guesses in the interval (r, a — h). Once you’re convinced you understand what’s hap-
pening, redraw your color-coded z-axis and graph on a large sheet of paper. Also write
a short paragraph describing what you have observed.

10.7 Optimal Location for a Water Treatment Plant

Background: Distance formula; the derivative; optimization problems.

Overview: Three towns—Appalachee, Hull, and Eastville—agree to share the cost of con-
structing a new water treatment plant that will supply all three towns with water. The plant
will be located on a nearby river. The main concern in deciding where to locate the plant
is the total cost of installing the supply pipelines to all three towns and building an access
road from the plant to a nearby interstate highway. The map below shows the center of each
town, the river, and the interstate highway. The grid lines on the map are 1 mile apart.
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Appalachee

Hull

Eastville

The cost of the pipeline to Eastville will be $15,000 per mile. The cost of installing
pipelines to each of Appalachee and Hull will be $40,000 per mile, since they must go
through heavily wooded areas. The cost of building the road will be $180,000 per mile.
Assume that the supply pipelines extend to the centers of the three towns and ignore the
width of the river.

Assignment: Find the point on the river where the new water treatment plant should be
located in order to minimize the total cost of installing the supply pipelines and building
the road.

10.8 The Vertical Path of a Rocket

Background: Antidifferentiation; rectilinear motion.

The Situation: A small rocket has a mass of 100 kg, including 30 kg of fuel. Its engine
burns fuel at a constant rate of 1 kg/sec and produces a constant thrust of 980 Newtons
until the fuel is exhausted. The engine is ignited at time t = 0, propelling the rocket upward
on a vertical path.

1. Express the mass m of the rocket, including fuel, as a function of ¢, for ¢ > 0. After how
many seconds does the rocket run out of fuel?

2. Let y(t) denote the height in meters of the rocket at time ¢ seconds. If we ignore air
resistance, Newton’s second law gives the equation

d dy
up until the instant when the rocket runs out of fuel. Find the height function y(¢) that
is in effect up until the instant when the rocket runs out of fuel. What are the velocity
and the height of the rocket at the instant when the rocket runs out of fuel?

3. After the rocket runs out of fuel, the problem becomes a simple one concerning the height
of a projectile for which the only acceleration comes from gravity, and the initial height
and velocity are known. Extend the height function y(t) from #2 so that it is valid from
time ¢t = 0 until the rocket falls to the ground. Simulate the path with your T1-89/92.

4. Find the maximum height attained by the rocket.
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10.9 Otto the Daredevil

Background: Antidifferentiation; rectilinear motion.

The Situation: Otto is an unusual daredevil. He jumps off of tall buildings with a small
jet-pack strapped to his back. The jet-pack carries a small amount fuel—just enough to
last for 10 seconds. The acceleration it provides is 14.4 m/sec?. Moreover, the jet-pack can
be switched on and then off only once. Thus, on each jump, Otto’s goal is to program the
jetpack to switch on and then off at precisely the right moments so that he lands with zero
velocity. (Throughout this project, ignore air resistance and assume that g = 9.8 m/sec?.)

1. If Otto jumps off a 100 meter building, after how many seconds should he turn on his
jet-pack? How many seconds after that does he land?

2. Repeat #1 for a 200 meter building.

3. How tall is the tallest building from which Otto should jump if he insists upon landing
with zero velocity?

4. How tall is the tallest building from which Otto should jump if he doesn’t mind landing
with a velocity of —10 m/sec?

10.10 The Skimpy Donut

Background: Volume of a solid of revolution; area of a surface of revolution; optimization.
Review Sections 4.6, 6.2, and 6.3 in this manual.

Overview: The GETFAT DoNuT COMPANY makes donuts with a layer of chocolate icing. The
company wants to cut costs by using as little chocolate icing as possible without changing
the thickness of the icing or the weight (i.e., volume) of the donut. The problem, then, is to
determine the dimensions of the donut that will minimize its surface area.

Assume that the donut has the idealized shape of a torus—obtained by revolving a circle
about its central axis—as shown below.

Such a torus can be obtained by revolving the circle (x — a)? +y? = b2 about the y-axis,
where b is the radius of the revolved circle, and a is the distance from the center axis to the
center of the revolved circle. Previously, the donuts have been in the shape of such a torus
with a = 1 inch and b = 1/2 inch.

1. Use the cylindrical shells technique to find the volume of the torus in terms of a and
b. (Note that because of symmetry, it suffices to double the volume of the top half.)
Now compute the volume Vj that the donuts have had with dimensions a = 1 inch and
b=1/2 inch.

2. Find the surface area of the torus in terms of a and b. (Note that because of symmetry,
it suffices to double the surface area of the top half.) As a check, the surface area should
be 272 when a = 1 and b= 1/2.

3. With the volume fixed at its previous value V{, determine the range of allowable values
for each of a and b. (One important condition comes from the geometry of the torus.)
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4. With the volume fixed at its previous value Vj, find the dimensions a and b that will
minimize the donut’s surface area.

5. Is there a maximum surface area for a fixed volume?

10.11 The Brightest Phase of Venus

Background: Trigonometry; optimization; area.

Overview: The brightness of Venus, as seen from Earth, is proportional to its visible
area and inversely proportional to the square of the distance from Venus to Earth. In the
figure below, note that as the angle ¢ increases from 0 to m, the visible area increases, thus
increasing Venus’s brightness. But the distance d from Earth to Venus also increases, which
tends to decrease the brightness of Venus. Venus will appear brightest from Earth for some
value of ¢ between 0 and .

Venus

&

\ -
\B T
\

\ T Earth
\ (0 A \:::)

Sun

Assignment: Find the brightest phase of Venus—i.e., the angle ¢ for which Venus appears
brightest from Earth—by following the steps outlined below. Carefully write up your solu-
tion, as usual, using complete sentences and graphs as needed. Use the T1-89/92 wherever
appropriate.

1. From basic geometry, show that B=m — (¢ + A) and C = (¢ + A) — 7/2.

2. Let a be the radius of Venus. Show that the visible portion of Venus lies between the
curves = —y/a?2 —y? and z = /a2 — y? sinC. Then show that the visible area of

Venus is

2
™ (1 +sinC).

3. Let [ represent the brightness of Venus as viewed from Earth. As described in the
overview above, 3 is proportional to the quantity

visible area
d? '
Use this, together with the results of #1 and #2, to obtain a formula for 3 in terms of
the angles ¢ and A and the distance d. Then use the Law of Cosines and the Law of
Sines from Trigonometry to show that
d®> =7r* 4+ R* — 2rRcos ¢,
sin A = (—Z sin ¢,

where 7 is the distance from the Sun to Venus, and R is the distance from the Sun to
Earth.
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4. Use the equations in #3 with the values R = 93, r = 67, and a = 0.004 (each in millions
of miles) to express 3 in terms of the angle ¢. Then find the value of ¢ between 0 and 7
that maximizes (.

10.12 Designing a Light Bulb

Background: Slope, continuity, and differentiability; optimization; the definite integral;
solving systems of linear equations with simult(); using when() to define a piecewise-defined
function.

Problem |. The glass portion of a light bulb is to be in the form of a surface of revolution
obtained by revolving the curve shown in the figure about the z-axis. The radius of the
bulb’s base is 1/2 inch, and the radius of its spherical portion is 1.25 inches.
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The curve is the graph of the piecewise-defined function:

Flz) = axd + b2+ cr+d, when0<z< 1.25;
T V1252 — (. —2)2,  when 1.25 < x < 3.25.

Find the coefficients a, b, ¢, and d. Then plot the graph of f in a [0, 3.25] x [0, 1.5] window.

Hint: At each of x = 0 and x = 1.25, there are two conditions given by 1) the point on the
curve and 2) the slope of the curve.

Problem Il. This problem concerns the placement of the filament in the bulb. The filament

will be located at a point P on the central axis of the bulb, r inches from the base, such

that the distance from the point P to the entire inner surface of the bulb, as measured by
3.25

¢(r) = V(r—x)? + f(2)? da,

0
is minimized. Find r.

Hint: Being very patient, graph ¢(r) on the interval 0 < r < 3.25 after experimentally
determining appropriate values of ymax and ymin. (Set xres to 10 to speed up the process;
then go have lunch.) Two decimal places of accuracy for r is plenty.

Problem I1ll. Show that the distance from a point P = (r,0) to the semicircle y =

vV R2 — x2, as measured by
R
o) = [ Vo= (=) da,
-R

is minimized by r = 0 (i.e., when P is the center of the circle).
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10.13 Approximate Antidifferentiation
with the Trapezoidal Rule

Background: Antidifferentiation; the Fundamental Theorem of Calculus; approximate
integration; the Trapezoidal Rule. Review Sections 5.1 and 5.4 in this manual.

Overview: The Fundamental Theorem of Calculus tells us that every continuous function
f on an interval [a,b] has an antiderivative F(z), namely

l%m):z/mf@ﬁw
3

In many cases, such as when f(z) = cosx, 23, €%, wsinz?, and so on, F(x) can be express
in terms of other elementary functions. However, for many (in fact, most) functions, there
is no simpler way of expressing an antiderivative. Qur goal here is to use the trapezoidal
rule to develop an efficient method of approximating F(z).

Note that if we have a value for F(z), then we can express F(z + Azx) as

z+Ax

F@+A@=/3@ﬁ+/ F(t)dt

rz+Azx
=F(z)+ / f)dt.
T
A two-point Trapezoidal Rule approximation to this last integral gives us
Ax
F(z + Ax) =~ F(z) + - (f(x) + f(z+ Ax)).
Now, using this approximation, we can approximate values of F' quite efficiently at a sequence
of points x1, 2, x3,..., where x, = a + nlx, by using the recurrence formula
Az

Fn =rtp_1+ 7 (f(xn—l) + f(mﬂ)) )

where F; represents an approximation to F'(x;).

TI1-92 Set-up: Follow the steps below to set up your TI1-89/92 to plot approximate an-
tiderivatives.

1. Press MODE and set the Graph mode to SEQUENCE.

2. Go to the Y= Editor and set
ul=ul(n-1)+dx, uil=a, u2=u2(n-1)+step(ul(n-1)), and ui2=0.

Highlight u2 and select Line as the graph Style (F6-1). Finally, press F7 and set Axes:
CUSTOM, X Axis: ul, and Y Axis: u2. (Note that ul represents the variable x and u2
represents F'(x).)

3. From the Home screen, enter

Define step(x)=(f(x)+f(x+dx))*dx/2 .

4. Still in the Home screen, store a value in dx (typically .1 or .05), store a value in a, and
define the function f(x). Press oWINDOW and set appropriate window variables. Then
press ©GRAPH to plot the graph.

Assignment: First follow the set-up steps above. Test the set-up with f(z) = cosx, a = 0,
and dx= .1. You should see a good approximation to the graph of sin x. Appropriate window
variables for this test-case include nmin= 0, nmax= 63, xmin= 0, xmax= 27, ymin= —1,
ymax= 1.

For each of the following, first plot the given antiderivative on the specified interval.
Then switch the Graph MODE to FUNCTION and plot the integrand on the same interval. For
each pair of graphs, describe in some detail the two expected relationships:
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a) / f(t)dt gives the “net” area between the graph of f and the

zr-axis between a and x;

b) f(x) is the derivative Of/ f)dt.

1) / sin(t?)dt, for 0 < x < 5 2) / sin(¢?)dt, for 1 <z <5
0 1
3) /I dt for 0 <2 <10 4) /Ie*tgdt for0 <z <3
o VI+t¥ S 0 7 -
5) / St for 0 < z < 4Anm 6) / sin(t cost)dt, for 0 < x <27
0 0
7) / sin(t + cost)dt, for 0 <z < 47
0

Bonus: Modify the procedure described above so that it uses a three-point Simpson’s Rule
approximation rather than a two-point Trapezoidal approximation. Rework #1 and #6
above to test your modification.

10.14 Percentiles of the Normal Distribution

Background: The definite integral; approximate integration; improper integrals; Newton’s
Method.

Overview: The function

9(x) N
is extremely important in Probability. Its graph is the standard normal (or bell) curve. If
x represents an observable, random quantity (a random wvariable) that is “normally dis-
tributed” with mean value zero and standard deviation 1, then the area under the graph
of g between ©* = a and x = b is the probability that a random observation of x will fall
between a and b. If we define the notation P(a < x < b) to represent this probability, then
we can write

b
Pla<z<b) = / g(z)dz.
Also,

b
Pz <b) = / g(x)dx and Pla<z)= / g(z)dz.

— 00 a
Our goal here is to construct a short table of standard percentiles of the normal distribution—
that is, a table of values of b corresponding to

P(z <b)=.01, .05, .10, .25, .333, .50, .667, .75, .90, .95, .99.

Assignment: Carry out the following steps to determine the desired percentiles.

1. Plot g in a [—3.5,3.5] x [0, .5] window with xres=1. Use the [f(x)dx command in the Math
menu to compute

2) /1g(m)da:, b) /Qg(m)da:, and c) /3g(x)dx.

-1 —2 -3
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2. Go to the Home screen and compute fi?o g(z)dx with the [() operator to confirm that
[ g(x)dz = 1. Now, knowing that g(z) is an even function, the value of fi)oo g(z)dx
should be 1/2. To confirm this expectation, compute f—om g(z)dz.

3. Let’s try first to find the 75th percentile; that is, the value of b such that

b
/ g(x)dx = .75.

Since j;OOO g(z)dx = .5, we can avoid the improper integral by instead finding b such that

/Obg(x)dx =.25.

a) By trial and error, find a three decimal-place approximation to b.
b) Think of the current problem as that of finding a zero of the function f(b) =

fob g(z)dx — .25. Using your approximation from part “a” as an initial guess, per-
form one step of Newton’s Method to refine the approximation. Report the result
rounded to five decimal places. (Hint: f’(b) = g(b) by the Fundamental Theorem of
Calculus.)

4. Repeat the process in #3 to find values of b corresponding to
b
/ g(z)dx = .667, .90, .95, and .99.
5. Using symmetry and the percentiles already found, find the values of b for which

b
/ g(z)dz = .01, .05, .10, .25, and .333.

— 0o

10.15 Equilibria and Centers of Gravity

Background: Using the definite integral to compute arc length and centers of gravity;
tangent and normal lines to a curve.

Problem |: Think of the x-axis as the surface of the floor, so that y is the vertical distance
above the floor. A metal plate, with uniform thickness and mass density, occupies the region
bounded by the parabola y = x?/4 and the line y = 4 when balanced on its vertex. By
symmetry, the center of gravity of the plate is at a point (0,%) on the y-axis. Find §.
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Problem |l: When the plate is balanced on its vertex at the origin, it is in an unstable
position, because if the plate is disturbed ever so slightly, it will roll to one side and come
to rest at a new equilibrium position. Suppose that the plate tips over to the right. Describe
the new equilibrium position; in particular, find the new point where the plate touches the
floor and the new coordinates of its center of gravity. Why is this position stable, while the
original position was not?
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Problem l11: Suppose that the plate occupies the region bounded by the parabolay = x2 /4
and the line y = 9/4 when balanced on its vertex. Show that there is no other equilibrium
position for this plate. Conclude that this position must be stable. (Why?)
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Problem 1V: Suppose that the plate occupies the region bounded by the parabola y =
22/4 and the line y = b (b > 0) when balanced on its vertex. Find the greatest value of b
for which being balanced on its vertex is the plate’s only equilibrium position.

Problem V: Give simple geometric arguments for: a) why a semicircular plate has only
one equilibrium position, and b) why every position of a circular plate is an equilibrium
position.
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10.16 Draining Tanks

Background: Volume; separable differential equations. Review Sections 6.2 and 7.4 in
this manual.

Overview, part I: Consider a tank whose horizontal cross-sectional area is described by
A(y), where y is the vertical distance to the bottom of the tank. For example, a tank in
the shape of a right circular cylinder would have A(y) = nr? = constant, and a tank in the
shape of a cone (with vertex pointing down) would have A(y) = w[tan(¢/2)y]?, where ¢ is
the interior angle of the central vertical cross-section at the vertex.
Toricelli’s Law states that the rate at which a fluid drains through a hole in the bottom

of the tank is proportional to the square root of the depth of the fluid; that is,

av

T k\/y.

The constant k depends upon both the viscosity of the fluid and the size of the hole in the
bottom of the tank. Since V (y) = foy A(u)du, this becomes

dy
Aly)— = —
W)= = —kV,
of which the separated form is
A
AW 4 — kar,

VY

1. A tank has the shape of a right circular cylinder (upright, i.e., flat side down) with radius
R =1 foot and height H = 3 feet. The tank is initially full of water and begins to drain
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through a hole in the bottom at time ¢ = 0. Assuming that k& = 0.5, find the depth y(t)
of water in the tank for ¢ > 0. How much time does it take for the tank to empty?

. A tank has the shape of a cone (with vertex pointing down), where the interior angle

of the central vertical cross-section at the vertex is ¢ = 7/3. The tank is initially filled
with oil to a depth of 3 feet and begins to drain through a hole in the bottom at time
t = 0. Assuming that k£ = .1, find the depth y(t) of oil in the tank for ¢ > 0. How much
time does it take for the tank to empty?

. A tank with height 4 feet has the shape of the solid obtained by revolving the graph of

y = x2 about the y-axis. It is initially full of water and begins to drain through a hole

at its vertex at time ¢t = 0. Find, in terms of k, the depth y(¢) of water in the tank for
t > 0. How much time (in terms of k also) does it take for the tank to empty?

Overview, part ll: If the initial depth of the fluid in the tank is yo, then the time T that
it takes for the tank to empty satisfies

0 T
AW 4, — —k/ dt,
0

Yo \/g
from which follows the formula
1 (%A
ro LA,
kJo VU

. Consider a tank in the shape of a right circular cylinder with height H and radius R.

Find the time required for the tank, initially full, to completely drain through a hole at
the bottom, if:

a) the tank is upright (i.e., flat side down);
b) the tank is lying on its side.

. For the tank in #4 suppose that H = 2R, so that the initial depth is the same for each

of the two positions. In which of the two positions will the tank drain faster?

10.17 Parachuting

Background: First-order differential equations. Review Sections 10.1 and 10.3 in Stewart’s
Calculus.

Overview: A sky-diver, weighing 70 kg, jumps from an airplane at an altitude of 700
meters and falls for Ty seconds before pulling the rip cord of his parachute. A landing is said
to be ‘“gentle” if the velocity on impact is no more than the impact velocity of an object
dropped from a height of 6 meters.

The distance that the sky-diver falls during t seconds can be found from Newton’s Sec-

ond Law, F = ma. During the free-fall portion of the jump, we will assume that there is
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essentially no air resistance—so F' = —mg, where g ~ 9.8 meters/sec’> and m= 70 kg. After
the parachute opens, a significant “drag” term due to the air resistance of the parachute
affects the force F', causing the force to become

F=-mg— ko,
where v Is the velocity and k is a positive drag coefficient. Assume that k = 110 kg/sec.

Assignment: Find the range of times 7} at which the rip cord can be pulled that result
in a gentle landing.

Hints: First find the range of impact velocities that result in a gentle landing. Next, find
the velocity after 77 seconds of free-fall. Use this velocity as the initial velocity for the
initial value problem that governs the fall while the parachute is open. The resulting impact
velocity can then be found as a function of 7.

10.18 Spruce Budworms

Background: First-order differential equations. Review Sections 7.1-7.3 in this manual.
This project assumes that you have entered and tested the program slopefld from Section
7.2 of this manual.

Overview: Spruce budworms are a serious problem in Canadian forests. Budworm “out-
breaks” can occur in which balsam fir trees are quickly defoliated by hordes of ravenous
budworms. A model of a budworm population leads to the differential equation

dy . Y Y
dy _ o=k (1- L) - L,
where y represents some fixed fraction of the number of budworms congregated in a certain

area, and k is a positive parameter associated with birth and death rates. An “outbreak-
threshold” value of y is a positive number y* such that:

y(t) is decreasing for t > 0 if y(0) ~ y* and y(0) < y*;

y(t) is increasing for t > 0 if y(0) ~ y* and y(0) > y*.
The roots of f, which depend upon the value of k and correspond to positive equilibrium
solutions, determine the outbreak threshold, should one exist.

1. Graph y f(y) (i-e., yl= xxf(x)) in a [0, 10] x [-.75, .75] window for a few values of k
between 0.1 and 1. What are the possibilities for the number of positive roots?

2. For each of k = .3, .45, and .6, plot the direction field in a [0,20] x [0, 10] window and
use Euler’s Method to plot approximate solution curves with initial values y(0) = 1, 3,
and 10. What happens to each of the solutions as t — oo?

3. For which of k = .3, .45, and .6 is an outbreak possible? What is the outbreak-threshold
value of y in each case?

4. In order to find the values of k for which f has a “double root,” solve simultaneously the
equations f(y) = 0 and f/(y) = 0 for k and y. Then, using these values of k, repeat #2.

5. State precisely the values of k for which a budworm outbreak is possible.
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10.19 The Flight of a Baseball |

Background: Parametric equations; velocity and acceleration; antidifferentiation; opti-
mization.

Overview: When a baseball player hits a fly-ball, many very complex physical phenomena
affect its path—such as forces resulting from the spin of the ball, wind currents, and air
resistance. However, we can learn a lot from considering a couple of idealized models of the
path of the ball. The first of these ignores all forces other than gravitational force.
Suppose that, at the instant when the ball is hit, it has an initial speed vy, the tangent

line to its path forms an angle ¢ with the ground, and its height above the ground is yq. Let
x = x(t) and y = y(t) be the parametric equations of the path, and assume that z(0) =0
and y(0) = yo. The only force on the ball is the downward vertical force of gravity. So we
can write accelerations in each direction as

d*z d?

e 0 and Eg = —g.

The initial velocities in the two directions are z'(0) = vgcos¢ and y'(0) = vgsing. So
integration of the accelerations results in

d d
d—:: =vgcos¢ and d_ztl = —gt + vp sin ¢.
One more integration finds

t2
T =uvgtcos¢ and y= —gT + vot sin ¢ + yo.

For the remainder of this project, assume that length units are feet, so that g ~ 32 feet /sec?.
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Assignment:

1. Taking g = 32 feet/sec?, go to the the Y= Editor and enter the parametric equations as
xtl and ytl in terms of vy, ¢, and yg. Set the Graph Style to Path. Then on the Home
screen define ¢ = /6, vg = 100 feet/sec, yo = 3 feet. Set tmin = xmin = ymin = 0 in
the Window Editor. Start with tmax= 2 and a [0, 100] x [0, 50] window, and adjust tmax,
xmax, and ymax as necessary to plot the entire path and answer the following questions:

a) Approximately how many seconds does the ball remain aloft?
b) Approximately how far from home plate does the ball hit the ground?

2. What shape does the path appear to have? Solve the xz-equation for ¢ and substitute the
result into the equation for y. Does this confirm your guess about the shape of the path?

3. Use the result of #2 to compute the distance zg, from home plate to where the ball hits
the ground—in terms of vy, ¢, and yg. Treating vy and yo as constants, find the angle ¢
that maximizes zgy,. (As a check, you probably could have guessed the correct answer.)

4. Suppose that the home run fence is 20 feet high and 350 feet from home plate. Find the
minimum initial velocity with which the ball must be hit in order to clear the fence. Use
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yo = 3 feet. Approximate the answer graphically (i.e., experimentally), and then find it
by solving an equation.

5. Suppose that a player is not capable of hitting the ball with an initial velocity greater
than 125 feet per second. Assuming that he does hit the ball with that initial velocity,
what is the smallest angle ¢ that will carry the ball over a 10 foot fence that is 400
feet from home plate? Again, use yp = 3 feet. Approximate the answer graphically (i.e.,
experimentally), and then find it by solving an equation.

Related activities: The next project, Flight of a Baseball II. Also the Applied Projects
Which is Faster, Going Up or Coming Down? and Calculus and Baseball in Chapter 7 of
Stewart’s Calculus.

10.20 The Flight of a Baseball Il

Background: Parametric equations; velocity and acceleration; antidifferentiation; opti-
mization. You should have already done the previous project, The Flight of a Baseball
1.

Overview: A much more realistic picture of the path of a baseball comes from including
air resistance in the model. A simple way of doing this is to assume that air resistance is a
force that acts in the direction opposite that of the path and is proportional to the speed
of the ball. The acceleration equations then become

d’z dx d?y dy

ol Ml 29—k

dt? at M e I
where k is a “drag coefficient” divided by the mass of the ball. Solution of these equations
results in

3 1 .
S Ckow (1—e™), y=yo+ 7 [(vosing +32/k) (1 —e ) —321] .

Assignment:

1. After entering DelVar v0, ¢, y0, k from the Home screen, go to the the Y= Editor and
enter these parametric equations as xt2 and yt2 in terms of vy, ¢, yo, and k—keeping
the functions xtl and ytl from the previous project, The Flight of a Baseball I. Set
the Graph Style to Path. Then on the Home screen define ¢ = 7/6, vo = 100 feet/sec,
yo = 3 feet, and k = 0.005 sec™!. Plot both paths (with and without air resistance). Are
the two paths significantly different? Repeat with k£ = 0.01, 0.05, 0.1, and 0.5.

2. In the Y= Editor, uncheck xt1 and yt1 so that only the path with air resistance accounted
for is plotted. Let vy = 100 feet/sec, yo = 3 feet, and k = 0.1 sec™!. Graphically (i.e.,
experimentally) find an estimate for the value of ¢ that maximizes the distance from
home plate to where the ball hits the ground. Two-decimal-place accuracy is sufficient.
Repeat with k = 0.2. Is the result different?

3. Suppose that the home run fence is 20 feet high and 350 feet from home plate. Find the
minimum initial velocity with which the ball must be hit in order to clear the fence. Use
k = 0.1 and yg = 3 feet. Approximate the answer graphically (i.e., experimentally). Be
careful here—the angle ¢ must be taken into account. Suggestion: First fix ¢ at the
value found in #2 and estimate the necessary initial velocity. Then increase and decrease
¢ by a small amount, say 0.02 (about 1°), and decrease your estimate of vg if necessary.
Repeat until you have vy to two-decimal-place accuracy. Compare the result to your
answer to problem 4 in The Flight of a Baseball I.
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. Suppose that a player is capable of hitting the ball with an initial velocity no greater than

125 feet per second. Assuming that he does hit the ball with that initial velocity, what
is the smallest angle ¢ that will carry the ball over a 10 foot fence that is 400 feet from
home plate? Again, use yo = 3 feet and k& = 0.1. Approximate the answer graphically
(i.e., experimentally). Compare the result to your answer to problem 5 in The Flight
of a Baseball 1.

. Air density (which depends upon altitude above sea level) affects the value of k signifi-

cantly. In particular, the value of k in Denver may be about 10% smaller than the value
of k in Miami. Suppose that £k = 0.09 in Denver and k£ = 0.10 in Miami. If a ball is hit
with yo = 3, vg = 135, and ¢ = 7/6, how much farther from home plate would it land
in Denver than in Miami? (Estimate to the nearest foot.)

. If you have studied Sections 7.2 and 7.3 in Stewart’s Calculus, derive the given

parametric equations for the path from the acceleration equations.

Related activities: The Applied Projects Which is Faster, Going Up or Coming Down?
and Calculus and Baseball in Chapter 7 of Stewart’s Calculus.

10.21 Cannonball Wars

Objectives: The purpose of this project is to use the TI-89/92 to investigate an interesting
question concerning paths of projectiles.

Background: Before doing this project, review Sections 2.2 and 8.1 in this manual.

The Situation: One cannon is perched atop a cliff, 50 meters above the ground below.
Another cannon is on the ground, 100 meters from the base of the cliff. (See the figure
below.) The inclination of each cannon differs from the line of sight between them by the
same angle « (as shown in the figure). Each cannon fires a cannonball at exactly the same
instant at exactly the same initial velocity vo m/sec.

100m

Let ¢ = tan~!(1/2). Ignoring air resistance, the paths of the cannonballs are described,
respectively, by two pairs of parametric equations,

x1 = vot cos(¢p — o), Y1 = —4.9t* — vt sin(p — a) + 50;
29 = 100 — vot cos(¢ + ), Yo = —4.9t% + vt sin(¢ + «).

The Question: Do the cannonballs collide?

1. After setting Graph MODE to PARAMETRIC, go to the Y= Editor and enter the parametric

equations in terms of v0 and «. Use the approximation 0.464 (radians) for ¢. For each
of y1t and y2t set the Style to Path (F6-6). Also press F1 and set Graph Order to SIMUL.
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2. Go to the Window Editor and set tmin=0, tmax=5, tstep=.1. Also set window variables
to show a [0, 150] x [0, 100] window.

3. From the Home screen, enter 20 — v0 : .25 — «. Then press ©GRAPH to view the paths.
What happens? Do the cannonballs collide?

4. Keeping vy = 20, replot the paths with o = 0.5, 0.75, and 1. Do the cannonballs collide
each time? What can be said about when they don’t?

5. Change the value of vy to 40, and plot the paths for « = —0.3, 0.25, 0.75, and 1.25. Do
the cannonballs collide each time? What can be said about when they don’t?

In what follows, assume that —w/2 < o — ¢ < w/2 so that the cannon on the cliff fires its
cannonball “forward.” Also assume that 0 < a + ¢ < w so that the cannon on the ground
fires its cannonball into the air.

6. Supposing temporarily that the paths of the cannonballs are never interrupted by any
obstacle (such as the ground), show that there is a positive time ¢* at which the two
cannonballs are located at the same point; that is, a time at which 21 = 22 and y; = yo.
(You may need to look up some trigonometric identities for this—or perhaps tExpand()
and/or tCollect() will help.) Suggestion: Try first doing the special case where a = 0.

7. For what values of vg and « does the collision occur before the cannonballs hit the
ground? Give your answer as a shaded region in the vga-plane.

10.22 Taylor Polynomials and Differential Equations

Background: Taylor Series; basic differential equations. This project assumes that you
have entered and tested the program derlist() from Section 3.4 of this manual.

Overview: Consider a first-order initial value problem

dy

— = f(t,y), 0) = yo.

o = T ty), y(0) =y

The initial condition obviously provides the value of the solution at t = 0. Notice also that

the differential equation provides the value of % at t = 0, namely

y/(O) = f(OvyO)
Moreover, differentiation of each side of the differential equation with respect to t produces
an expression for y”(t), which can then be evaluated at t = 0, using known values of y(0)
and y'(0). In principle, if this process is continued, we can determine the values at t = 0
of as many derivatives as we like and thereby obtain any Taylor polynomial of the solution
about t = 0.

Problem I: Consider the initial value problem
dy
i
1. Create a list containing y(t) and its first through fifth derivatives by entering
augment({y(t) }, myprogs\derlist(t"2-y(t)"3,t,4))

?—y® y(0) =1

2. Enter the following to eventually obtain a list of values at ¢ = 0 of y(t) and its first
through fifth derivatives:

ans(1) | d(d(d(d(y(t),t).t),t),t)=d4
ans(1) | d(d(d(y(t).t),t),t)=d3
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ans(1) | d(d(y(t).t),t)=d2
ans(1) | d(y(t),t)=d1 and y(t)=d0
ans(1) | t=0 and d0=1
ans(1) | d1=ans(1)[2]
ans(1) | d2=ans(1)[3]
ans(1) | d3=ans(1)[4]
ans(1) | d4=ans(1)[5]
3. The last calculation should have resulted in a list of numbers. Each of those numbers

divided by the appropriate factorial is a coefficient of the fifth degree Taylor polynomial.
Enter the following to obtain the first through fifth Taylor polynomials.

ans(1)/{1, 1, 2, 6, 24, 120} —coeffs

> (coeffs[n+1]¥x"n, n, 0, 1) —pl(x)

> (coeffs[n+1]+x"n, n, 0, 2) —p2(x)

> (coeffs[n+1]#x"n, n, 0, 3) —p3(x)

> (coeffs[n+1]¥x"n, n, 0, 4) —p4(x)

> (coeffs[n+1]%x"n, n, 0, 5) —p5(x)
4. Enter these Taylor polynomials as y1, ..., y5 in the Y= Editor and then plot all five
graphs in a [—1.5,1.5] x [—1,2] window. Do this once with Graph Order set to SEQ and

then again with Graph Order set to SIMUL. Then to see the situation more clearly, uncheck
(F4) all but y4 and y5; then replot.

Problem Il: Using the same process as in problem I, plot the fourth and fifth Taylor
polynomials of the solution of

% = cos(ty), y(0)=0.

Problem lll: Using a similar process to that in problem I, plot the fourth and fifth Taylor
polynomials of the solution of the second order problem
d*y

10.23 Build Your Own Cosine

Objectives: The purpose of this project is to show how a Taylor polynomial can be used
to construct a periodic function such as cosine.

Background: Taylor polynomials and Taylor’s Theorem.

The Situation: Suppose that you have a simple calculator whose only functions are
the basic arithmetic functions: addition, subtraction, multiplication, and division. However
the calculator does allow you to program your own functions, using the basic arithmetic
functions as well as basic programming constructs such as if-statements and functions such
as int and absolute value. Your assignment here is to create a cosine function for your
calculator. The function must compute cosz to within 5 x 107 for any x (thus giving six
decimal-place accuracy).

Since the graph of cos x is periodic with period 27, we first need to obtain an approxima-
tion on the interval [0, 27]. Also, because of symmetries in the graph of cosz on [0, 27], we
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need only be concerned initially with obtaining an approximation on the interval [0, 7/2]. So
it is sensible to consider Taylor polynomials about x = 7/4, the midpoint of that interval.

1.

Show that the eighth-degree Taylor polynomial Tg(x) for cosz about 7/4 is the Taylor
polynomial of least degree that will provide the accuracy we want on [0, 7/2].

Enter cosz as yl and Tg(x) as y2. Then plot both graphs first in a [0,7/2] x [—.5,1.5]
window and then in a [—2m, 27] x [—2, 2] window.

Now that we have a good approximation to cosz for 0 < z < m/2, let’s extend that
approximation to the interval 0 < x < 7 by means of the identity cosx = — cos(m — x).
Enter the following to obtain a good approximation to cosz for 0 < x < 7.

y3 = when(x< /2, y2(x), —y2(7—x))

Plot this function and cos z in a [0, 7] x [—1.5, 1.5] window and then in a [—27, 37| x [—2, 2]
window.

Now that we have a good approximation to cosx for 0 < z < m, let’s extend that
approximation to the interval 0 < z < 27 by means of the identity cosx = cos(2m — x).
Enter the following to obtain a good approximation to cosz for 0 < z < 2.

y4 = when(x< 7, y3(x), y3(27—x))

Plot this function and cosx in a [0,27] X [—1.5,1.5] window and then in a [—27, 47| x
[—2, 2] window.

Now that we have a good approximation to cosx for 0 < z < 2, all we need to do is
compose it with a function that will “shift” any x to its corresponding value in [0, 27].
In the language of trigonometry, we simply need to find a coterminal angle between 0
and 27 for x radians. This is done by subtracting from x the greatest integer multiple of
27 that is less than or equal to x. This is accomplished by means of the floor function.
Enter

y5 = y4(x—2mxfloor(x/(27)))
and plot the result along with cosz in a [—12,12] x [—1.5,1.5] window.



