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Deeper Pipelines enable higher frequency and performanceDeeper Pipelines enable higher frequency and performance
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Deeper Pipelines are BetterDeeper Pipelines are Better
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Why not deeper pipelines?Why not deeper pipelines?

Increases complexityIncreases complexity
––Harder to balanceHarder to balance
––More challenges to architect aroundMore challenges to architect around
––More algorithmsMore algorithms
––Greater validation effortGreater validation effort
––Need to pipeline the wiresNeed to pipeline the wires

Overall Engineering Effort Increases Quickly Overall Engineering Effort Increases Quickly 
as Pipeline depth increasesas Pipeline depth increases
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PerformancePerformance

High bandwidth front endHigh bandwidth front end
Low latency coreLow latency core
Lower memory latencyLower memory latency
High Bandwidth Front EndHigh Bandwidth Front EndHigh Bandwidth Front End
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Higher Frequency increases Higher Frequency increases 
requirements of front endrequirements of front end

Branch prediction is more importantBranch prediction is more important
––So we improved itSo we improved it

Need greater uop bandwidthNeed greater uop bandwidth
––Branches constantly change the flowBranches constantly change the flow
––Need to decode more instructions in Need to decode more instructions in 

parallelparallel
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Block DiagramBlock Diagram
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Execution Trace CacheExecution Trace Cache

1 1 cmpcmp
2 br 2 br --> T1   > T1   

....

... (unused code)... (unused code)
T1:T1: 3 sub3 sub

4 br 4 br --> T2> T2
....
... (unused code)... (unused code)

T2:T2: 5 5 movmov
6 sub6 sub
7 br 7 br --> T3> T3

....

... (unused code)... (unused code)
T3:T3: 8 add8 add

9 sub9 sub
10 10 mulmul
11 11 cmpcmp
12 br  12 br  --> T4> T4

Trace Cache DeliveryTrace Cache Delivery

10 mul 11 cmp 12 br T4

7  br T3 8 T3:add   9 sub   

4  br T2 5 mov 6  sub      

1  cmp 2 br T1 3 T1: sub   
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Execution Trace CacheExecution Trace Cache

1  cmp 2  br T1

3 T1: sub 4  br T2 

5 mov 6  sub      7  br T3 

8 T3:add  9  sub      10 mul

11 cmp 12 br T4

P6 MicroarchitectureP6 Microarchitecture Trace Cache DeliveryTrace Cache Delivery

10 mul 11 cmp 12 br T4

7  br T3 8 T3:add   9 sub   

4  br T2 5 mov 6  sub      

1  cmp 2 br T1 3 T1: sub   

BW = 1.5 uops/nsBW = 1.5 uops/ns BW = 6 uops/nsBW = 6 uops/ns
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Inside the Execution Trace CacheInside the Execution Trace Cache

0x0900
Instruction
Pointer head

body 1
body 2

tail

Way 0 Way 1 Way 2 Way 3
Set 0
Set 1
Set 2
Set 3
Set 4

head cmp,    br T1, T1:sub, br T2, mov, sub

body 1 br T3, T3:add, sub,    mul,   cmp, br T4

body 2 T4:add, sub,    mov,    add,   add, mov

tail add,    sub,    mov,    add,   add, mov
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Self Modifying CodeSelf Modifying Code

Programs that modify the instruction Programs that modify the instruction 
stream that is being executedstream that is being executed
Very common in Java* code from JITsVery common in Java* code from JITs
Requires hardware mechanisms to Requires hardware mechanisms to 
maintain consistencymaintain consistency

*Other names and brands may be claimed as the property of others.
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Self Modifying CodeSelf Modifying Code

The hardware needs to handle two The hardware needs to handle two 
basic cases:basic cases:
––Stores that write to instructions in the Stores that write to instructions in the 

Trace CacheTrace Cache
–– Instruction fetches that hit pending storesInstruction fetches that hit pending stores

–– SpeculativeSpeculative
–– CommittedCommitted
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Case 1: Stores to cached instructionsCase 1: Stores to cached instructions
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Case 2: Fetches to pending storesCase 2: Fetches to pending stores
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addr
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Execution Trace CacheExecution Trace Cache

Provides higher bandwidth for higher Provides higher bandwidth for higher 
frequency corefrequency core
Reduces fetch latencyReduces fetch latency
Requires new fundamentally new Requires new fundamentally new 
algorithmsalgorithms
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PerformancePerformance

High bandwidth front endHigh bandwidth front end
Low latency coreLow latency core
Lower memory latencyLower memory latency

Low Latency CoreLow Latency CoreLow Latency Core
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Data SpeculationData Speculation

Use data before we are sure it is validUse data before we are sure it is valid
–– Lowers effective LD latencyLowers effective LD latency
–– Fast ALUs in Pentium 4 want fast LDsFast ALUs in Pentium 4 want fast LDs
–– Ratio of LD latency to ADD latency is important if Ratio of LD latency to ADD latency is important if 

1 in 5 uops is a LD1 in 5 uops is a LD

As pipelines get deeper, data As pipelines get deeper, data 
speculation gets more importantspeculation gets more important
–– Number of cycles saved /w data speculation Number of cycles saved /w data speculation 

increases as pipeline depth increasesincreases as pipeline depth increases
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L1 Data CacheL1 Data Cache
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L1 Cache is >3x FasterL1 Cache is >3x Faster

P6:P6:
––3 clocks @ 1GHz

3ns3ns

3 clocks @ 1GHz

P4P:P4P:
––2 clocks @ 2GHz2 clocks @ 2GHz

1ns1ns

Lower Latency is Higher PerformanceLower Latency is Higher PerformanceLower Latency is Higher Performance
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L1 Data CacheL1 Data Cache
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A Digression on StoresA Digression on Stores

Two components to a store:Two components to a store:
–– STA: address computationSTA: address computation
–– STD: data pieceSTD: data piece

Hybrid uOP Hybrid uOP 
–– Single uOP in the front, back endsSingle uOP in the front, back ends
–– Two uOPs in the middleTwo uOPs in the middle
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Memory DisambiguationMemory Disambiguation

storestore
STA STA AddrBAddrB, STD , STD DataBDataBLd EAX <Ld EAX <-- AddrAAddrA

If the store is olderIf the store is older
––And And AddrAAddrA = = AddrBAddrB
––Then the load must get Then the load must get DataBDataB

Dependencies can not be resolved Dependencies can not be resolved 
until executionuntil execution
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Memory DisambiguationMemory Disambiguation
Option 1Option 1

LD ALD A

STD BSTD BSTA BSTA B

Loads wait for:Loads wait for:
All older All older STAsSTAs ANDAND
All older STDsAll older STDs

No RecoveryNo Recovery
K7?K7?

Option 2Option 2

LD ALD A

STD BSTD BSTA BSTA B

Loads wait for:Loads wait for:
All older All older STAsSTAs

STD RecoverySTD Recovery

PredictPredict

Complex RecoveryComplex Recovery
P4P4

Option 3Option 3

LD ALD A

STD BSTD BSTA BSTA B

predictorpredictor

Specific older Specific older STAsSTAs
Specific older STDsSpecific older STDs

EV8EV8
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ExampleExample

ST writes new ST writes new 
valuevalue
LD2 forwardsLD2 forwards
Branch resolves Branch resolves 
based on new based on new 
valuevalue

LD1

STA, STD

LD2

BR

?

XOR

ML=0ML=0

ML=1ML=1

JMP if ML=0JMP if ML=0



IntelIntel®
PDXPDXCopyright © 2002 Intel Corporation.

ExampleExample

LD1

STA, STD

LD2

BR

?

XOR

ML=0ML=0

ML=1ML=1

JMP if ML=0JMP if ML=0

LD1 LD misses, replaysLD misses, replays

STA, STD STA dependent, replaysSTA dependent, replays

LD hits, gets old valueLD hits, gets old value

BR mispredictsBR mispredicts
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ExampleExample

LD1

STA, STD

LD2

BR

XOR

STA, STD

If LD2 depends on the If LD2 depends on the 
STA, they are usually STA, they are usually 
part of the same part of the same 
dataflow graphdataflow graph
If the STA replays, the If the STA replays, the 
LD usually has an LD usually has an 
address dependenceaddress dependence
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Cautious ModeCautious Mode

Normally, aggressively scheduleNormally, aggressively schedule
If a large number of problems occur If a large number of problems occur 
enter Cautious Modeenter Cautious Mode
In Cautious Mode, branches wait for In Cautious Mode, branches wait for 
data to be nondata to be non--speculativespeculative
–– Increases branch misprediction latencyIncreases branch misprediction latency
––Completely eliminates problemsCompletely eliminates problems



IntelIntel®
PDXPDXCopyright © 2002 Intel Corporation.

Cautious Mode: ImplementationCautious Mode: Implementation

A simple state machine A simple state machine 
cleans up the outlierscleans up the outliers
–– Out of 2200 traces, 3 traces Out of 2200 traces, 3 traces 

speedup >20%speedup >20%
–– The other traces are The other traces are 

unaffectedunaffected
–– Average performance Average performance 

improvement < 0.1%improvement < 0.1%
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PerformancePerformance

High bandwidth front endHigh bandwidth front end
Low latency coreLow latency core
Lower memory latencyLower memory latency

Lower Memory LatencyLower Memory LatencyLower Memory Latency
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Reducing LatencyReducing Latency

As frequency increases, it is important As frequency increases, it is important 
to improve the performance of the to improve the performance of the 
memory subsystemmemory subsystem
Data Prefetch LogicData Prefetch Logic
––Watches processor memory trafficWatches processor memory traffic
––Looks for patternsLooks for patterns
–– Initiates accessesInitiates accesses
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Data Prefetch LogicData Prefetch Logic
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Data Prefetch LogicData Prefetch Logic

L1
Data Cache

Instruction
Fetch

Instruction
Buffers

64

256

L2
Advanced
Transfer
Cache

Data 
Prefetch
Logic

Bus
Queue

Prefetch logic first checks L2 cache and then fetches lines from memory 
that miss L2 cache.
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Data Prefetch LogicData Prefetch Logic

Watches for streaming memory access Watches for streaming memory access 
patternspatterns
–– Can track 8 multiple independent streamsCan track 8 multiple independent streams
–– Loads, Stores or InstructionLoads, Stores or Instruction
–– Forward or BackwardForward or Backward

Analysis on 32 byte cache line granularityAnalysis on 32 byte cache line granularity
Looks for “mostly” complete streams:Looks for “mostly” complete streams:
–– Access to cache lines 1,2,3,4,5,6 will prefetchAccess to cache lines 1,2,3,4,5,6 will prefetch
–– Access to cache lines 1,2,   4,5,6 will prefetchAccess to cache lines 1,2,   4,5,6 will prefetch
–– 1,  ,3,  ,  ,6,  ,  ,9 will not prefetch1,  ,3,  ,  ,6,  ,  ,9 will not prefetch
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PerformancePerformance

High bandwidth front endHigh bandwidth front end
Low latency coreLow latency core
Lower memory latencyLower memory latency
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