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. ABSTRACT

 One of the central questions in the study of free recall learning concerns the
role of orgenizational factors in retrieving information from memory. This work has
been greatly facilitated by the development of procedures for measuring the amount
of organization evidenced in recall. At a conceptual level, such measures may be
thought of as indexing the formation of informationally-rich higher order memory
units which serve as miltiple access routes to the list items they subtend. Thus,
a given list item may be retrieved either on its own merits or through prior re-
trieval of the subjective memory unit Wwhich includes it. There has been, however,
no way to determine the actual manner of orgenization employed by individual sub-
jects. Such a procedure would seem necessary in order to test directly hypotheses
concerning the way in which organization influences performance and retention.

A method for assessing the structure of organization was developed on the basis
of the ordinal separation, or proximity, between pairs of items in recall yrrotocols
over a series of trials. The proximity measure is based on the assumption, common
to all indices of organization, that items which are coded together in subjective
memory units will consistently tend to be recalled contiguously in output. Methods
of hierarchical cluster analysis are then employed to determine the structure of
orgenization implied by the prcximities between items.
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13. Abstract (Continued)

An experiment was designed to test the sensitivity of the method to
differences in organizational structure. All subjects learned a list con-
sisting of words selected from hierarchically related taxonomic categories,
and vhich could be organized in alternative ways. Three experimental groups
were influenced to adopt the alternative organizations by using different
blocked presentation orders of the items. Twelve acquisition trials were
given and long-term retention was tested after either 1, 5, 10, or 20 days.
All experimental groups receiving categorically blocked presentation re-
called and retained more words than a random input-order control group.
However, the experimental groups did not differ among themselves in re-
call during acquisition or retention. The proximity analyses produced
results which were consistent with the predetermined patterns of organi-
zation and indicated that the different organizations of the list were
maintained in the retention test.

Existing data from several studies of part-whole transfer by Ornstein
were reanalyzed to assess the explanatory power of the method of proximity
analysis. These studies had delineated some conditions under which prior
learning of part of a list would facilitate or hinder subsequent learning
of the whole list. One study demonstrated that random presentation of the
whole list produced negative transfer, but that whole-list learning was
facilitated by blocking the presentation order of the final list according
to the "old" and "new" subsets of items. Applying proximity analysis to
these data, it was found that the higher-order subjective units identified
from the first-list protocols carried over to second list learning only for
those subjects who had received blocked presentation of the final list.
These results directly verified predictions which had been made from a
theory of subjective organization (Tulving). It was concluded that the
method of proximity analysis can be useful in attempts to elucidate the
relationship between organization and memory.
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PROXIMITY ANALYSIS AND THE STRUCTURE OF

ORGANIZATION IN FREE RECALL
Michael L. Friendly
Abstract

One of the central questions in the study of free recall learning
concerns the role of organizational factors in retrieving information from
memory. This work has been greatly facilitated by the development of
procecures for measuring the amount of organization evidenced in recall.

At a conceptual level, such measures may be thought of as indexing the
formation of informationally-rich higher order memory units which serve

as multiple access routes to the list items they subtend. Thus, & given
list item may be retrieved either on its own merits or thfough prior
retrieval of the subjective memory unit which includes it. Thé.r'e has been,
however, no way to determine the actual manner of organization employed by
individual subjects. Such a procedure would seem necessary in order to test
directly hypotheses concerning the ~wa.y in which organization influences
performance and retention.

A method for assessing the structure of organization was developed on
the basis of the ordinal separation, or proximity, between pairs of items
in recall protocols over a series of trials. The proximity measure is based
on the assumption, common to all indices of organization, that items which
are coded together in subjective memory units will consistently tend to be
recalled contiguously in output. Methods of hierarchical cluster analysis
are then employed to détermine the structure of organization implied by the

proximities between items.




An experiment was designed to test the sensitivity of the method to
differences in organizational structure. All subjects learned a list
consisting of words selected from hiérarchically related taxonomic categories,
and which could be organized in alternative ways. Three experimental groups
wvere influenced to adopt thezalternative orgenizations by using different
blockedfpresentation orders of the items. Twelve acquisition trials were
given and long-term retention was tested after either 1, 5, 10, or 20 days.
All experimental groups receiving qategorically blocked presentation recalled
and retained more words than a random input-order control group. However,
the experimental groups did not differ among themselves in recall during
acquisition or retention. The proximity analyses produced results which
were consistent with the predetermined patterns of organizatioﬁ‘and iﬁdisated
that the different orgenizations of the list were maintained in the retention
test.

Existing data from several studies of part-whole transfer by Ornstein.
(1970) were reanalyzed to assess the explanatory power of the method of
proximity analysis. ‘These studies had delineated some conditions under
which prior learning of part of a list would facilitate or hinder subse-
quent learning of the whole list. One study demonstrated that random
presentation of the whole list prodﬁced negative transfer, but that whole-
list learning was facilitated by blocking the presentation order of the final
1ist according to the "old" and '"new" subsets of items. Applying proximity
analysisvto these data, it was found that the higher-order subjective units
jdentified from the first-list protocols carried over to second list learning

only . for those subjects who had received blocked presentation of the final
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list. These results directly verified predictions which had been made from

a theory of subjective organization (Tulving, 1966). It was concluded.that

the method of proximity analysis .can be useful in attempts to elucidate the

relationship between organization and memory.
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CHAPTER 1

INTRODUCTION

The research reported here is broadly concerned with the role of organi-
zation in free recall learning (FRL). 1In the typical FRL experiment a list
of items, usually femiliar English words, is presented to the subject for
study. He is then asked to reproduce from memory as many of the items as
he can, iﬂ any order. Hence a subject's performance in this task may be-
considered as analogous to the operation of memory for verbal materials
in natural situations, such as remembering the contents of a shopping list.

But more important than its similarity to real-life situations is the
fact that the FRL experiment provides a vehicle for studying the role of
structure or organization in memory. In allowing the subject to recall the
items in any convenient order, the task imposes minimal restrictions on the
possible strategies which may be used.

'I‘hé experimental method of free recall has long been employed in psychology
(Tulving, 1968). However, its significence for investigating organizatidné,l-
processes in memory was not fully realized until the appearance of Bousfield's
(1953) classic paper on clustering in free recall. "If clustering can be-
quantified," Bousfield stated, "we are provided with a means for obtaining
additional information on the nature of organization as it operates in' the |
higher méntal processes" (Bousfield, 1953, p. 229)._7 Bousfield realized that
the systematic discrepancies between in'pui; order and the output sequence of
recalled responses, which wouid be regarded 'as.errors in serial learning,

"proﬁided important infOnha.tion about the opéra.tion of memory in:free recall.

1

pas
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Experimental studies since then have shown that one basic phenomenon

displayed by subjects in FRL is the grouping of items into recall units.
That is, over a series of study-test trials with input order varied

rendomly, subjects (§_s) will tend to form increasingly consistent item

_ﬂ_...
s P R R

groupings in their recall output.

1.1 ObJjective andeu'bJective Organization

The tendency to. form stable recall groupings has been taken as a
behavioral manifestation of organizational processes. Investigations in
this ares mey be divided into two broad classes, distinguished by the

nature of the to-be-remembered material.

The first class of studies, concerned with objective organization or

clustering, has employed lists composed .of two or more nonoverlapping subsets
of items. In this pa.ra.digm, clﬁsterdng' is measured in terms. of .the observed
tendency for items from the same. subset to be recelled in immediately a.dja.cent'
output positions. The subsets are defined by the experimenter in terms of
membership in conceptual ca.tegories, as in the study by Bousfield (1953),

or according to associative or other mea.ningfui relations among the items,

Because the putative source of organization can be specified end manip-

ulated by the experimenter ,(13_), it has been possible to investigate the
effects on clustering of a lerge.number ofstimulus,va.ria.b_lies and presenta-
tion condltions (see Shuell, 1969, for & recent rev:.ew) - The details of

the mea.surement procedures for cluster:.ng will be ta.ken up in.a later section
(l 2) " However, it should be noted here that sta.nda.rd clusterlng measures |

will underestimate S's amount of organiza.tion to the extent that his grouping

- of the items diverges from that selected by the experimenter.

o - | 415
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In the second class of free recall studies, the basis of organization
is not predetermined by the experimenter. Here, the stimulus list is
composed of "unrelated" words, chosen either without regard for inter-item

relatedness or with a definite attempt to minimize such relatedness. This

paradigm attempts to tap the development of orgenization based on the

B personal (but possibly shared) verbal dispositions with which the Ss enter

¥ the laboratory. Because the sources of this subjective organization (S0)

7

§ .

are not imposed by E and may vary from one subject to the next, its measure
o must be sought in internal a.naiyses of the consistency in output order over

trials. Thus SO is determined by the degree to which S recalls the same

sequences of words together on successive trials.

The concept and measurement of SO were developed by Tulving (1962a),
who demonstrated that allegedly unrelated words were in fact organized in
the course of FRL. Tulving also reported that both the degree of su‘bjective
organizetion and its communality across subjects increesed over a series of
trials.

The combined results obtained in these two paradigméA point to organiza.;-
tion as a central and pervasive factor in free recall learning. For example,
if some readily apparent basis for grouping the items into cohesive subsets
has been imposed on the materials by E, subjects will use this structure in
their recall. As the salience of an E—defined,qrganization decreases,
epparent clustering will also decrease. (Bousfield,'.Cohen, & Whitmarsh, 1958;
Marshall, 1967). But this does not mean thet Ss cease to organize their
recall. In the limiting case, when "unrelated" words are to be learned,

Ss nevertheless fird common dimensions for .relat;l.ng item groups. The

-
o
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available evidence suggests, as Bower (1970) and Postman (1963) have indi-
cated, that there is probably no such thing as a truly unrelated list of
words: "with the adult's vast capabilities for searching out similarities
and dissimilerities, almost any coilection of 'unrelated' words cean be par-
titioned into subsets within which items share a number of features" (Bower,
1970, p. 32). Therefore, it does not seem unreasonable at this time‘to
assume the hypothesis that category clustering and subjective orgenization

reflect the same basic processes.

1.2 Measurement of the Amount of Organization

The ability to quantify organization as a dependent variable in FRL .
has been onc reason for the interest in this paradigm and the analytical.
power of the theory it has generated.

The methods proposed to date for measuring the amount of organization
fall into two distinct classes, corresponding to the two types of word lists
vhich have generally been.empioyed in FR experiments, viz., those based on
E-defined groupings such as taxonomic categories or associative'relations,-
and those based on "unrelated" lists. Only the general features of these
methods will be considered here,’since-several recent reviews are“arailabie

(Roenker, Thompson, & Brown, 1971; .Shuell, 1969).

Measurement of categorical organization. When the to-be-remempered.list‘
can be partitioned a priori by E into mutually exclusive and.exhaustive
groups of items on semantic, associative, structural grounds, ete., it

becomes interesting to determine the extent:to which subjects actually use o

such groups in their reca111 Items belonging to the same class are. treated as
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indistinguishable and, following Bousfield.and Bousfield (1966), cluster-
ing measures focus solely on the order of succession of the classes to
which the items in any recall protocol belong (order properties). For
example, of the two protocols,

(1a) horse, ggﬁ, dog, tie, gin, beer, socks, shirt

(1b) pen, hat, tip, field, teacher, herring, river, apple

the first may represent a subject's recall of a list composed of the taxo-

nomic categories animals, beverages, and articles of clothing, while the -

classes in (1b) could be based on the structural property of-word lenéth--‘
3, 5, or T letters. However, the informa.tion regarding the ordering of
items from thé various classes, and (by assumption) the Organization-reQ
flected in the protocols, would be the same for (la).end (1b) and can be
represented by

(1c) A, A, A, B, C, Cy B, B

that is, the first three items bclong to the same class in' (la)--animals,

as do the first three in (1b)--3-letter words, and so forth.

The fundamentel assumption in all investigations and measures of organie’

" zation in FR is that items which are stored/retrieved togetherishould appear’

contiguously in the subject's output;protocols. It'is*ectually'the converse

of this assumption which is used to assess.organization;,that;is, one assumesf

that'contiguity in recall implies?Organization‘inﬂstorege.or.rEtrieVal; In

particular, for lists of items based.on g}selected relationships,fthe”goal.in

measuring organiiation,'as implied above , iS'to determine'the extent'to which o

the grouplng of 1tems in Ss' protocols reflects the seme grouplng set up by

.the‘exper;menter. That 1s, the categories or relations bullt 1nto the llst
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by E serve as the single standard egainst which the observed order of a sub-
ject's responses is compared to assess "how much" he is;organizing.
From these assumptions, it -has‘ been natural and convenien_t to take as a

unit of measurement for categorical clustering_the category repetition, i.e.,

the occurrence in recell of an iten from one cl’ass or category immediately
following another item from the same class. 'I'hus, (lc) ‘above contains four
repetitions, as indicated by the underscored items. Another posslble meas-
ure is . the number of runs in the. ser:Les, where e run is deflned as a max:L-

mal. sequence of :I.tems of like. class. Countn.ng the number of runs in any
geries such as (1lc) is equivalent to countlngthe A,nonund_erscored items. There-

fore, the number of runs (R‘)' and number of category repetitions_ (C) give

~ equivalent 1nformat:|.on ebout the occurrence of . clusterlng, and are related

as _(_!_:= n - R, wvhere n is the. number of 1tems recalled. - In pract:.ce, meas-
ures 'of .the degree of categorn.cal organ:.zatlon are sta.ndardlzed go as to
make the values obta:.ned -under varxing. cond;.tlons commensura‘ple. For exem-
ple, the observed number of repetit:.i.onsv in recall_may»be compared with what
one would expect if the output .order was determined by chance alone
(Bousfield & Bousfield, 1966), or C may be divided by some maximum value

(Bousfield, l953, Boﬂer, Lesgold, & Tieman, 1969), or both (Roenker et al.,
1971)
Measurement of sub,ject:.ve organ:.zat:.on. Estimat:.on of the degree of

organization appear:.ng in the recall of "unrelated" l:Lsts agan.n follows from
the - fundamental assumptn.on of organ:.zatlon 1n FR, 80 that the tendency of

S to recall the same 1tems :I.n cont:.guous groups over success:we trials is

taken as evidence- for the exn.stence of.. sub,ject imposed organlzatlon.
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Because of the more open-ended nature of organization when its basis
cannot be .considered known, there has been less agreement on how it should
be measured, even at a conceptual level. Unlike the case with categorized
lists, where the grouping of items by E-defined relationships serves as an
external standard, subjective organization must be estimated by a criterion
of consistency internal to a set of free recall protocols.

Tulving (1962a) proposed that SO could be indexed by the degree of
sequential redundancy, in information~theoretic terms, in the order of re-
call over a series of trials, relative to the maximum possible redundancy
which would be observed if the S recalled the same items in a constant
order on every trial. That is, SO measures the average degree to which a
subject's i-th response can be predicted on a particular trial, given only
the item recalled in %.he (i-1)-st position.

Subjective organization can also be assessed by letting each trial
serve.in turn as the standard for comparison with the order in which items
were recalled on the immediately preceding trial (Bousfield & Bousfield,
1966), or by choosing the output order of one trial, for example the last,
as the standerd against which all other trials are compared (Ehrlich, 1965,
1970). The unit of subjective organization in Bousfield's measure is the
intertrial repetition (ITR). An ITR is scored whenever an adjacent pair
in the output of trial i also occurs contiguously in the same order on trial

t+1. Ehrlich's measure, termed'a coefficient of structuration, is essen~
tially a correlation between the intraserial separation (i.e., number of
other items ¢ntervening) between pairs of items on the final, criterion trial,

and the separation of these pairs of items in output on each earlier trial.

v . 20 O %
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Both Tulving's SO and ITR measure proposed by Bousfield reflect only
the consistency in recall of immediately adjacent ordered pairs of .items,
end have been criticized for this reason. Several modifications have been‘
proposed (e.g., Fagan, 1968), but by far the most ambitious revision of ITR .
to overcome this limitation has been worked out by Pellegrino (1971).
Pellegrino has extended the definition end measurement of intertrial repe-.
titions to include unordered item sequences of .any specified size. That
is, his procedure allows the examination of recall for outpnt cdnsistency An.
terms of groups of size 2, 3, 4, etc., and for any unit size, all possible
orders are scored. This extension, tnerefore, provides for a more conlplete

assessment of orgenization than is afforded by the ITR and S0 measures.

1.3 Orga.nizat'ion and Recall

The occurrence of clustering and subjective orgenization would be of

slight interest, of course, if it were unrela.te,d ‘to the amount of recall or
merely & by-product of.pra.ctice; In his 1962 paper Tulving (1962a) demon-
strated a strong correlation between SO and emount of recall. Subsequeat
experilnents, showing that direct menipulations of organization produce pre-
dictable effects on reca.ll, have supported the view of-free recall memory as.
highly dependent on the development of stable organiza.tiona.l units.

Tulving (1962b) established that instructions to use an a.lpha.'betica.l :
organization in remembering unrelated words (which all had unique initial
letters) produced a large and’ sustained fa.c:.l:.ta.tion of reca,ll relative to
control _S_s~instructed only to reca.ll as best they could-. An experiment by
; Mandier (1967a) further revealed that instructions to sort words into consis-

tent su'b,j_ect-defined categories on the..ba.sis of meaning had the seme .facili-

tative effect on subsequent recall as instructions to remember the words. Ss

<1
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given the subjective categorization ta._sk récalled as .well whether or not
they expected to be tested subsequently for recall, On the other hand, the
recall performance of Ss who had sorted by rote, without regard to meaning,
was only high when they had been explicitly instructed to.remember.“ Exi:eri-
ments by Tulving (1966) have extended this latter result by demonstrating
that rote repetition alone (without intent to recall) is insufficient to pro-
duce high recall when the same items are subsequently tes_téd in multitrial FR.
Further, if trial-to-trial increments in recall are a direct consequence
of the development of organizational groupings, then the“ rate .of FRL should
be retarded by inhibiting organization or inducing insppropriate grouping.
i The prediction of the effect of inhibiting organization was confirmed by Bower
; et al., (1969). They found that recall suffers when Ss are forced to change
? their groupings of unrelated words on every trial., Taken together these
f, studies suggest that the formation of an a.ppropriate organization may be
both necessary and sufficient for efficient memorization to take place.
The theoretical significance of these observations stem from the fact:

that ‘they allow a relatively parsimonious account of memory processes and

the effects of repetition. The consistency of output order observed in

“ recall tests has been regarded as evidence for the development of higher-

§ order memory units, each composed of two. or more list items. While the

;1 experimenter may conceive of the list in terms of L nominal units (E-units),
§ the subject's organizational grou_ping may provide him with an effective list
é§ of less than L functional, higher-order units (Tulving, 1968). Since the

g actual higher-order units which develop are in general determined by S '.s‘-

own preexperimental verbal dispositions (regardless of whether the list is
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categorized or unrelated), the higﬁgr-order groups are‘terméd subjéctive
units, or S-upits. Tﬁe functional utility of S-units to the learper;lies.

in the inherenﬁly limited éapacity of human memory to store and retrieve
information. If on any trial S can recall only.-a fixed,num'ber of sub;ject;ive}
units, then increments in recall with practice must reflect"the increased
size and stability of these units.

In the original formulations Sf subjective organization theory (Tulving,
1962a, 1964), based on Miller's (1956) concept  of chunking, organization weas
viewed.as a process affecting the storage of material:. "organizing proces- .
ses . + . lead to an a.pparent,increasé in [storage] capacity by increasing
the information load of individual ;units" (Tulving, .1962a, p.- 34L4). In more
recent expoaitions A(Bovwer, Cla,rk, lesgold, & Winzenz, 1969; Slamecka, 1968;
Tulving & Patterson, 1968) empha,_sis/.has slﬁifted'to the importance -of organi-
zational procesé_es in retrieval, with S-units viewed.as multiple .routes by
which -access to sto're,d traces may Be'- é,chiéved. At the preseht time, -how=
ever, it is difficult to disfinguish' clearly between storage and retrieva.lb
effects, except,in-circulﬁstances where one or the other can . be isolated‘ (evgs

in cuing studies, Tulving & Pearlstone, 1966).

1.4 The Present Research

As indicated above, much of the current research in FR is based on

the notion thet, in recalling the items from a particular list, §.is not.

- only.telling the experimenter about the capacity, of 'his"memory, but -

also abbut.the structure or é.rrangément of the items within his memory. Infor-

mation about capacity is presumably contained in the number of items.recalled .
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vhile information about structure is usually derived -from the order in which
- the items are recalled.
However, since the measurement procedures presently available for in-
dexing organization are entirely concerned with the amount of organization

rather than with its explicit structure, only indirect tests of organiza-

tion theory have been possible. This methodological limitation has become
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more criticel as mounting (and often conflicting) empirical observations
have created an increased need for more clearly articulated theories. Ré-
cent statements by Mandler (1967a), Postman (1971), end Tulving (1968) have
stressed the importance of focusing attention on the manner or pattern of
subjective organization: "In order to evaluate fully the relation between
type of subjective organization and recall, it is desirable to make the'
entire structure generated by the learner accessible to 'i.nspection" (Postman,
1971, p. 16).

The present investigation Iis concerned with the development and evalua-
tion of one such method based on interitem proximities for determining how
subjects are organizing lists of verbal items. This method subsumes the
measurement of categorical clustering and subjective organization within a
single unified freamework in that it assumes no prior knowledge by the experi-
menter of the bases of .organization. To the contré.ry, it offers an objective
wvay to determine these bases and therefore provides & means of directly testing
components of theories of memory which treat the subject as an active procéssor,
of mnemonic information.

The remainder of this report is divided into three major ’sect.ions. - The
first section (Chapter 2) describes thé method of proximity analysis and

illustrates its use with sample data. Chapter 3 presents an experiment

B
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concerned with long-term retention of a hierarchically organized list,
designed in part to test the validity of the proposed technique. In the
final section (Chapter L), available data from several studies of partiwhole
transfer are reanalyzed according to the present method to demonstrate the:

utility of assessing the structure of orgdnization.
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CHAPTER 2

PROXIMITY ANALYSIS

2.1 Limitations of Measuring the Amount of Organization

Many investigators recognize that present measures of the degree of

organization have their limitations and that it is important to develop
'more adequate ones. It is worthwhile to consider some of these limitations be-
fore considering how the structure of organized recall may be assessed.

It should be noted, first of all, that the data collected in free re-
call experiments have many degrees of freedom. Recall protocols differ in
complex aspects of the sequential patterning of the items recalled both
within and across trials (cf. Tulving, 19614). In this connection, some com-
menﬁs by Cronbach (1955) concerning measurement in a different context may bel
applied to free recall. Whenever we describe the organization of recall
data in a single, quantitative index, "we compress all the aspects of this:
variation into a single degree of freedom, and we must be careful that
valueble information is not discarded or cancelled out" (Cronbach, 1955,

p. 16).

Many theories of long-term memory make fairly explicit statements about

the structural relations among units in the memory store. If we use only

measures of the degree of categorical and subjective organization which com-
press all informa.tion about the structure of recall into a single index,
there is no way to investigate these theories directly with free recall data.

Some examples may help to meke this clear. Limited capacity theories
hold that the memory system can store (Miller, 1956; Tulving, 1962a) or
retrieve (Tulving, 1966, 1970) only a constent, limited number of

memory units. Through repetition and rehearsal, it is supposed, Ss are able
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to pack greater numbers of nominally separate items (E-units) into each of -
the. limited number of .functionsl or subjective memory units (S-units). Cur- |
rent indices, however, provide no cleé.r way of confronting such a stat‘ement
with expermental.-data. In order to evaluate this theory directly, it would
be necessary (a) to determine what the contents of the S-units are on each
of ‘a number of free recall trials and (b) to demonstrate ':l".ha.t the "learning
curve" of number of S-units recalled is a line with zero slope, while the
corresponding function in terms of ﬁ-units is of the classical, negatively
accelerated shape. Since resea.rchefs place great emphasis on models such

as these in deriving predictions for experimental studies, it seems impor-
tent to find ways of uncovering empiricelly the menner or structure of
organizatica used by Ss in free recé.ll tasks.

Another example, which will be .ta.ken up in detail in Chapter L, con?
cerns recent studies of transfer in FRL. Tulving (1966) showed.that prior -
learning of part of a list of unrelated words produced negative transfer
when the whole list was subsequently learned. Assuming the existence of an
optimal organization of the whole list, interference would be predicted if
part-list higher-order units persis‘l.';ed 4into the test stage, and Tulving
explained his results on-this besis. Although the expected consequences of
this hypothesis have been conﬁrmed'inb several recent studies (e.g., Bower
& Lesgold, 1969; Ornstein, 1970), the persistence of ina.pproprvia‘.tebs-units-
has not been explicitly .demonétrategi..- "In orfder to evaluste Tulving's
position,~we: should 'h'a.ve:;somer'fdo‘cumeht'a.tion' 6f Just what'the' S-units are

like at the end.of (part-) list lea:g'ning; end what they are like at various

steges during (whole-) list lea.rhing",' (Ornsteim, 1968, p. 9):.-
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A sole concern with measures of the amount of organization elso creates

problems for the interpretation of data. These are problems of a logical

nature, concerning the validity and depth of inferences which may be drawn

from these measures.

Two points need to be considered. First, it is not at all clear to

what extent currently used measures actually index the develbpment of S-

units. If an S-unit consists of a network of interitem dependencies, then

the number of different, organizationally equivalent orders in which the

items may be recalled increases rapidly with the size of the unit. In

fact, if an S-unit composed of N items were completely interconnected, the

items could be recalled in N! different orders, all consistent with per-

fect organization in this sense. These sequences would, on the average,

have rela.tively few repeated ordered pairs in common, yet the ITR and SO

measures are typically restricted to such pairwise constancies.l What

these sequences do have in common is that all members of an S-unit appear

in close proximity. This theme will be developed in detail below.

The second interpretative difficulty is that strong inferences regard-

ing the pattern of organization cennot, in most cases, be conclusively

drewn from measures of the amount of organization even if infaellible indices

were avaeilable. For example, categorized lists are usually derived from

norms collected from a large number of subjects, and thus reflect associa-

tive relationships common to the population from which these subjects were

Pellegrino (1971) has recently presented & generalized ITR measure which

counts all possible orders of a set of items and therefore overcomes the basis
of this obJection.: : : v
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dravn. While it is true that such materials exploit the high communalities

among subjects, it ié impossible to determine if subjects are using bases
other than those specified by g_to.;rganize their recall. In one type of
study, different manipulations,.instructions, etc., may be applied tbvéxperi-
mental groups and the results‘examiﬁed in terms of curves showing average
categorical organization over trisls. When low levels of correspdndence
between E-categories and Ss' output orders are observed in studies of this
sort, it is commonly concluded that subjects are'not‘orgahizing, or'thét

some variable designed to manipulate organization has been successful (un-
successful) in inhibiting (fecilitating) this process. In general, where.
strong clustering in terms of the experimenter's structuring of the list is
not found, we do not know whether the items were difficult for the §§.to
organize or whether the Ss were‘merélyworganizing in some mahner thgt'the
experimenter had not considered. Altefnativély, two groups of Ss may show
the same numerical amount éf sequential organizatiqn'in their.recalilbﬁt may .
be performing qualitatively different operations on the input materials. With-
out an dbjective way to determine how subjects are organizing, the con-
clusions drawn from such date may be quite inappropriate. Mandler (1967a)
and Postman (1971) have voiced similar cautions regerding the interprete-
tion of degrees of E-defined organization when no independent checks are

available,

2.2 A Method for Investigating the St;uctnre-of Organization

In general, functional memory units may be-assumed'to.vary'in¢strength

as do single items. For example, instances of taxonomic categories with high
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normative frequency show greater clustering than do low frequency instances

T

(Bousfield et al., 1958). It would be useful, therefore, if a'methodafor,
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identifying S-units were also to index the relative strengths of such units
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within a list. Also such a method should be epplicable to data from indi-.‘

%ﬂ viduals as well as to group data. As the strength of-E:determined organization 1
_gg : increases, idiosyncratic groupings and individual differences tend.to decreasea

g: Yet it is still important to determine whether substantial individualvdiffer-

%‘ ences exist, or whether there are several homogeneous groups of Ss using

3 disparate organizational strategies. .

; It is useful to proceed heuristically at first to develop the logic of

the technique to be proposed. Follow1ng that, the crux of the method is

presented formally (2.2.2) and then illustrated with sample data.‘ ‘

2.2.1 Rationale for Proximity Analysis

Consider a hypothetical subject presented.with a categerized'word 1ist_
who recalls the following items on a given trial: ' - o - 3

| PANTS, SHIRT, SHOE, DOCTOR, SHRUB, BUSH, TREE, LAWYER, DENTIST

in that order. Counting the number of sequential repetitibns of items from t

Tl

the same category, we find that there are five category repetitions in the

above protocol.
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This way- of looking at contlguity in output as evidence for grouplng in.

memory only considers pairs of items Wthh are 1mmediately adjacent° But 1f

g an S-unit consists of more than two items, all pairs of them cannot be 1mmed-

ok iately adjacent, and the degree of organization is probably”underestimateds

g TR DTy T W e e, - L SO YT T TS T A

So, as a flrst step toward 1dent1fying the subjectlve units of recall, the

———

rationale behind examining category repet1t10ns can be generalized to allow
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- for varying degrees of contiguity between items. Thus, PANTS and SHIRT

for example, are ma.ximally close while PANTS and SHOE are less proximal
and so on for the other categories.‘_ The assumption made here 1s that S-unit -
"pelongingness" is a graded property of" groups of items, and that protocol
separation beyond immediate ad,jacency alsocarries,information-about the»
relative strengths of S—units. | | REERR
Going a step further, it is poss1b1e to- look at the proximities be-

tween all pairs. of words in the protocols, not ,just those within the g:|.ven

 categories. For example BUSH - a.nd TREE are more prox:.ma.l than are SHOE and -

TREE, though the reverse could have occurred 1f the sub,ject had thought of
the compound noun, SHOETREE, and clustered on that bas:Ls o The actual out-.
come can be expressed quantitatively by giving the pair BUSH and TREE a :
higher proximity score for that tria.l than the pair SHOE and TREE, and so B
on for ell pairs of 1tems, basing the proximity score on their ordinal
separation in the protocol. By comb:Ln:Lng proximity ‘scores over blocks of'
trials, an item-by-item proximity matr:Lx can be constructed w:Lth numeri-
cel entries representing the degree to which each pair tends t& ocecur 1n
contiguous output pOSitions over the block of trials. i ) |
The modest step of consider:l.ng the proximities between all pairs. of .
items makes this way of . looking at the subject's orgam.zation of a list in-
dependent of any knowledge of "best" or a priori categories. The use of the
number of repetitions as an index of organization requires, by definition, :
e knowledge of which groups of items 'belong together. Through the use of
proximities, however, it is poss:Lble to "discover" the grouping that the
subject is in fact using, by defining the sub,jective un:Lts to be those groups

of items that. have mutually high interitem proximit:l.es .

itl .




R YA it e

-19-

Sta.ted al'tvevrnat.ively, we are asking what manner of groﬁping of the
stimulus list into S-units would be .molst likely _té result in the 'observed‘
resﬁonse "prdtocols produced by :'Lndiv‘i‘dual Ss. In the analysis suggestgd ‘

' here, the aspects of order information mosﬁ rele-\}ant to the study of S_-units
may be represented by the proximitievsv between ..li ';‘)a.irs of itemso Questions

concerning the or-ganization of list items in memory can therefore be reduced
to corresponding questious 'co_ncer_ning the‘ structuré of proximities between

~ items in recail. Thus, if items are organized i_nto higher-ordez" @emory

units which are recalled in contiguous groups, these S-units ‘can be inferred

by working backwards from the proximities. A by-prbduct of the particular
; | technivque used for analyzing 't-he proximities permits the assignment Qf' rela-
tive strengths to the S-units so determined.

There is actually no logical necessity to invoke the notion of -intra-

. . . . . 2
serial proximity in order to describe the contents of S-units, The .

proximities are the middle men., They represent a construction--a device by

a1 pnaig SR AL sl Aa e B

which it is possible to bridge the gap between observed FR responses and a

O,

description of organization.
This discussion is not to imply a conception of 3-units as fixed enti-
ties. Rather, it is hoped that this approach will yield a reasonably well-

9 focused snapshot of crganization as it develops over some block of trials.

2.2.,2 Measure of Interitem Proximity

It remains to specify a way to quantify this notion of proximity, or

its inverse, distance. One way to do this is to measure the distance between

2D:i.scussion with John Hartigan has helped to clarify this and other
points and is gratefully acknowledged here.
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two items in terms of the number .of other items which separate them in-
recall. Consider a list of N items presented to & group of S subjects for
each of T trials under typical multitrial free recall (MFR) conditions.

For a given subject, s, the data s];iall consist of T sequences of items, each
of length Togo where rs£ is the number of words recalled by subject s on |
trial t. Where confusion is unlikely to arise, the subscript s is omitted
in what follows. For ease of exposit:.ion, the simple (though unlikely) case
where subjects recall only items from the listv, and do not repeat responvses,
is considered initially. The pfoblem of handling intrusions and repetitiohs
is discussed in Appendix A. |

Denote by . R’i the position of item i in the subject's output on

t
trial t . Then the intraéerial aistance between two items, i and. J ,
both recalled on .a given trial will be lg‘it - 2’jt'| -« The absolute value
of.the difference is used 'sihce ‘in most cases it seems sensible to consider
the recall of items A,B‘ equivalent to recall of B,A.

When both members of a pair of. words are not recalled on a given trial,
it is difficult to decide how a distance may be rationally assigned. A value
could be a_ssig‘ned ad hoc, but it .is probably tetter to as.sumerthat this event
gives no information regarding the ozjganiza.t;.ion of that pair. It is neces-.
sary, therefore, to take varying degrees of item- and _paif-rqull into
account. | | o u

Define & characteristic variable, ¢ , which shall be used to indicate

1

the recall of particular items on given trials.

it

= J:1, if word "1 is recalled on trial t
"0, otherwise '

| (2.1)
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i= l,o}, .,N; t =1,...,T. Then the occurrence of pairs of items on par-

ticular trials may be expressed as

"), if words i and J are both o
by + Pyp = recalled on trial t (2.2)
0, otherwise . ‘

2R

That is, ¢th = 1 if and only if both ¢it and ¢Jt equal 1 .

Since it is proximity rather than intrasefial distance that is directly re-:
lated to the tightness of ofganization, the pbsitionai differencé measure
can be "turned around" by subtracting it from a positive constant,- SO that
large numbers represent more proximal items. The case Ti,rhere' ohe or both

members of the pair are not recalled is included by,defining' the proximity

on trial t as

*
Pist = %igt E - laye - 2'51;'] >

which is equal to zero when the pair is not recalled and vhen i=J .

Considering all T trials (or only some block of them if we choose), an

overell measure of proximity for items i and J is

Pr. = 3 P: = L g - ey, - zj,cl , (2.3)
W M g

which will be termed the raw proximity between items i and J

One problem with the P* measure above is that it is not standardized
with respect to the number cf times that a pair is recalled. Consider
thé raw proximities for two pairs of items (W,X) and (Y,2), recalled from
an eight-item 1ist (for which the maximum proximity value is T) on a series

of eight trials.

vg

ol
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_ : Y
|+ =2 3 & 5 6 1 8 Total = P
wolT 1 o 6 o 1 o 1 | TS
Thus, while (w, X) occur . 1n :|.mmed1ately a.dja.cent positions (P ~7) on all

but one of the tria.ls on whn.ch they are both recalled their raw proximity .
score for the eight tria.ls is lower then (Y Z) whn.ch are both rece.lled on . |
all trials, but are: never more proximal the.n (W X) | From this a.nomaly, it
is seen that Pi 3 defn.ned in Eq, (2.3) above is at least partn.a.lly a mea.s-

ure of pa.n.r-recall, or performa.nce. Since the proximities should not re- :

o flect recall performance per .se, it is necessa.ry to. a.djust for dn.fferences

in recall frequencies smong pairs of words. This ma.y be done by d1v1d1ng
, #* _ .

each Pi,j by the number of trials, say Biy . on which both members of

the pair are recalled. Accordingly, define

o R | N. 2, '
f1) it et 2 Fae!

| P, =" &
| S T I P b
.z N ) .
o -0 |
Poodyge |

The proximity measure adopted .is therefore the aversge proximity for the pair,
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3 For

over only those trials on which both members of the pair are recalled.
the exemple sbove, this gives Py = 34/5 = 6.8, and Py, = 37/8 = 4.5, which
agree more closely with intuition. Recognizing the second term on the right

of Eq. (2.4) as the (average) intraserial distance, Dij" , gives

P., =N - D, . | ' ‘ o ' v '(2.5)

2.3 Tllustrative Data

To make things more concrete, consider the data in Figure ‘1. Shown
at the top of the figuré are the ﬁrotocois'fm ohe subject on fhe |
last six trials ofv an 'eight-triai,l free recall sessibtbl.“h | On each trié,lllz :
unrelateld words were presented visually in a.. diffefeﬁﬁ ‘ra.ndovm"or_der,. and :
the sﬁbject's task was to recél,l as ma.nj words as pos.si‘.t;i’e,. | |

Consider Trial 5. Items .whic’h are imm.edi‘ately.adjacént ,  such as
(HIGHWAY, STRUCTURE), and ( INVENTOR, PROFE3SSOR), ‘differ in ordinal pbsi-,
tion by one, so their proximity on that trial is N-1 or 11. On the other
hand, words w;dely separated in the protocol have a J.ower, proximity oti thét
trial; for éxample, MAST and ASSAULT, which #re 5 posifibns‘apa.rt, haQé

a proximity of T.

3The decision to standardize the raw proximity values, soO as to render
: the resultant measure independent of recall frequency (Eq. 2.4), appears to
work quite well empirically, but creates an anomalous possibility. Thus,
two items recalled concurrently only once, but in adjacent positions, would
be considered as highly proximal as a pair recalled adjacently on all trials.
One way to avoid this possibility is to set a threshold value, so that -pairs
recalled less often than this value are not considered, or have their
proximity value reduced by some constant fraction.

RN

L : _ ‘
‘Mhese data are from a study by Ornstein (1970, Exp. I), by whose kind
permission they have been reanalyzed here.

.. 386




ESAEA A GRR SNSRI Yy aenmireny » - . .

-2l

The table on .the lower left .of the page shows the proximities of selec-

»ted pairs of items for the six trials at the top of. the page, and for each

selected pair, the average pProximity over all trials on which both members
of the pair were recalled is also shown. Thus, QUARREL and ASSAULT were
immediately adjacent on all six trials and -have .an average proximity of 11,
the maximum poss:Lble for a list of 12 words. CAPTIVE and HIGHWAY, on the
other hand were. consistently quite far apart with an. average proximity of-

6.6. This means thet, on the average, about five other words were . 1nter-

polated between. them in recall by this sub,ject and there would be l:Lttle

reason to bel:Leve that these two items belonged to the same funct:.onal
memory unit for this subject. | | '

Pairs of items also d:Lffer in the frequency with which both members of
the pair are recalled. Thus " CAPTIVE and’ ASSAULT were both recalled on all

six trials. - MAST :and HIGHWAY on the other hand, were both present in output

on only three of the trials shown. When they were both recalled however, they

were.- quite Proximal,

These proximities can be calculated for all'pairs of. words-, -and ar-.
ranged in a square matpix as shown in the lower right of Figure l. The matrix
is necessarily symmetric by virtue of (2.4), so only the lower half is shown.

The principal diagonal has also been omitted, since it conveys no 1nforma-

‘ tion--D = 0 for all items.

~This matrix shows that there are several groups. of words wh:Lch have

matually high proxlmities w:Lthin each grou'o and relatively low proximities

with items outside the group. INVENTOR and PROFESSOR for examp...e seem to

constitute a fairly distinct S-unit for this: sub,ject s:ane their Proximity to .-

._.._l_,--j_.,...__-_-.—'._y"\“-,_'_‘ - . —
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each other is 11, the maximum, while each of these words has relativelyi low
proximities with all the other items (cols. 1 and 2 of the matrix). Simi-
larly, the items ASSAULT, QUARREL, 'CAPTIVE , EXECUTION, and DEGREE are all
highly proximal to one a.nother in this subject's recall., A third highly

organlzed group cons1sts of HIGHWAY, MAST NORTH, and STRUCTURE. The word

URGE appears to be a s1ngleton' it is reca.lled on all trla.ls by th1s subject.

but it does not a.ppea.r cons1stently near any other 1tems. These four sets
of words constn.tute a rea.sonable approximatlon to the subjectn.ve groups. dis-
played in this subject s reca.ll. Looking at the three groups of 1tems
vhose prox1m1ties ha.ve been marked off in the trn.a.ngular blocks, these S-
units can be roughly ordered 1n terms of . t1ghtness of organlzatlon, from |
(INVENTOR, PROFESSOR) as the strongest down to (HIGHWAY through STRUCTURE)
as the weakest um.t.

Usua.lly, however, the items mll not be e.rranged >1n the .prox1m1ty ma-.

trix .so that their structure is so apparent. Indeed, in makn.ng up the table

the rovws and - columns were reordered 8o that the groups of co-orga.nlzed 1tems"

would be together, g1v1ng rn.se to the trlangular blocks of hlgh proximltles.
In general the prox1m1t1es will need to ‘be subjected to further a.na.lytlc |
scrutn.ny to.reveal the underlyn.ng organlzatn.on reflected 1n the order of
recall. Several ra.ther dn.fferent methods are avallable for a.na.lyzing such

data and & choice among them should depend on theoretlcal consn,deratn.ons.

2.l Spatial Representations and Organization .

Having. determined. a matrix of .intra.ser_ia,l proximitiesr, it 'is' natural

to think of -some spati}al" or gra.phica.l. r_epresentation of .the items which in

T
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some sense summarizes the seq1’1entia.l output consistencies and depicts the
contents of S-units. There are two basic spatial representations whieh
occur repeatedly in psychological applicatiens. | | |

The first and most widely employed is the Eucl'i'dea.ﬁ representation
embodied in multidimensional scaling (MDS) and factor enalysis. According
to such a conception, each item (word, test, stimulus) might be rebresen‘ted»‘
by a point in space, ba.lsﬂ in MDS, or by a vector as in faetor analysis. The
idea of represent‘ing words in Euclidea.h space is not f'oreigri‘to verbal
.lea.fnin’g studies. The stfuc-fufe of ver‘bal 'items hb,s been explored'_‘by Deese
(1965} 1n a.'.factor analysis of word as'socia.tilorvlj data, by Fi;'iendly'}a.nd‘
Glucksberg (1970) ﬁsing MDS to portray aspects of semenéic' change, }and‘ is |
inherent in the semant'ic differential techﬁique ‘(Osgood,v' SﬁCi’; & Tannenbé.uin,

1957). However, the attempt to locate items in Euclidean space implies that

(a) & set of underlying dimensions exist such that each item has a value
on every dimension, and (b) it is reasonable and useful to consider the re-
lations among items in such terms.

The second class of graphical representfa.tioris ,derives' largely f;-bm

oy

biological taxonomy and consists of determining & taxonomic classification

JA RSN
R

LREAY

of the items, usually in the form of a tree die.gram. ‘Here the aim is to

7

S

He

e

express the re.latioriships among a set of items in terms of 'hier;a.rchicali'y

arranged sets of optimally hoinogeneoue subgreups. ‘Methods which attempt

5I‘l'. is not appropriate to identify all methods of numerical classification
or cluster analysis with a representation in terms of a tree diagram or hier-
archy. "Cluster analysis" is a broad, generic term and many clustering tech-
niques are designed to produce efficient. classification by a minimum variance
partition of Euclidean space. These include variants of discriminant analysis
(Kendall, 1966) and principal components (Gower, 1966) and thus embody & '
Euclidean representation.™ : ‘ _ T
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Compared with a Euclidean representation, hierarchical classifications can
be considered to be based on the more limited assumption that each item has
a value defined for only some of the components of the hierarchy (Miller,

1967). ' | ‘ ‘ | L

The notion of a hierarchical system for the organization of items in mem-.

-ory finds support in the theory and data of‘free_recall. Mandler_(1967a) takes

as his major theoret1ca1 ergument the idea ‘that "a h1erarch1cal system re-
codes the 1nput into chunks with a llmlted set of items per chunk and then :
goes on to the next level of organlzatlon, where the first order chunks are.
recoded into 'superchunks',... '"(p. 332). Tulvlng 8 (l96h) view of subjec-
tive organizatlon focuses more on the retr1eval s1de of memory but conta1ns
impllcltly the idea that S-unlts may be nested 1nto hlgher-order un1ts.' In
recall the hlgher order un1ts presumably prov1de access to the smaller un1ts
they conta1n wh1ch 1n turn facilitate the retr1eval of 1nd1v1dual llst 1tems.

) The idea of hierarchical grouplng is not a partlcularly new one._ In

1550 the French phllosopher Ramus wrote that "everything is formed of 11ttle

un1ts and. the m1nd groups these. ~ As an explanatory concept 1n the study of
human memory , h1erarch1cal organlzatlon became 1mportant w1th the publlcatlon

of ‘Plans. and the Structure of Behav1or in 1960 by Miller, Galanter, and S

Prlbram.v If memory is organlzed h1erarch1cally, M111er et al. imply an
adequate descr1pt10n of S-unlts must 1nd1cate the1r contents on all levels '

simultaneously. "We ‘are trying to descrlbe a process that is organlzed on

several dlfferent levels, and the pattern-of un1ts at one level can be-1n—

”dlcated only by giving the un1ts at the next hlgher, or more molar, level of

descrlptlon" (Mlller et al., 1960, p._13)
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The basis of the present technique a1so is not new in cognitive psy-
chology . The ldea of obtaining similarity values among & set of verbal
1tems and apply1ng cluster analysis to represent interitem relatlons was
used by Miller (1969) to study semant1c relatlonshlps in a word sorting task
and by Martin (1970) in an investlgatlon of subjectlve phrase structure.

In all three cases (1nclud1ng the app11catlon d1scussed here) the use of a
hierarchical representation is dictated by theoret1cal conslderat1ons.

Note at this polnt that the hlerarchy is being used both as a
theoret1ca1 model for organlzatlon in memory, and as a methodology for por-
tray1ng the structure of items in FR protocols. In the context of -some
experlments, a h1erarch1cal representat:Lon may not be reasonable. 'In such
cases, the 1nter1tem dependencles may be analyzed by a nonh1erarch1cal
clustering procedure (e.g., Jardine & Sibson, l968) 1nstead of the algor1thm

discussed below.

2,5 Cluster Analysis of Proximities

On the basis‘of-the:vieu,of organization as operating‘to.form a nested-
system of S-units, it:is appropriate to choose a method of analysis which
w111 revesl any h1erarch1cal structure underlylng the proxlmlty scores. |
The method adopted here is & hlerarchlcal cluster1ng procedure due to Johnson
(1967). The dlscuss1on below is patterned after Johnson - (1967) and Miller
(1969) Ac lusterlng of a. set of 1tems is merely a part1tlon of the set
into mutually excluslve and exhaustlve groups, or clusters. A hierarchical
clusterlng scheme cons1sts of a tree structure w1th numerical values at the

branches representing the s1m11ar1t1es among 1tems. The tree structure
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describes a sequence of clusterings such that the first is composed of as
many clusters as there are items, and each successive one in the series is
formed by merging clusters from the immediately preceding clustering. The
numerical levels can be chosen to represent the compactness of the clusters
at each stage.

The method begins with the finest partition (the disjoint or "weak"
clustering) in which all clusters consist of single items. The first non-
trivial clustering is found by placing together those items which wvere con-
sistently recalled most contiguously {the most proximal items). The merged
items are then treated as a single element, and the proximities between
this new cluster and all other items are entered in a new, smaller matrix.
Agein, the most similar items/clusters are joined, and so forth until all
jtems have been merged into a single cluster (the conjoint or "strong"
clustering).

The key to this process is the ability to merge items and replace them
by a single element in the proximity matrix so that the distance between
this cluster and other items or clusters can still be derined. Hence,
jdentical operations can be performed on items and clusters; an item is
merely a cluster of size one. Suppose that the two most proximal items are
W, and w

i J
Eq. (2.5). These items are therefore merged to form the cluster (ij) and

vhich are separated by a distance of Di 3 = N~ Pi 3 as in

we are required to determine a reasonable distance to assign between the
cluster (1)) and any other item, w, . For example, in Figure 1, INVENTOR
and PROFESSOR were recalled adjacently on all trials and have the highest

possible proximity of 11. When these are joined to form a cluster, it is

- LR 2
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necessary to assign a proximity between this cluster and any other item, e.g.,

URGE, so that items and clusters can be treated alike. QUARREL and ASSAULT

also merge at P = 11 (or D = 1), and so the same problem applies to this pair.
Clearly, this intercluster distance, D(ij )k ° will be some function of

the distance from Wy to Wy and of the distance from wJ to Wi o In

the simplest case, Dik and D jk would have equal values for any other

item Wi s since this would make the choice unigque. That is, if Dik = Djk

for all k, then when wi and wJ are joined to form a cluster, it would

be natural to assign to D(iJ )k the common value of Dik and DJk + Since

it is the closest items, LA and wJ , which are clustered, the three dis-

tanzes in this simple case would be related as
D < D, = D R (2.6)

The above relation, when it holds for all triples of items (wi, wJ, wk),

is called the ultrametric inequality (UMI). There are three distances be-

tween pairs of three items. Satisfaction of the ultrametric inequality means
that either all three distances are equal, or if there is a smallest dis-

tance, the remaining two are equal. This can also be expressed as
Dij < max E)ik, D‘!kj . (2.7)
The ultrametric inequality is more restrictive than the triangle inequality,

Dij < Dik + D,jk . (2.8)

which must hold for any set of distances, since any distances satisfying Eq.

(2.7) will satisfy Eq. (2.8) a fortiori, but not conversely.
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The importence of this is that when the UMI holds for an empirical dis-
tance matrix, there is an exact equivalence between the distance matrix and
a hicrarchical clustering (Hartigan, 1967; Johnson, 1967; Miller, 1969).
Information is neither added nor lost in. going from one to the other.

In general, however, proximities computed from recall protocols will
not satisfy the UMI, either because of "noise," or because the structure of
the items does not conform to & hierarchy. In Figure 1, for example, with
INVENTOR and PROFESSOR being merged, the UMI would require that the prox-
imities in column 1 from ASSAULT down be equal to the corresponding column
2 entries. This is true for MAST and URGE; however, the proximity of
(INVENTOR, PROFESSOR) to DECREE can range from 6.4 to 5.8.

The diameter and connectedness methods. Johnson has proposed two solu-

tions, which in a sense provide upper and lower bounds on hierarchical
clusterings which could be derived from the data. In one method, whenever
a choice is necessary, as between P(INVENTOR, DECREE) = 6.4 and P(PROFESSOR,
DECREE) = 5.8, the proximity of an item to a cluster is taken to be its
proximity to the nearest item in the cluster (connectedness method). Aliter-
natively in the second method, an item-cluster proximity is set equal to the
proximity between the item and the farthest element in the cluster (diameter

method). While other variants are poss.ti'ble6 (Lance & Williems, 19673 Sokal &

6Th«a meximum and minimum of cluster-object distances correspond to the
boundary points of a one-parameter system of clustering strategies defined by

Diyyyk = min E)ik, DJ‘;] + IDik-DJkl s, O<n<1l.

In this family of clustering solutions, n = 0 gives the minimum method.

n = 1 corresponds to the maximum method, while setting n = 1/2 will produce
a mean-distance strategy. It is in this sense that the diameter and connec-
tedness methods were referred to above as upper and lower bounds.

. 45
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Sneath, 1963), such as the average, use of the minimum or maximum guarantees
that the result of the clustering will be unafrected by any monotone ‘rans-
formation of the data.

Although these two proposals represent opposite extremes, the solutions
they pro.duce for any set of data will agree to the extent that the UMI is
satisfied. Reversing the argument, the amount of agreement can be taken as
an indication of how well the structure of the items can be represented as
a hierarchy.

To illustrate how these methods work, they have been applied to the
matrix for the 12 unreiated words in Figure 1.7 The results are shown in
Figure 2. Such a tree diagram, derived from free recall protocols can be
called a memory diagram, or M-gram, for short. The first clusters formed
contain those items which were recalled by this subject in immediately
adjacent output positions on all trials and have the maximum proximity value,
11.0--( INVENTOR, PROFESSOR} and (ASSAULT, QUARREL). The next highest proxim-
ity is between CAPTIVE and EXECUTION, so these items are merged next, and
so on until all items have been merged into one cluster.

In general, there is reasonably good agreement between the two methods.
A measure of correlation computed between the two solutions (see Appendix B)
has a value of .92. Both solutions indicate ASSAULT, QUARREL, CAPTIVE,
EXECUTION, and DECREE as a higher-order S-unit, although they disagree on
the order with which the smaller units (ASSAULT, QUARREL), (CAPTIVE, EXECU-

TION), and {DECREE) merged together. HIGHWAY, MAST, NORTH, and STRUCTURE

TThe proximities shown in Fig. 1 were rounded to one decimal place for
simplicity. The clustering in Fig. 2 represents the actual values.

. 46
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are clustered by both methods, as are INVENTOR and PROFESSOR. The methods
disagree most on the order in which these S-units and URGE (seemingly a
loner) merge subsequently. Yet the clusters are not highly isolated at this
stage, and it is probably unwise to interpret these final clusterings as
superordinate S-units. Since the analysis will provide a hierarchical solu-
tion for any data, i. seems safest to interpret only those clusterings which
contain compact, isolated clusters.

This result is fairly typical of data from experiments using unrelated
lists, at least in our experience. A moderate degree of subjective clustering
is observed, but these clusters do not always appear to be tightly organized
and sometimes no apparent structure above the level of pairs of items can be
discerned. When subjects learn lists of related sets of items, on the other
hand, subjective groupings of the items are more obvious, more consensual,
and Ss' ou?i'.put orders reflect more highly constrained S-units (e.g., Cofer,
1965) .

As an illustration of the organization of categorized lists, consider
some data from another experiment by Ornstein (1970, Exp. II). Subjects in
this experiment learned two categorized lists in succession. The first list

for all Ss consisted of 2L items in six categories of four items each. For one

group of Ss the categories used were Furniture, Gems, Professions, Parts of a

home , Vegetables, and Vehicles. Subjects received visual presentation of the

items for five alternate study-test trials. The diameter method M-gram for
n typical S, with data pooled over all five trials, is shovn as Figure 3.
The grouping of items into compact clusters, identical to the E-defined

categories is striking. The smallest within-category proximity is 20.6

a8
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SUBJECT#6

LISTI

AVERAGE PROXIMITY (TRIALS 1-5)

Fig. 3. M-gram for a categorized list.
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between HOUSE and YARD. This value is 90% ‘of‘ the maximum value of 23.0
and corresponds to an average protocol separation of 2,4 items. The E-
defined categories are highly isolated from each other; complete categories
do not merge until relatively low levels of proximity are reached.
Interpretable subgroupings can also be identified within the categories.
In the group HOUSE, GARDEN, YARD, and PATIO, the last three items are most
similar semantically, and these items cluster before being joined with HOUSE.
Similarly, among the Gems, RUBY, DIAMOND, and EMERALD are all stones, and
they form the nucleus of this cluster. Without looking into the reliability
and generality of these subgroupings, it is not wise to overstress them. We
merely note an interesting (and possibly ephemeral) by-product, reminiscent
of Bousfield and Sedgewick's (1944) finding of subgrouping in categorical
associations. The major point to be noted is the strong grouping into S-

units, and the identity of these units with the E-categories.

2.6 S-=Units and Clusters

Whether or not the diameter and connectedness methods agree in practice,
there are conceptual differences between them worthy of attention regarding
the identification of S-units. In Johnson's connectedness method (Sokal and
Sneath's "clustering by single-linkege" or nearest neighbor), choosing the
minimum cluster-item distance ensures that a just-formed cluster will appear
to move closer to some or all of the remaining objects/clusters and farther
from none. Clustering methods which share this property are said to be

space-contracting {Lance & Williams, 1967). This scheme will add an item

to & cluster as soon as it is at a given distance from gny item in the
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cluster, and the method tends to produce long chains, which are only lo-
cally compact.

By contrast, for a given criterial distance, the diameter method
("clustering by complete linkage" or farthest neighbor) does not admit an
jtem to & cluster unless it is at least that close to all items in the clus-
ter. This method therefore produces clusters which are globally connected.
More explicitly, at any given stage in either method, & value for the clus-
tering may be defined. In the diameter method, the largest distance within
each cluster (the diameter) is founci. The value of the clustering is then
the maximum dismeter of all clusters at that level. The merging of clusters
at each stage in this method is performed so as to minimize the diameters
of clusters.

Corresponding to the choice between these properties are two alterna-
tive conceptions of the nature of memory units, It is possible to think of
S-units which form serial chains, so that each item is highly connected to
its neighbors in the chain, but less so to more remote items. The cardinal

compass points, North, South, East, and West, form such a series., as do

mediated associative chains such as Billiards, Pool, and Water (Shapiro &

Palermo, 1967). This type of "linear" grouping would also be expected if &
list were organized alphabetically (Tulving, 1962b).

The connectedness method is well suited tb revealing such sequences.
Usually, however,. an S-unit will be defined as & group of items with mutually
high connectivity; recall of any one item in an S-unit should, with high
probebility, be accompanied by contiguous recall of the remaining items. The
diameter method will tend to give a clearer picture of these highly compact

groups.
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Therefore, in applying proximity analysis to free recall data, greater
emphasis will be given to the diametéf méfhod solutions for describing the
contents of S-unit:s.8 Yet it is well to have some way of assessing the degree
to which the connectedness method would give discrepant results. Stated in
other terms, any hierarchical clustering scheme may be regarded as a method
vwhereby the ultrametric inequality is imposed on a distance matrix. It would
therefore be helpful to have some measure of this distortion. Some ways of
achieving this are considered in Appendix B.

Since the cluster analysis provides a family of clusterings, rather
than a single partition, we shall need some ways to talk about the strengths
of S-units formed at different levels of proximity. In discussing Figures
2 and 3, two features of clusters were indicated which could serve to guide

the interpretation of S-units--compactness and isolation. These notions may

be defined precisely in terms of the cluster analysis.
For the maximum method, the cluster diemeter (largest intracluster dis-
tance, or smallest proximity) provides a natural measure of compactness. The

diemeter of any cluster (Wi’ Vi wk,..,) may be defined as the node distance

associated with the first clustering in which Wi wj, Wyesero are all in
the same cluster. With proximity defined as in Eq. (2.5), the diameter of
any cluster can be determined from the M-gram as N - P(i,j,k,...), where
P(i,j,k,+0.) is the node proximity value of the clﬁster. In Figure 4, for
instance, the dismeter of the cluster (POTATO, CARROT, LETTUCE, PEA) is

24 - 22,0 or 2.0, while the diareter of (LETTUCE, PEA, RUBY, DIAMOND) is 13.3.

8This is not to imply that the diameter method is to be generally pre-
ferred, even in psychological applications. In any search for clusters or
types, the investigator must begin with a substantive notion of a cluster,
rather than with a statistical one.

Y




{
;
!
|
:
i
!
!

COMPATIBLE GROUP

_LIsTI

TRUCK

BOAT

PLANE

BUS

RUBY

DIAMOND

EMERALD

PEARL

STOOL

CHAIR

COUCH
TABLE

POTATO

CARROT
LETTUCE
PEA

HOUSE

GARDEN

YARD

PATIO

LAWYER

DOCTOR

TEACHER

DENTIST

1 ] 1 L ] 1

23 22 - 20 18 18 14

AVERAGE PROXIMITY (TRIALS 1-5)
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While the cluster diameter gives an indication of the strength of an
individual cluster, it says nothing about the relationship between clusters.
The notion of cluster isolation can be used to distinguish among represen-
tations in terms of clusters at various levels in the hierarchy. The isola-
tion of a cluster x expresses the diameter of x relative to the diameter of
the first clustering in which x is merged with enother cluster. In practice
it will be convenient to take the difference between these two diameters as
the measure of cluster isolation, although the ratio of the two could also
be used. The isolation of a cluster can be thought of as a measure of the
"empty space” around it, or the intercluster gap. In Figure 3 the diameter

of the Professions category is 2.4; Professions next merge with Gems and

this larger cluster has a dismeter of 10.0. The isolation of the Profession
category is therefore 10.0 - 2.4 or 7.6.

Up to this point the discussion of proximity analysis has been essen-
tially concerned with the data from a single S in multitrial FR. The
"modal" organization displayed by a group of Ss can be easily obtained by
analyzing the average proximities for the group. Appendix A deals with this
topic in more detail, and discusses several approaches to individual dif;
férences in organization. However, an example of organization depermined
from group data is useful at this point,

The high level of sequential organization usually found in the recall
protocols from categorized 1lists was discussed in section 2.5 and illﬁstrated
in Figure 3 with the M-gram determined for a typical subject from one of
Ornstein's groups. Figure 4 shows the M-gram derived from the pooled pro-

tocols of all seven Ss in that group. For the group data the six E-defined
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categories also emerge as compact, isolated clusters. Individual differ-
ences, if present, would appear as noise in the group analysis and tend to
increase cluster diameters and reduce cluster isolation. The average cluster
diameter for the group data, in terms of .distance (Figure %), is 1.68, which
may be compared with the corresponding value of 1.55 for Figure 3.. More
precise compa.i'isons do not seem warranted in the light of the strong simi-
larity between the two figures. At the level of single categories, all Ss

have utilized the same structure in _their recall.

2.7 Rela.teq_ Work

Several other investigators have quite recently considered the problem
of determining functional units in recall. Rather than using order of re-
call information directly as in the present approach, it is possible.to
at;tempt to identify S-units by obtaining supplementary information, inde-
pendent of recall. Three workers have teaken this approach in different ways.
A11 three involve tasks designed to get S to reveal which sets of items go
together in his memory.

Seibel (1964, 1965) introduced what he called the study-sheet techniqﬁe,
involving a modification of the typical input phase. With this procedure,

S was given a sheet of paper with a large grid at the beginning of each trial.
The subject was instructed to write each word as it was presented in any cell
of the grid. This procedure allows S to establish a subjective categoriza-
tion during input and to rehearse these categories as presentation proceeds.
At the end of each presentation, S wrote the words he could remember on &

new blank sheet of paper. This procedure differs from the usual method of
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presentation in that study time per item is uncontrolled and is probably
cumu;ative over serial positions in input. Seibel found that items written
together on 'the study sheet also appeared as output sequences in Ss' recall.
A control group, instructed to write the items on the study sheet in the
order of presentation, recalled less well than the group allowed to form
subjective ceategories.

In a comprehensive series of experiments, Mandler (19672, 1970; Mandler
& Pearlstone, 1966) used a similar word-sorting task both to induce a stable,
subject-determined organization and to make this organization directly
observable by E. In these studies § was typically required to sort 50-100
words into anywhere from two to seven subjective grouﬁs using "any criterion,
rule or category" (Mandler & Pearlstone, 1966, p. 127). Sorting trials were
2 continued until S reached a criterion of 95% - 100% consistency in category
assignments on two successive trials. This high criterion probably -ensured
b a stable, well-learned categorization. After reaching criterion, FR memory

for the items was tested, usually in a single trial. In these studies,

Mandler was primarily concerned with the number of categories used in sort-

T AT Ty

ST I ST T

ing as a predictor of subsequent recall performances and found & linear in-

crease in recall as a function of this variable (up to approximately seven

categories).

AR S S

Assuming that the categorization established in either of the two pro-
cedures described above was the same as that utilized in subsequent recall,

the categories generated by S could be considered to be the higher-order

R i et IO IR

units. It would then be possible to investigate other characteristics of

EFEN

these subjective clusters. One potential problem is that the extent to which
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the sorting or study-sheet groupings and the functional units of recall
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actually overlap is not known, and little direct evidence on the point has
been presented. Furthermore, it.should be noted that in Mandler's procedure,
all acquisition of the categorization scheme precedes the first (and typi-
cally only) test of memory for the words. Hence, this procedure provides
1little information about the acquisition of the organizational scheme itself.
Tt would be relatively simple to remove both of these limitations by alter-.
nating sorting trials with FR test. trials and using the technique
of proximity analysis to investigatet the correspondence between the two
organizational structures.

The interitem dependencies in recall can also be dealt with in terms
of the mathematical .system of graph theory. This theme was developed ex-
tensively by Allen (1971). Allen argued that th?ories of organized memory -
could be coordinated with the formal language of‘,directed graphs (digraphs)
so that the analytic techniqués of the latter. could be usefully applied to
studying organization. In applying graph theory to memory, Allen developed
several metﬁods for constructing empirical digraphs representing the struc-.
ture of S-units for individual subjects. In a demons_tration experiment, S
learned a 20-item list comprised of high frequency unrelated nouns. After
seven trials, Ss were given one of ‘three "memory unit Aidentification tasks."
In two of these, S was given the list of words and required to write groups
of list items which he felt went togéther in his memory in the cells of a
matrix. In the third procedure, S was given a deck of 190 cards, each of
which contained one of the possible pairs of list words. The task was to

' sort these cards into two piles, depending on whether S felt the members of

a pair belonged to the same group in his memory. The instructions in all
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three cases stressed that the criterion for sorting should be whether S
felt the words were together in his memory during the recall trials, not
vhether items merely seemed related. The information from these tasks was
then used to generate a directed graph representing the subjective structure
of memory items. Each point in the graph symbolized the trace of a list
item; the lines connecting the points represented item pairs linked to-
gether in memory.

In operation, these procedures are quite similar to those of Mandler
and Seibel. However, by imbedding these empirical tasks within the
methods and concepts of graph theory, it is possible to investigate a large
variety of important theoretical questions which cannot be studied by the

use of these tasks alone. For example, Allen (1971) demonstrated that

!
various aspects of recall were related to measures derivable from the graph
rd

representation of organization. Among these were the amount of organization
(ITR), number correct, and the proximity between pairs of items in the pro-
tocols.

Allen's graph theory analysis is closely related to the present approach.
The graph con;s,tructed-from the subjective report task is equivalent to a
square matrix (the adjacency matrix) containing O and 1 entries. The entry
in rov i and column } is unity if an 8 indicates that items iand j are
together in his memory and is zero othervise. The same matrix would result
if a thresﬁold value, ¢, were applied to the proximity matrix generated by
the present approach such that any proximity greater than or equal to c were
replaced by unity and any value less than ¢ replaced by zero.

The proximity method thus includes Allen's adjacency matrix as a special

case, where the relations among items in memory are considered to be all (1)
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or none (0) rather than of variable strength. The two techniques differ in
one essential respect--the source from which informetion regarding inter-
jitem dependency is drawn. In the proximity method, pair relatedness is
estimated directly from recall protocols while Allen introduces a supple-
mentary task to obtain this information. They also appear to differ in a
second fespect, namely, the basis on which the interitem relatedness meas-
ures are further analyzed--hierarchical clustering versus graph theoretical
procedures. However, these two methods are actually closely related. A
number of methods of hierarchical cluster analysis are derived from graph
theory (Bonner, 1964; Needham, 1961; Sokel & Sneath, 1963) and use a series
of increasing threshold values as described above to produce a tree struc-
ture clustering.

Since the present research began, there have been two reports describ-
ing the application of Johnson's clustering procedure to FRL data. In
attempting to provide evidence for a model of free recall based on semantic
mérkers, Kintsch (1970) computed a meé.sure of output adjacency in recall pro-
tocols. This measure can be derived from the adjacency matrix used in cal-
culating Tulving's SO. The frequency, n; 3 with which item ] immediately
follows item i in recall output, is tabulated in this matrix. Kintsch's

adjacency value, a; j° for a pair of items is then calculated as
n, n,.

e, = - 4, S

i) n, n'.j

where D, n:j are the marginal totais of the matrix, i.e., the number of

times each item was recalled.
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Thus, this measure takes into account only pairs of items recalled in
immediately adjacent positions. Because it disregards information beyond

this, more data are required to obtain reliable estimates of interitem depen-

dency in recall, and the measure should probably be used only with group
data. In fact, a rough calculation shows that for a list of N items Kintsch's
method requires about N times as much data as a measure based on all pairs
recalledog

In spite of these deficiencies, Kintsch showed that this procedure
allowed some informa.tion about the structure of organization to be extracted.
Two 16-item lists were used in a demonstration experiment--a list composed
of four equal-sized categories, and the unrelated list from Tulving's (1962a)

original paper on 50. Two presentation orders were used for each list. The

LT L e T

categorized words were arranged in either blocked or random order. The

unrelated list appeared in orders from Tulving (1965) that either maximized

rem royem e,

[

or minimized normaetive sequential redundancy. Adjacency measures were cal-
culated from group data on each of the three trials given.

Kintsch (1970) presented the hierarchical clustering for the first trial

Gand St ket P e

of the blocked presentation, categorized word protocols. As expected, the

ayes ey

tree structure indicated that the list categories,did appear as output units.

: 9This factor was determined as follows: If a subject recalls n_ items
: on trial +t, there are n_(n_ - 1) pairs of items in his pretocol, of which
4 (n, - 1) are adjacent pairs. Since only the latter pairs are considered in
Kigtsch's measure, the protocol contributes (n_ - 1) units of "proximity in-
formation" to the calculation, while all n (nt - 1) pairs contribute to
the proximity measure in Eq. (2.4). The fa¥to¥ of relative efficiency of

3 the present measure is actually closer to the average number of words re-

3 called than to the number of words presented.
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Kintsch reported that a reliably hierarchical structure (Judged by the cor-
respondence between the meximum and minimum method solutions) did not emerge
in the random presentation-categorized data until Trial 3, and that no hier-
archical orgenization could be found for the unrelated list with either
presenfa.tion order‘.. This latter finding is surprising in tﬁe light of (a)
Tulving's (1962a) observation using the same words, that intersubject agree-
ment in SO increased over trials, and- (b) the fact that one of the presenta-
tion orders was chosen on the basis of maximum communality across subjects
(ef, Tulving, 1965).

Koh, Vernon, and Béiley (1971) have applied Johnson's (1967) clus-
tering technique to FRL data from deaf and hearing Ss of two age levels. In
their experiment each S learned a categorized list and an unrelated list,
both of 16 words, in multitrial free recall sessions.l The;'.r analysis is not
explicitly described; however, they appear to have used, as & similarity
measure, the proportion of times each pair was recalled adjacently on the
last of 16 acquisition trials, collapsed over all Ss. The same reservations
noted above apply to this measure also.

Koh et al. also report that better fit to a hierarchy was obtained for
their categorized list than for unrelated words. In the clusterings derived
for the unrelated words, the results for hearing Ss were more closely hier-
archical than for deaf Ss; a small increase in hierarchical fit was also re-

lated to age.

Thus there have been a number of exciting and diverse attempts to deal

with the structure of organized recall, most of them quite recent. As noted

above, these approaches are not incompatible and can easily be applied in
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tandem. For example, it is quite feasible to combine an analysis based on

clustering of interitem proximities with a subjective report or sorting

-task to specify more clearly the nature of S-units and provide more power-

ful ways of testing hypotheses about organized memory.
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CHAPTER 3

ORGANIZATION AND LONG-TERM RETENTION OF HIERARCHICAL LISTS

3.1 Introduction

4

In Chapter 2, a procedure for investigating the structure of organized
memory was described and illustrated with sample data. This chapter pre-
sents an experiment designed in part to provide empirical evidence regarding
the validity and usefulness of this procedure. This methodological question
was investigated in a situation where prevalent modes of list organization
by Ss could be predicted in advance with some confidence, i.e., by meking
use of lists containing strong E-defined categories. In addition, data
were obtained on the long-term retention of such lists.

In many studies concerned with the relation of organization and recall,
organization is manipulated by constructing different lists which vary in
characteristics relevant to the development and use of higher-order groupings,
e.g., number and size of E-defined categories (Dallett, 1964), presence or
gbsence of categorical retrieval cues (Tulving & Pearlstone, 1966), etc. In
the present study, the specific material to be remembered was not manipulated.
Instead, a list which could be categorized in alternﬁte ways was constructed.
It was hoped that, by manipulating the presentation order of the items, the
experiment would induce different groups of Ss to employ the alternative
mo&es of organization in recalling the list (ef. Wood, 1970).

The purpose of this manipulation was two-fold. The first intent was to
assess the extent to which different presentation orders could produce varia-

tions in the manner in which subjects organize a single list. The second was

-50-
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to determine how well any such differences in orgenization could be detect-

ed by the proximity technique outlined earlier.;

Taxonomic hierarchies with several levels provide one method for con-

structing a list vhich cen be organized in more than one way. 1In such a
list, the categories at the:lower levels are nested within the categories of
all levels superordinate to them. Figure 5 is an example of such a taxo-
nomic hierarchy and contains the items used in this study.

The 42 items listed at the bottom of the figure can be regarded as
belonging to three lu-item categories, or to six T-item categories. Alter-
natively, the lisf may be conceptualized in terms of three systems 6f
categories at different levels. 'At the most inclusive level, all of the
items are EDIBLE SUBSTANCES, of which there are three broad classes at level
2; two subcateéories at level 3 are nested within each level 2 group.

The acquisition of taxopcmic hierarchies in free recall has
been studied by Bower et al. (1969) and by Cohen and Bousfield (1956). The
latter investigators used a dusl-level 1list in which four major 10-item
categories could each be divided into two 5-item subcategories. The major
categories were-indépendent_rather,than instances of some yet larger grouping.
The occurrence of clustering in recall of this list was assessed on the basis
of both four and eight categories, and the results were compared with those
obtained in an earlier experiment (Bousfield & Cohen, 1956) with separate,

single-level lists of four and eight categories. Recall of the dual-level

list was greater than that of the earlier four category list but no differ-

ent than that of the single-level, eight category list. Differences in

clustering at either level of the dual list were negligibly small, though
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this is not surprising since only one presentation was given and input order
was random.

In contrast to these small effects of several levels of organization is
the dramatic fecilitation of recall demonstrated by Bower et al. (1969) using
hierarchical lists with varying methods of presentation. Words belonging to
taxonomic hierarchies were learned by the method of complete presentation
(i.e., al11 words presented simultaneously) with the words and category names
arranged spatially in a vertical tree. The stimulus display thus app-~ared
similar to Figure 5 here, without the connecting lines. For Ss in a Blocked
group, the a_.rrangement of items in the spatial tree corresponded to the
hierarchical groupings in the listj for Ss in a Random group, the items were
assigned randomly to the nodes of the spatial tree. Bower et al. fouad
that blocking of the taxonomic hierarchies produced tremendous gains in
recall. After two trials, the Blocked group recalled 95% of a 1ll2-item
list, while the random group recalled 35%.

The present study attempted to manipulate the type and mnemonic value
of the information which S had about the structure of a hierarchical 1list by
blocking the items according to its different levels. In blocked presenta-
tion, all members of an E-defined category are presented contiguously. If
severa.i input trials are given, the order of items within blocks is usually
varied randomly from triasl to trial, as is the order of the blocks them-
selves but the separate categories are not intermixed. Studies by Puff (1966)
and by Dallett (1964) among others (cf. Shuell, 1969) have shown that blocked
presentation facilitates recall and augments clustering according to the

categories of the blocks.
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Experimental groups included in the present study (see Table 1) dif-
fered according to whether input was blocked into three categories at level
2 of the hierarchy (Group B2), blocked according to six categories at level
3 (Group B3), or blocked according to both levels (Group B4). In recalling
words from a categofized list, S must be able to retrieve items from within
a given category and be g.ble to move from one category to the next. It was
expected that blocking at both levels of the hierarchy would provide informa-
tion relevant to both these requirements and lead to the most efficient
organization and acquisition of the list. Blocking at a single level
(Groups B2 and B3) would not explicitly provide information about the relations
among categories as readily,l and was expected to lead to poorer performance.

Wood (1970) has also employed lists of words which can be categorized

in more than one way. In Wood's list, the alternate classifications were

. incompatible, i.e., orthogonal to each other. In the hierarchical 1list

used here, however, the alternative groupings were compatible in that they
consisted of successively finer subdivisions of a single category. This

arrangement essentially creates a stringent test for proximity analysis

since the differences among alternative organizations of the hierarchical
list would likely be fine grain ones. o 1

In eddition, it was decided to obtain da.ta.. on long-term retention in
the context of the manipulations described above. These data derive theoret- ug
jeal interest from the implication of organizational theory that long-term . 8
retention should depend on the stability and functional ir;tegrity of the

higher-order groupings of a list of items developed during acquisition

ST TN LN R (O e e e R it S, 8 i Ve L
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(Mandler, 196Ta; Mandler, Pearlstone, & Koopmans, 1969; Postman, 1971). It e
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has been demonstrated that recall performance during acquisition varies
directly with the degree of organization in recall (Bousfield, Puff, & Cowan,
196k4; Tulving, 1962a). However, the results concerning this relation be-

yond the time of original learning are scanty and conflicting (ef. Brand %
Woods, 1958; Mandler, 196Ta; Postman, 1970). This study was designed in part
to shed some light on this 'problem. By comparing the organizational structures
determined from acquisition with those derived from retention, the proximity
analyses would indicate the extent to which organization. remeined intact

after the retention period.
3.2 Method

Experimental. Design

There were two phases of the experiment. In the original learning (oL)
phase, all subjects were presented with the same list of 42 words on each of
12 trisls. There were seven groups of Ss whose treatments differed in both
the number snd composition of blocks which were present in the input 1list.

Three experimental groups differed according to whether the items
were blocked into maj;)r ..categories at level 2 of the hierarchy (Group B2),
blocked according to minor categories at level 3 (Group B3) or blocked
according to both level 2 and 3 categories (Group B4). For each experi-
mental group, & control group (Groups R2, R3, and R4) learned the items
with the same blocking structure, except that the items which coniistently
appeared together (blocked) were chosen randomly rather than according to
conceptual relationships. These latter groups were used to evaluate the
effects of blocking per se, i.e., to control for any facilitation which might
occur only because a list was blocked, regardless of the contents of the

blocks. An additional group (Bl) received the items in a totally random
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fashion and served as a baseline for evaluating the effects of blocking
alone and of blocking according to category membership.

Approximately equal numbers of subjects in each of the three experi-
mental groups and Group Bl returned to the laboratory after 1, 5, 10, or 20
days for a retention test as the second phase of the experiment. In order
to minimize rehearsal during the interval, subjects were told that the

goal of the experiinent was to investigate the relationship between list-

learning performance and some paper-and-pencil tests of memory and cogni-

tive ability and that they were to return to take these when they returned.

A major interest of the study concerned the effects on OL and reten-
tion of blocking accord'ing to different levels in a hierarchically structured
list. Since Group Bl provided an overall control for blocking per se, the
R conditions were ouly tested in retention at 1 and 5 days.

Subjects were rumn by four experimenters, counterbalanced over all
groups and retention intervals. The design of the experiment, as well as
the number of Ss per cell, is presented in Table 1. Additional subjects
were run in the 20-day groups to protect against possible attrition after
this long-time interval. The groups are described below.

Group Bl.--The subjects in this group received a different random
ordering of the stimulus list on each trial. For purposes of comparison
with remaining groups, this condition can be considered as having the words
blocked at level 1.

Group B2,--The blocks consisted of the categories at level 2 of the
stimulus hierarchy, i.e., SEAF00D, FARM PRODUCE, and MEAT. Thus, there vere
three blocks consisting of 14 words each, with the order of blocks and order

of items within blocks randomized from trial to trial.
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Table 1 |
Design of Experiment and Number of Subjects per Cell
Number of Subjects
: ‘ s |Retention Intervel (da.)
Group List Structure OL ,
) 1 i 5 10 20
Bl - b2 8 8 9 11
B2 36 8 9 8 10
B3 37 8 9 8. 9 |
¢ |
t
Bl 4o . 8 8 9 9
Q
R2 | same as B2 18 9 8 ' !
( R3 same as B3 ' 19 8 . 9
: RL4 same as Bl 18 10 8
¢
§ 8yumbers include those subjects not returning for Session IT.
i
! . .:’iﬂ §
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Group R2.--The structure of the blocking of items in this condition
paralleled that in Group B2, that is, the list contained three blocks of 1k
items each. However, items were assigned at random, rather than by cate-
gory, to these blocks so that the influence of blocking according to con-
ceptual categories (B2) could be evaluated against the effect of blocking
alone (R2). Any difference in performance between Groups B2 and R2 could
then be attributable to the presence of conceptual categories in the blocks
for Group B2 rather than mere presence of consistently proximal input sets.
Further, two different random partitions of the stimulus items into three
blocks were generated and each presented to half of the R2 Ss to reduce
the effect of any fortuitous groupings which might occur in assignment to
blocks.

Group B3.--The items were arranged in blocks according to the parti-
tion at level 3 of the stimulus hierarchy. There were six blocks (e.ges
FISH, SHELLFISH, FRUIT, etc.) composed of seven items each, with block order
and within block order randomized over trials.

Group R3.--This group controls for the effect of blocking alone in

Group B3 in the same way that Group R2 serves as a control for B2. Two of

the U2-item list into six blocks of seven words each were generated and each

used equally often over all subjects in this group.

R TR ST

et

Group Bi.--The blocking of items in this condition was the most con-

strained and most congruent with the structure of the stimulus hierarchy

(Figure 5). The items were first blocked into three major categories at

TP TN

level 2 in the hierarchy. Then, within each major category (e.g., FARM, PRO-
DUCE) the 14 items were further divided into the two major categories, each

consisting of seven words (e.g., FRUIT and VEGETABLES). On each trial, the

v
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three major categories were randomly ordered. Within each major category,
the two minor categories were permuted and the order of individuel items
within minor categories also randomized. Since the blocking of items for
this group gives the greatest amount of information regarding the list struc-
ture, performence and clustering for this group should be the greatest.

Group Rb.--Subjects in this group had the words blocked in the same
fashion as those in Group B4 except that the items which compared the blocks
were chosen randomly from the stimulus lists. Again, two different random
assignments of items to the blocks were used equelly often.

Selection of stimulus materials. An initial pool of 61 items repre-

senting the categories of the list were chosen from the high frequency re-

sponses to categories in the Battig and Montague (1969) category norms.

These norms were compiled by presenting a series of category names to subjects

and asking for one or more instances of each category name. Hence, the
(normelized) frequency of occurrence of & particular item j (say) as an
instance of a category name can be thought of as a conditional probabil-
ity--Prob(instance cha.tegory neme). However, studies of memory using
categorized lists present the instances to the subject and assume that the
set of instances will serve to generate the category name as an implicit re-
sponse or cue. Because of this, it seems more appropriate to l_mow the
associative strengths in the direction opposite to that of the category
norms, i.e., we should determine Prob{category name|instance Jivees Jn)

and use these to construct lists whose categories are balanced for the

strength with which the items evoke the category na\me.10

IOSuch norms have recently been compiled by Loftus (personal communi-.
cation), April 19T1.

'S
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Rather than compiling instanze-to-category norms, an item-sorting
task (Friendly & Glucksberg, 1969; Miller, 1969) was used. Twenty Princeton
undergraduates were individually presented with a deck of 61 cards, each
card containing one of the items from the initial pool. These subjects
were asked to sort the items into anywhere from 1 to 20 piles, putting in
the same pile those items which they felt "belonged together." A "miscel-
laneous" category was allowed for items felt not to belong in any of the

groups they had formed. After completing the sort, subjects were asked to

provide a word or short phrase to describe each of the piles they had formed.

From these data, an agreement matrix was constructed, giving for each pair

of items the number of subjects who had put both members of that pair into
the same pile. The agreement score can be thought of as an indicant of the
extent to which a given pair of items tends to evoke a common concept or

zategory name, while the number of times a given item was placed in the mis-

zellaneous category is an index of that item's unigueness in the conceptual
environment provided by the remaining words.

The sgreement matrix was used to select items for the stimulus list.
First, any word placed in the miscellaneous category by three or more pilot
subjects was eliminated from the pool. Then, hierarchical cluster analysis
¥ (Johnson, 1967; of the sgreement matrix was used to select items which would

give empirical categories of roughly equal strength {average interitem

agreement score). The stimulus items chosen in this manner are shown in

Figure 5.

CHITIET YL T, e ST TR TR
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Apparatus. The list items were typed in upper case letters on mimeo-
graph stencils which were then mounted in 35 mm. slide frames. A Kodek

Carousel projector was used to project the slides onto a translucent glass
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screen placed 1.5 feet from S. The projector was placed behind the screen
at a distance required to produce a letter image one inch high on the screen.
A small green light inside S8's cubicle was used to indicate the start of

the recall period and remained -on for the duration of the recall interval.

A SONY stereo tape recorder was used to record S's oral responses. The
slide projector and recall light were controlled automatically by.a timing
circuit. An intercom was used to present instructions to S.

Subjects. A total of 191 Princeton University students of both sexes
was run in both sessions of the experiment. An additional 19 Ss participated
in the OL session, but failed to return for the retention tests, and six
Ss were discarded during OL due either to equipment faiiure or E error. The
Ss were volunteers and were paid $3.00 for participating. Assignment of
Ss to treatment conditions was random with respect to groups, but was not
completely random with respect to retention interval. Due to the complexi-
ties of scheduling, it was frequently necessary to assign a given S to a

particular retention condition, rather than to a randomly determined one.

Procedure

Originel learning. All Ss were tested individually in a darkened cub-

icle. Standard multitrial free recall instructions were read to S and
jndicated the nature of the task, the number of trials, that the words
belongéd to an unspecified number .of conceptual categories, and that the
jtems could be recalled in any order. To ensure attentioﬁ during presenta-
tion, S was asked to read each word aloud as it appeared on the screen.

The 42 items were presented at a.2.25 sec. rate (1.5 sec. on screen, with

.T5 sec. for slide change).
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When recall immediately fcllows the presentation of the last item in a
list, there is a strong tendenzy for Ss to begin recall with the last few
words presented {recency), regar&less of the characteristics of these items.
Since our interest focused on the stable organization imposed by S,
independent of such transient effects, an attempt was made to minimize the
recency effect. Studies by Postman and Phillips (1965) and Glanzer and
Cunitz (1966) have demonstrated that the recency effect is eliminated if
recall is delayed for 10 to 30 sec. after presentation and S is occupied
with a task designed to prevent rehearsal. Therefore, a 10-sec. delay was
introduced following list presentation, during which S was réquired to count
backwards from a number which appeared on the screen following the last
stimulus word. At the end of the 10-sec. interval, the green recall light
in the experimental cubicle was illuminated and S was given 80 sec. for oral
recall. Subjects were given 12 alternating presentation-recall trials with
this procedure.

Following the origihai learning trials, Ss were given a questionnaire
designed to identify any strategies which they had used. The results were
quite complex and will not be reported here.

Retention and relearning. Subjects returned to the laboratory after

1, 5, 16, or 20 days, ostensibly to complete a set of pencil-and-paper tests
of memory and cognition. When S arrived for the second session he was first
returned to the experimental cubicle and instructed to.recall all the words

he could remember from the first session. Approximately one minute elapsed
between the time S was seated in the booth and the retention test. After

the 80-sec. interval allowed for recall, S was instructed that four additional
study-test trials would be given on the same set of items with a procedure

identical to the original learning session.

B
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Following the relearning trials, five short tests of memory and verbal !
. abilities, selected from the Structure~of-Intellect series (Guilford, 196T), §
|
were administered to S. While these tests were found to have some relations ’
to within-group differences in the free recall task, they proved unrelated i
to the major experimental variebles of interest. Therefore, they will not ‘

'~ be discussed further here.

In a brief post-experimental interview, Ss were asked whether they had
expected to be asked to recall the stimulus list in the second session, and
whether they had practiced the materiél during the retention interval.
Because of the possibility of ingratiation in self-report, an attempt was

made to phrase the questions so that S would not be reluctant to report

rehearsal, and any possible bias introduced would tend to work against the

experimental hypotheses.

| The Ss' response protocols were transcribed from tape and punched onto

data cards for anslysis. A general multitrial free recall program (Friendly,

1971) was.used to score the protocols and to perform the proximity analyses.

OgigingllLearping ' |

ot o 0 b e ] s g

Perfqrmapce. Acquisition scores in terms of mean number of words correctly
recalled are plotted in Figure 6; Since no reliable differences were apparent
among the random-block conditions (Rl, R2, and R3), they have been combined in
Figure 6 (as well as in other graphs'where they do not differ) and denoted

collectively as.Group R. A multivariate analysis of variance (Clyde, Cramer, &

Sherin, 1966) was performed to test the hypothesis of.equal mean learning
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curves and to determine which tria.ls contributed most to observed group dif-
ferences. This analysis, as well as others reported below, included Groups
(B1-B4, R2-R:), Experimenter, and Retention Interval es factors of classifica-
tion and the trial-by-trial response measures as criteria. Overall tests based
on Wilks' A criterion indicated that only differences due to Groups were
reliasble, F (72,636) = 1.92, p < .01l.

To locate the source of group differences in acquisition, individual
miltivariate comparisons between groups were tested. In this analysis and ;
others reported below, contrasts were chosen as orthogonal eompa.risons oi‘
Group B(I-1) minus the average of successive groups, i.e., B(I) to B(k). These
comparisons are. called Helmert Contrasts (Clyde et al., 1966). The essential
result is that Groups B2, B3, .and B4 differed from Groups Bl end R, F(12,116) = °
3.52y, p < .001, while neither the former set of three groups nor the latter set .

of two groups differed among themselves. The difference between experimental

and. control groups was highly significant on every trial by univariate tests,
with F-ratios ranging between 10.0 and 28.8. Although differences among the

experimental groups failed significance on the overall multivariate test,

inspection of Figure 6 reveals that B2 a.nci B4 recallec: 'mo_re_words than B3 onv
all of the last 10 acquisition trials. | | |
Total word recall wa.ks analyzed into two multiplicative eomponents--‘
number of categories recalled and number oi‘ items recalled p_er category
(Cohen, 1966) A category was considered .reca.lleci if 'iat least one member " {
of .the category was represented in output.~ vThe mean numbex oi‘ minor cate-

gories recalled did not d:l.ffer across groups, the mea.ns ranging from 56 60

categories .

[
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Orga.ni zation

| Clustering. To what extent was blocking successful in differentially
inducihg Ss to organize at various levels of the _stimulus hierarchy? This
question may be answered in terms of measures of categorical org.anization
(see section 1.2). The basic datum in these measures is the number of-
sequential repetitions, C , of items from the same category. The list
used here cen be thought of as comprising six T-item categories or three
lk-item categories. There are, therefore, two observed clustering scores,

C6. and C. , for every subject-trial protocol. Since it was desired to

3
make comparisons across groups for a given number of categories (6 or 3) .
and across categories for particular groups, the category repetition meas-

ures were standardized to a statistic,

C, - m:Ln(Ck)

max(Ck) - min (Ck)

suggested by Dalrymple-Alford (1970), which ranges from 0.0 (minimum clus-

tering! to 1.0 (meximum ,c:Luster:i.ng).ll Min(Ck) and max(Ck) are the

11The mejor virtue of this measure is that it allows comparison.of
clustering when the number of categories vary, since the values computed are
always on the same scale. This is an attractive feature for graphical presenta-
tion, not shared by other measures of categorical clustering which the author .

nevertheless believes to be conceptually more sound. These are a

C L - E(Ckl nl,nz, o‘o'o',nk) | .

k - -
'0(.01{‘ nl?ng,...,hk)_ :

2(c,)

and }'

C, - E(C, | N)‘

2,(C ) =
2k _ O(Ckll N)
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minimum/maximum possible numbers of category repetitions which could be
obtained by rearranging the items actually recalled on a given trial; k
is the number .of categories in the list.

The mean values of this category repetition statistic over the 12
trials of OL are plotted in Figure 7. Scored in terms of six categories
(panel A) the graph indicates that groups receiving the items blocked at
level 3 of the hierarch& (B3 and Bl) cluster to a far greater extent than
the other groups, multivariate 3(12,116): J.S,OO, P < .001. Oniy the Groups
factor produced significant ‘overall differences, g(--72,636) = 1.68, 'p_ < ,001.
By Triel 12, Groups Bl, B2, and R had not reached the same degree of cluster=- -
ing achieved by B3 and B4 at the second trial.

A similar pattern emerges when .the data e;re scored -in terms of the
three superordinate categories (panel B). The major differenc'e is that
Group B2 in this analysis clusters to the same extent as Bh The contrast
between experimental and control groups was highly sighificant,- E_(‘l2 ,116) =
5.84, p < .002. 1In a.ddition, B2 and B4 displayed more cltistering on the
last 10 trials then did.B3, so that the relative ordering of B2 and B3 is

opposite in thé two analyses.

vhere N is the tota,l number of words reca.lled, end- n,  is the number of
items recalled from category i, with . Zn =N.: The expécted -values and -
sta.ndard errcrs are specifled by the theoretlcal sampling distributions of
under two different null hy'potheses of no clustering, in one case where
tlﬁe n are considered as fixed constants (z.) and the other where they
are cofisidered to be random variables (z,). me expected value under the
null of  z., was proposed by Bousfield afid Bousf.Leld (1966) , while =z 1tself
was first Suggested by Hudson and Dunn’ (1969). ~Exsctly vhat is meantlby
"chance.clustering" is thus made perfectly explicit. Analyses parallel to
those reported for the present data in terms of Dalrymple-Alford's O-1 meas--
ure were carried out using z. and 'z, . Essentially the same results
were o'bta.lned with all three measures 1n the analyses reported here. -
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This pattern of results is exactly what one would expect if all the
B-Qgroups organized their recall according to the blocked structure of presen-
tation: Bb recalls according to six categories nested into three superordinates,‘
so their clustering performance is high regerdless.of which way it is scored;»
B3 subjects group the items in terms of six independent categories, and their
clustering drops somewhat when scored by the superordinate classes; B2 only
clusters to a high degree in terms of three categories, wh:l.le clustering in
Groups Bl and R -is uniformly low. These results do not depend on the par-
ticular clustering statistic used (see footnote 11). On the basis of
these .meas.ures of sheer amount of orga',nization, it appears that blocking of
the list produced the desired effect of 'inducingg.s tov éroup the items in

alternative ways.

Proximity analyses. Average interitem proximities were coinputed for

each B group over all acquisition trials, and analyzed by the hierarchical

clustering procedure.l2 The diameter method"solutions are shown in Figures

8-11. The filled circles indicate those .clusters,,which,, emerged identica.lly

ot

in the dla.meter a.nd connectedness .method - solutlons.’

'I‘hese ana.lyses largely conflrm the results obtalned a.'bove with the meas-

¢

ures of amount of organizatlon but also reveal that the modal organlzatlon

1n Groups B2 a.nd B3 was not restr1cted to a s1ngle level of the h1erarchy

- (_see Table 1) as t_he discussion above ‘mlght.:l.mply. That 1s, Ss in Group B2

12The cluster analyses descrlbed in th:|.s chapter were performed usmg
the Gruvaeus-Walner (pers. comm.) algorlthm. . One deficiency of Johnson's

(1967) program is ‘that the clustering result is not invariant under permuta-
. tion of the rows and columns of the proxlmlty matrix. The Gruva.eus-Walner

. .-,,_‘program corrects this- deficlency, ‘but ‘gives. results otherwise "identical.to-

. those obtained with Johnson's program. I am grateful to Gunnar Gruvaeus for
ma.klng a copy of thls program avallable._ R s ‘
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(Figure 9) to some extent tended to subdivide the three input blocks into
the level 3 categories. Also, B3 Ss (Figure 10) tended slightly to recall
the six input blocks in pairs, according to the classification of the words
at level 2, Thus the differences in organizational structure among these
four groups reflected differing relative strengths of the category systems
at level 2 and level 3 of the stimulus hierarchy.

Rather than examining the actual clusterings determined for these
groups, the differences in organization can be better illustrated in terms
of the measures of compactness and isolation which are derived from the
clusterings {see section 2.6). The average diameters of clusters at both
levels of the hierarchy were obtained from each group M-gram, and are dis-
played in Figure 12. For each group of Ss, the total height of the bar
represents the mean diametér of the major categories. The shorter the bar,
the more tightly-knit.is the organization at this level. The average
diameters of the minor catégories are ihdicated by the filled‘portioﬁbof
the bar, vhile the length of the unfilled portion indicates the isolation
or separation of these two modes of orgaﬁization._

It cah bevseen‘that_the strength of:organization:in‘terms of the
minor categories increases stéadily (diameters deérease) from Group Bl to
Group Bl. A different picture is presented in tefﬁs‘of the digméters at
level 2 and the degree of sepafation between the twolprgaﬁizational séhemes.

Subjectszwhose presentation was blocked at level 2 (B2) have. the strongest

B organiiatipn at this level (shortest total height).and'théir clusters at’

level 3 are the least isolated. TheVreverse situation holds for?§§‘re-

ceiving.independent blocks at level 3 (B3): they display the weékest
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Group B1 Acquisition

HERRING
FLOUNDER
TROUT
TUNA
SALMON
coD
PERCH
MUSSEL
LOBSTER
CRAB
CLAM
OYSTER
SHRIMP
SNAIL
QUAIL
PHEASANT
GOOSE
DUCK
CHICKEN
TURKEY
CAPON
VENISON
VEAL
PORK
HAM
LAMB

. MUTTON
BEEF
SPINACH
SQUASH
CARROT
CORN
PEA
BEAN
BEET
APRICOT
APPLE

'ORANGE
'GRAPE "
PEAR
PEACH

.40 - - 35 3. . . 28 - 200
' Proximity ' ’ o

\Fig; 8. Organlzatlonal structure for Group Bl in orlglnal'

' learning. Data pooled over Ss and trlals.
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Group B2 Acquisition

PERCH
TROUT
FLOUNDER
g TUNA
& SALMON
b HERRING
coD
MUSSEL
1AM
CRAB

' LOBSTER
’ OYSTER
: SHRIMP
SNAIL
BEEF

_ VEAL
_ VENISON
; MUTTON
; LAMB
5 PORK
1 HAM
QUAIL
4 " PHEASANT
DUCK
GOOSE
TURKEY
CHICKEN
CAPON
PEA
BEAN
BEET
CARROT
CORN
SQUASH
SPINACH
GRAPE
APRICOT
APPLE
ORANGE
BANANA
PEAR
PEACH

40 - 38 o3 28 20

Pr oximity

Fig. 9. Organizational structure for Group B2 in original
‘learning. Data pooled over Ss and trials.
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Group B3 Acquisition

SNAIL
MUSSEL
SHRIMP

LOBSTER
OYSTER
CLAM
CRAB
PERCH
FLOUNDER
HERRING
coD
TROUT
SALMON
TUNA
CAPON
CHICKEN
TURKEY
DUCK
GOOSE
PHEASANT
© QUAIL
HAM

PORK
LAMB
MUTTON
VEAL
VENISON
BEEF
APRICOT
PEACH
PEAR
ORANGE
APPLE

' BANANA
GRAPE

. SQUASH ——-
SPINACH.
CORN
CARFOT
PEA

. BEAN
3 BEET

30 2520
*'. | o - Proximity | |

_ Fig. 10. ,Organiiational'structure for Group B3 in 6riginal
learning. Data pooled over Ss end trials. ' '
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Group B4 - .Acquisltlon

LOBSTER
CRAB
CLAM

OYSTER
MUSSEL

SNAIL
SHRIMP

TUNA.
SALMON
PERCH
TROUT
HERRING
CoD
FLOUNDER

BEEF
VEAL
VENISON
PORK
HAM '
LAMB
MUTTON

CAPON
CHICKEN
TURKEY
DUCK
GOOSE
QUAIL -
PHEASANT
BEET
BEAN
PEA
CARROT
CORN
SQUASH
SPINACH
APRICOT
GRAPE
BANANA
. ORANGE
APPLE
'PEAR
PEACH

P A

3
I
8
ter

3 -
W
P

a0 36 .30 26° - 20
Proxlmlty BRI

 Fig. 11, - Organizational structure for Group Bh 1n original
learning. Data pooled over Ss and, trials. ‘
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organization at level 2 and the greatest isolation between the two category

systems.

Intragroup differences. The analyses of organizational structure de-

scribed above were based on the average proximities for each group, and
therefore reflect the aspects:of organization common to each group as a
whole. To determine the extent to which ind1v1dua1s w1th1n a group differed
in their patterns of organization, the proximity procedure was applied to
the protocols of each S in the B groups. Inspection of the 1nd1v1dua1 M-
grams revealed variation across Ss in several aspects of their hierarchies.

It proved difficult, however, to extract any meaningful generalities,
or to gauge the degree of intersubject variation with precision. There- :
fore & procedure developed by Gruvaeus and Wainer (see Appendix B) was
used to obtain correlations between the -tree structure ‘clustering‘ solutions
for all pairs of Ss in a group'. In general the correlations were quite
high; the median intersub,]er't rank correlations for Groups Bl to B4 were
.65, .74, .80, and .83, respectively. Thus,- although all groups learned
the same set of words, as the deéree of structure present in the input order
increased, so too'did the agreement among subjects in the structure obf their
organization. | |

The inter-S correlations are measures of the sim:.larity of their organi-
zation. It is possible, therefore, to apply the clustering procedure to the
Ss themsel'ves"'to'reveal the ‘p’r’e'sence of sub'gr'oupssharing' & common pattern
of organization° The average proximity matrix for each group was 1ncluded
in this analysis as a point of reference. The results of this a.nalysis

showed that within agiven: group, rather than forming homogeneous subgroups,

4')‘
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Ss tended to vary in the degree to which theif organization resembled
the modal organization for the group.

Each group of Ss was divided into roughly equal halves--thosg whose
organization was most like ("central") and least like ("remote") the aver-
age for the group. Pooling the proximities within each subgroup separately,
it was found that the remote Ss differed mainly in that their orgeniza-
tion was less cohesive (compact) at the level of the minor categories of
the hierarchy (see Figure 13). However, some qualitative differences
between remote and 'centra.l Ss in the pattern of organization were apparent.
For example, most of the Ss classified as remote in Group B2 organized
the items according to some or all of the three major categories with
little subgrouping according to the minor categoz.'ie‘s. Many of the remote
B3 subjects also organized primarily at one level-—that of the minor
categories.

The category diameters determined for these subgroups appear in
Figure 13 which also shows performance in recall, averaged over trials for
'each subgroup. Comparison of the shaded portions of the two panels shows
" that recall varies dir"ectly with the cohesiveneés (inversely with diameters)
of the level-3 categ_oriels. The recall results are quite surprising.

They indicate that the difference in recall between subgroups determined
empirically within a given experimental group is approximately as large as
the range of mean recall éco_res across all groups in this experiment (ef. |
Figure 6). 'Since all Ss within a given sxperimental group are treated 4iden-.
tically, and since the use of categorized words tends usually .ﬁo reduce inter-
subject veriability (Marshall, 1967), it mey be that the megnitude of indi-

vidual differences in free recall has been vastly underestimated.

%0
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Retention and Relearning

Recall. Mean retention (Trial 1 of Session II) for the B-groups--
expressed as a percentage 6f"'rééa11 on the final trial of Session I--is .
plotted in Figure 1h. (The groups receiving randomly blocked presentation
are not shown but retained amounts int‘ermedi_a.te between 3‘2 and Bl at one-
and five-day intervals.) Both Retention Interval a.nd'-Groups ‘were between-S
factors so that each point repres'ents 'the mean of a different set of eight
or more ‘_§_s. In general, retention is at a .v_re:'L'a.tiv'ely high"ﬂlevel throughout
with a grand meen of 82% over all groups and -rete}ntion intervals. An
analysis of va.ri'ance performed on 'the ‘number ‘of“» uords ‘reca.lled.. on the re-
tention trial is summari‘z‘ed: in.Teble 2 Groups o.iffered reliably on the
retention trial, F(6, 107) = 3 22, p < .OL. ".These differenees were -la..‘rgelj
accounted for by a comparison between.Bl a.nd‘.Groups B2, _B3, and Bk, The
greatest source of variation was. that associated 'with' retention interval,
F(3,107) = 17.78, p < .005. As is evident from Figure 14, the decrease in
emount retained over time is for the most part 1inear,'with a first-degree
orthogonal polynomial accounting for 88% of the sums 'of squeres due to RI.
Although the retention of Bh Ss appears to declj.ne at a slowver rate over /
the long retention -'intervals, the intera.etion of".'B-groups iwith retention /
interval was not large enough to cause rejection of parallelism. /

Studies of retentn.on are frequently prone to methodologlcal diffiéul-
ties which affect interpretation.} In the present instance, differen ; groups
of Ss lea.rned the 1tems under presentatn.on conditions whn.ch differer{tially

facilitated the performance of the experimental groups' these groups a.lso
/

recalled the-greatest amount on the first trn.a.l,;.of ‘Session IT. | U,nderwood
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Table 2

Summary of Analysis of Variance Pei'formed on Number of Words

Recalled on the Retention Test (Trial 1) of Session II

Source af MS
Groups (@) 6 (121,571 3,200
Gl: B4 vs. B3 1 110,471 2.92
G2: ’(B3, Bb4) vs. B2 1 2:355 10.06
G3: .(B2, B3, Bl4) vs. Bl 1 | 438‘9..959:' - 10,324k
G4: Among R-groups ' 2 65.695 ,  1.711
G5: Remainder 1 95.271 2.52
Retention Interval (R) 3 (671.915) 17 .’78*#*
RL: Linear 1 1775890 4G.9BwsRY
R2: Quadratic 1 "i .'67'”.662'. 1.79
R3: Cubic 1 " 172.189 b.56¢
Experimenters (E) 3 32,720 0.87
B~groups x R (Gm + GeR + G3R)® 9 28.002 .o.7h
¢GxE . 18 4% .869 1.19
RxE 9 27472 0.73
Residual 31 - 39.878 1.05
Within Cells 10‘7> 37.798 o

*p <
#4p <
#aup <.
*R# D <.

®The

of G x R.

.05
.01
.005

.001

{

design of the study precluded extraction of the complete interaction

" 9g:
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(1964) has argued that ‘such differénces in rate or final level of acquisi-
tion make it difficult to regardASu‘L-sequent’ differences in recall as re-
flecting greater retention per se rather than just the degree to which the
materials were learned initially. | The' pfesent study is further complicated
by the fact that, in the post-experimental interview, some Ss did report
rehearsing the words during the retention interval.

A limited solution to these difficulties may be obtained by an analysis
of covariance. Reported rehearsal may be regarded as random with respect to-
the treatment conditions, since it showed no relation to groups, x2(6) = 4,51,

p < .50 , or to RI, x2(3) = 6.31, p < .10, Covariance analysis using the

acquisition scores as concommitant variables is appropriate for determining

whéther, Q.P_ait_ from any differences in OL, differences in retention also
exist according to the conditions of training (Cochran & Cox, 196l4). That
is, are the effects of the organization of materials on long-term‘fetentiqn
simply a reflection of their effects on performance during OL‘, or is there
something more?

The relevant data appear in Table 3. ‘Taken together, these covariables

are strongly related to the amount retained, as indicated by F - value for |
{ ' .

regression, F (3,104) = 24,48, p < .001. Two additional analyses were then
performed to determine which of these covariables were related to retention.
In one, rehearéal alone was covaried and yielded an F - value for regression
less than 1.0 while Groups remained significent, F (6,106) = 3.71, p < .005.
In the second, ohly the OL recall scores were covaried and both regression
and Groups were significant. Thus, only the recall scores were significant

predictors of retention. Because ‘Groups remain significant, however,
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Table 3 ' , ? :

Summary of Analysis of Covariance Performed on Number of Words

e e, ST TS

Recalled on the Retention Test (Trial 1) of Session II
(Covariates: Number correct on last two trials

of OL and Reported Rehearsal)

Source af MS F ' z

Regression : 3 558 .0‘25 2L , L Gt |
Groups (G) 6 (86.9uk) 3,82

Gl: B4 vs. B3 1 ' 80.782 3.54

G2: (B3, Bl4) vs., B2 1 47,390 2.08

¢3: (B2, B3, Bh) vs. Bl 1 188.733 8 ,08%%#

Gh: Among R-groups 2 85,786 -3, 76*

G5: Remainder 1 33.176. 1.6
Retention Interval (R) - v 3 ' (629,14_81;) - 27 .81w%

_Rl: Linear 1 1762.876 TT . 35%%%%* -

R2: Quadratic 1 - 84.081 3.69

R3: Cubic - h 1 41,476 1.82
Experimenters i 3 4958 0.22
Residual | o 6T 26,287 1.6
Within Cells . 04 22791 -

E Raw_Regression Weights

Rehearsal : | 1,.608

OL, Trial 12 - o .158

OL, Trial 11 - o 165

#p < ,05; **p < ,01; i**g< .005; #%*%p < ,001
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F(6,104) = 3.82, p < .005 (Table 3), when final acquisition differences are
removed, differences among the groups in retention are not attributable merely
to the differences during Session I. (on the other hand, the cubic component
of trend in retention can be attributed to OL differences since this
effect fails significance in the analysis of covariance.) It may be con-
cluded that variation in the. amount retained is more than a simple reflec-
tion of the residual effects of inequalities in the degree of originé.l
learning. |

Relearning. Performance in relearning is shown in Figure 15 (Trials
2-5) for each treatment combination of presentation condition and retention
interval. (Trial 1 is the retention test.) A repeated-measures analysis
of variance .was performed on the date for the B-groupsl3 (Table 4) and re-
vealed significant effects due to both Groups, F(3,112) = T7.38, p_ < ,001,
and retention interval, F(3,112) = 3.41, p < .02 . |

To provide more detailed information on the course of relea.rnitng, an
orthogonal polynomial trend analysis, summarized in Table 4, was also per-
formed on these data. The overall interaction of RI and Trials was highly
significant, F(12,448) = 12,06, p < .001. This interaction can be seen more
clearly in Figure 16, in which the B-group curves from Figure 15 have been
pooled at each retention interval. As is evident from Figure 16, the RI
groups differed significantly in the slopes (1inear trend) of their relearn-

ing curves, F(1,112) = 15.39, p < .001, as vell &s in curvatures, F(9,336) = 8.7k,

13The cell ns were equated for this analysis. By reference to a table
of random digits, a total of 11 out of 139 Ss were deleted from the 16
B-group-RI cells.




Summary of Analysis of Variance and Trend Analysis Performed on the
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Table L

 Number of Words Recalled in Session II®

Sou;’ce ar MS P P
Between Ss _
Groups (G) 3 518.49 7.38 <,001
Retention Interval (R) 3 239.37 3.k <.020
G xR 9 31.80  0.45
Ss (¢ x R) 112 T70.22
Within Ss®
Overall : ,
Trials (T) 4 1418.05 181.39 <.001
Gx T 12 7.67 0.99
RxT 12 - 93.65 12.06 <.001
GxRxT. 36 6.86 - 0.88
8s (G xR) xT 448 T.77
Linear
T 1l 4443.93 299.23 <.001
Gx T 3 19.19 1.29
Rx.T 3 228.51 15.39 <.001
GxRxT" 9 11.73 0.79
8s (GxR) xT 112 14.85
Curvature :
T 3 409 .42 75.33 <,001
Gx T 9 3.83 0.71 '
RxT 9 47.59 8.74 ~.'<.,001
GxRx?T 27 5.24 0.96
Ss (GxR) xT 336 5.hb
Total . 639
®Analysis of _B-grotips only, with number of Ss pér cell equated.
_ v b’I‘he same sigﬂificance levels result from a conservative test (Greenhouse
‘ & Geisser, 1959) applied to within-S effect. ' |

98
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p < .00l. None of the intéraétions with Groups proved‘ signifi_cant, indicat-
ing thé,t at any givenb retention beriod‘all traininglgrloup.s relearned the
items at roughly éonstant rates. ii'hus, the effect‘ ‘of‘ r‘etenti‘onb period dis-
sipates over relearning trials (Figure ll6.) but group differences; in general,

~ remain.

% An analysis of categories represented in recall and the number of ‘words

: o -
f recalled per category indicated that all of the above effects in retention
3 and relearning reflccted differences in within-category recall. _Category’
§ recall vwas virtually perfect, even on the retention trial after the longest
i intervals.

&

lf Organization

Measures of categorical clustering were computed for the reléarning

date in a similar fashion as for original learning. Mean clustering by

Groups in terms of six categories using the standardized zl(Ck) measure

(see footnote 11) is shown in Figure 17. The same data are replotted -in
Figure 8 with RI as a parameter. A multivariate analysis of variance per-

i formed on these data revealed significant overall effects due to Groups,
F(30,414) = 1.54, p < .05, and Retention Interval, F(15,284) = 4.69, p < .00L.
Testing particular contrasts in the group main effect indicated that the

i fbllowing differences smong groups contributed to the effecté Group Bl re-

learning showed significantly less clustering by six categories than Groups

; B2, B3, and Bk, F(5,155) = 3.77, P.J< .004; Group B2 in turn clustered less

than B3 and B4, F(5,155)

3.01, p < .02, while B3 and Bl did not differ

F(5,155) = 0.422, p > .10. In the first two comparisons the groups differed

~ . 101
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in clustering on every trial by univariate tests, each p < .005, while B3
and B4 were not reliably different on eny triel. Groups varying in reten-
tion period differed substantially in categorical organiz”a.tion on the first

trial of Session IT, F(3,107) = 8.21 p < .00, but did not differ thereafter

f (Figure 18). When the data were rescored for clustering according to the
three superordinate categories, the sanie results obta.ined as in OL:. Groups
B2, B3, and Bl clustered more than Bl, but did not differ among themselves.

ProximitLa.n alyses. The correspondence between amounts of organiza.tion

and of retention exhi‘bited in these data provide some conflrmation for the
ideea that retention depends upon the maintenence of a stab:[.e Tca.’cegory sys-
tem. A clearer view of the organization which persists over the' re'tentioni-
period can be prov1ded by the. proximity technique.

Proximity a.na.lys:l.s vas a.pplied to the pooled group. da.ta. from Trial 1
of the second session. The resulting diameter method cluster analyses for
Groups Bl and Bl are shown in Figures 19 and 20. Agein, filled circles |
indicate those clusters common to tne diameter method and connectedness
method solutions. In general, the p‘roximities' for all ‘four groups ‘conform
reasonsbly to the ultrametric inequality and ‘ther'efore' may be _-.adequately
represented by a tree. structure. The measure of ba.dness-oféfit to a hier-

- archy, suggested in Appendix B, gives values of 5.0%, 3.2%, 3.6%, and 1.8%

for Groups Bl, B2, B3, and Bk “respectively.
Comparison of the group clustering solutions 1nd1cates that the four

groups do not differ in the overall structure of orga.nization on the reten-

TN RT AT

tion trial. In all four M-grams the items are olustered "appropriately"

into the six minor categories, which in turn are nested into the three

102
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GROUP BT Retention

PERCH ,
cop '
HERRING
TUNA
TROUT
SALMON e’
FLOUNDER
SNAIL
SHRIMP
MUSSEL
& . CRAB
g
B LUBSTER
i cLaM
; OYSTER
3 GRAPE
PEAR
PEACH
BANANA
APPLE
: ORANGE
Ok APRLCOT
)( SPINACH
: SQUASH }
PEA
BEAN
1 CORN
3 CARROT ’
BEET Y
VEAL
! VEN1SON
Lae
3 MUTTON
BEEF
r PORK
TURKEY . . ?j
4 CHICKEN '»3
DUCK Qg
3 : GOOSE i}g
3 PHEASANT !i]
r QUAIL D ?}
' CAPON ?:%
40 35 .30 ' 25 20 &
? : ~ Proximity | %
' Fig. 19. Orgenization of the list for Group Bl on a4
Trial 1 of Session II. i‘
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GROUP B4 o ‘Retention

BEAN
SPINACH
SQUASH

BEET
TUNA
cop
SALMON

HERRING
TROUT
PERCH

rl.ompéa
SHAIL

SHRIMP
MUSSEL
CRAB

LOBSTER
CLAM
OYSTER
VENISON
BEEF
LAMB
VEAL
MUTTON
PORK
HAM
TURKEY
DLcK
GOOSE
PHEASANT

QUAIL
CHICKEN
CAPON
40 35 30 - 25 - 20
‘Proximity - : "

Fig. 20. Organization of the list for Group B4 on
'1‘1'ia,1 1 of Session II. : . S
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compactly at level 2, wvith little change at level 3.

was possible to assess the occurrence of category clus_teri}?g at both levels

- of -organization were consistent with the view that eagdh- ij,féi'oups B2, B3,
. .. and B4 organized the list according to the different structures ixﬂposed on

,pz"esenta.tion order. Substantially the seme overall binterpré”cation was derived

-95-

superordinate categories. As with the OL data, however, it is more instruc-
tive to consider the diameters of the clusters af both ordinate ievels.
Figure 21 displays the diemeter values for the retention trial (Trial 1)

and for the l.a.st relearning trial (Trial 5)f On Trial 1, the level-3 ‘organi-
zation of Group B4 is most compact, that of Bl is most diffuse, while B2 and
B3 are intermediate. Further, on this trial the orgariization of Grdup B3
shows the greatest isolation between the two levels, vwhile B‘? shows the
least. These results é,re quite similar to those obtained -for origina.l

learning (Figure 12). By Trial 5, all four groups organize somewhat more .

3.4 Di scussi'qn_v

By manipulating the presentation order of _abvhi erarcﬁically ca‘.h.egorliz.ved
list,‘ this experiment attempted to lead groups of Ss to orga.nize ‘tﬁis »list
in several different ways. The éxperiment was performed to prov1de ev1dence '
regarding the utility and sens:.tlvity of proximity" a.nalys:.s in a s:LtuatJ.on
where fine discriminations among alternatlve patterns of organ:.zatlon wou.'l.d
be requlred. Addltlona.lly, it wa.s hoped to obtaln data on the acqu:.sitlon

and retention of words wh:.ch conform to a ta.xonomlc hlerarchy

Since the list was constructed to consist of E_-defined groupings, it

of the hierarchy. The results obtained using these me'aSu;eé:: of the emount
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from cluster a.nalysés performed in the interitem proximities in the recall
protocols. The cohesiveness of item clusters determined iﬂ these analyses
was found to vary in accordance with the predetermined modes of organization.
Thére were, however, some. discrepencies between these two summaries of
organization. For instance, the substantial gap separating Groups B3 and

B4 from the remaining groups in the six-category analysis of the amount of

organization (Figure 7A) did not appear in the cluster diameters derived

’ from the proximity analysis. However, in view of the basic differences
between .these two procedures in purpose (amount vs. structure of organiza-
tion) and in detail (trial-by-trial vs. overall summary) the corrésﬁondence
of the results seems reasona.bly good. | |
1 The proximity also indicated that subjects receiving less than com-
pletely structured input discovered, to some exterit, the additional taxo-
nomic levels on their own. Thus, in the clustering of the avera.ge,_' proximi-
ties for Group B2, each of the three'major categoriérs contained the approp-
riate minor categories as subclusters. In the B3 analysis, the six minor
categories merged to form the appropriate superordinate clusters. To
interpret this result it should be noted that ,f_he ‘group proximities repr'e-
sent only the organizational tendencies common to & group and that some: |

evidence was found of iridi'vidua.l differences in organization within the

TR

groups. In general the differences among the experimental groups in the
structure of organization appear'mainly.in-the dismeters- of the clusters"
at the two levels. The groups are not é.ligned along a single dimension of
amount of orga.niza.tion', since the cohesiveness of clusters at both levels

must be considered simultané'busly. Since the clusterings for the experi-

WCEY R ASRIN TR IETEY

mental groups differed in these terms in accordance with the predetermined

h! 0. . | 109 LBy
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patterns of organization, it may be concluded that the method of proximity
analysis performs as it is supposed to do.

At a substantive level, the present experiment confirmed previous
findings (Cofer, 1967; Dellett, 1964; Puff, 1966) that free recall learning
of a categorized‘list is facilitatedbe blocked presentation of the category
members. All groups receiving categoricallylblocked'input learned'more
rapidly end retained more words than groups‘receiving either randomized in-
‘put or randomly chosen blocks. That;the R groups performed no better than
Group Bl suggests that blocking of & list, of itself, does not facilitate
memorization. | |
| A differentiation among ‘the groups receiving blocked presentation had
also been predicted; Although Groups B2 and Bh recalled more words than
Group B3, ‘these differences were small and nons1gn1f1cant. Thus the pre-
dicted differentiation among these experimental groups was not obtained.

A likely explenation of this result is that providing'“ categorical cues at
evenione.level of the stimulus hierarchy made it sufficiently easy for Ss
to discover and.utilize the additional level of categories. If this was
the case, as suggested by the proximity anaLyses, then the lach of.substan-‘
tial facilitation of .Group B4 relative to B2 end B3 is ,understandable. |

In addition, categorically blocked presentation produced sizable in-
crements in. retention over the entire range of intervals studied. Again,
essentially no differential effect appeared according to the‘level_at whichj
items.were blocked. The overall blocked vs. random,difference»is consist=-
entvwith the view that knowledge of the list structure provided by blocking

infihences not only the formation but also the‘temporal stability of
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higher-order memory units. This interpretation is strengthened by the re-
sult that differences in the amount recalled on the retention test were
matched rather well by differences in the amount of organization,.across
both OL groups and retention periods. Correlations between recall and
organization have been found within a singlellearning session (Tulving,
1962a, 1964). This result has been intefpreted to reflect a causai'de-
pendenee of recall upon the formation of higher-order units. On the re-
tention trial in the present study'&he correlstion (within‘eells)bof‘recall
with organization_was g;= .876. This resnlt demonstrates thatvrecail'con-
tinues to’covafy with the degfee of organization inretention°

Further evidence relating to the stabiiity of otganization-?as de-
= rived from the proximity analyses. It was observedfthat tne organizational
b ~ structures determined from the retention triel protoeois were quite simi-
lar to those determined in OL, and that group“differences7in the oluster |
diameters also remained-reletively constant_oﬁer retention intervals;

These results, of course, provide only indirect support for the claim

I Rt S TR RSP

that retention is dependent on the maintenence of'higher-ordef.units}f ItA
night be possible'tovtest this hypothesis in a more convineing fashion by
making within-subject comparisons of fecell and'organizetionai units. In
the present study, for example, it was observed that 1nd1v1dual Ss formed;
iﬁ highly cohes1ve grouplngs of some 1tems, whlle other words ‘were less tlght»t

ly organized. Subjects also cons1stently,remembered same items and rarely

T AR e

remembered others. The hypothesized relation between the stability of
" orgenization and retention would be considerably strengthened if it‘could
be shown that the best-remembered items were in fact those which have been .

most tightly orgenized.
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The finding that no group differences appeared in the number of cate-
gor1es recalled during acquisition or retention deserves comment. Th1s
indicates that all differences in recall and retention in the present study
may be attributed to differential access to 1tems withln the categories
rather than to variation in the number -of accessible categories. This re-
sult is in sharp contrast to other findings with categorized lists (Cohen,
1963, 1966 Tulving & Pearlstone, 1966) where word recall per category re-

mained constant vwhile the number of categories recalled var1ed as a fune--

tion of- experimental conditions. The stud1es c1ted above typically employed 3

more categories than used here and the number of categories also exceeded
the number of items per category. | | |

These conflicting results point to a trade-off relation between item
recall and category recall which var1es with the composition of the list.
They also suggest that a single mechanism.may be responsible for the re-
trieval of categories and of items within categories, with limited capacity

at-both levels._ A list composed of many independent categories places a.

greater strain ‘on category recall in such a system, and experimental manipu-
lations which facilitate recall overall should benefit recall of categories
most. On the other hend, if relatively few categories are to be recalled
and a higher level scheme for grouping the categories exists ‘a8 in the

present experiment then experimental conditions should mainly affect the

recall of items per category.
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3.5 Artificial Experiment

One test of a proposed technique for studying mnemonic organization
is that it should perform appropriately when a prevalent grouping of the
items may be confidently predicted. In the present experiment, it was
shown that the effects of the different blocking conditions did appear in
the cluster analyses in terms of the diameters of clusters at both levels
of the stimulus hierarchy.

While this is a necessary test for any technique to satisfy, it is
also important to study the behavior of proximity analysis in the null
case, i.e., wvhen no organization is present. To do this, statistical
subjects were generated in an artificial experiment. Statistical Ss were
yoked to real subjects under two possible models of random organization.

Under an independent trace (IT) model, a statistical subject was matched

t5 each real S in terms of number of items recalled only, the specific
jtems "recalled" by the statistical S and their sequential order was chosen
at random with uniform probability. According to a dependent trace (DT)
model, & yoked subject was matched jtem-for-item to a real S, with only
recall order left to chance. Repetitions and intrusions were eliminated
from the protocols in both cases.

Essentially, these two models comsider the information contained in a
real S's protocol as consisting of three parts: (a) the number of items
recalled; (b) all conditional probabilities of recall, P(1]3)y P(1]3sk)s..-
P(i]Jsky..-1)3 and (e) the sequential order in vhich the items are recalled.
Artificial subjects generated under the independeat trace model are equated

with real Sz in the first component only., If the proximity method is
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indeed independent of recall performance per s€, no semblance to the real
Ss' organization should appear in the IT data. Any differences between real
and IT organization should depend ouly on recall order and the probabilities
that some items are recalled, given that other items appear in output.

on the other hand, artificiel Ss generated under the dependent trace
model match real Ss in all but the last of the three components. A com-
parison of the proximity results of real Ss with their DT yoked counterparts
should depend only on the order of recall. The notion of "item properties,"
which Bousfield and Bousfield (1966) felt should be excluded from measures
of organization, encompasses both total recall and conditional recall prob-
gbilities. Their measures of category clustering (SCR) and subjective
organizaticn (ITR) are therefore based upon a comparison of observed values
with chance expecta.tA;ion} under the dependent trace model.

Finally, the extent to which the mere co-occurrence of particular sets
of items in recall influences the proximity results cen be Judged by com-
paring the results for IT and DT statistical Ss, since they differ only in
that the conditional probabilities of item recall are included in the lat-
ter. The concept of & higher-order memory unit implies that recall of a
single item from such a unit should increase the probability that other
items from that unit are also recalled. Therefore, the conditional prob-
abilities might be expected to provide some information regarding organi-
zation.

Interitem proximities were computed from the protocols of IT and DT
statistical Ss in an analysis parallel to that descrived for the original

learning data. To summarize these results, two measures cof orgenization
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were derived from the proximity matriceé. To the extent that subjects con-
sistently organize groups of items, some proximities will be high and
others will be low. Thus the range of proximity values is one indicant of
the degree of subjective organization. Also, if subjects organize accord-
ing to some predetermined set of categories, the average value of proximi-
ties for pairs belonging to the same category should exceed the average
value for pairs belonging to different categories. The difference between
these two average values can be taken as a simple index of categorical
organization. |

The results in terms of these statistics were quite simple. Artifi-
cial Ss generated under both models displayed no semblance of organization
in the proximities semong items. Table 5 presents the summary statisties
from the analyses carried out for Ss yoked to Groups Bl and B4, The dif-
ference of within-category and between-category proximities determined

from real data exceeded the corresponding values for both types of statis-

tical Ss by several orders of magnitude. Similarly, the range of proximity

scores for real Ss was sbout four times that of statistical Ss. However,
Table 5 also shows small differences between the DT and IT models. The
dependent trace Ss, matched in terms of the actual items recalled by real
Ss, display slightly more organization by these measures than their inde-
pendent trace counterparts.

It may be csncluded that proximity analysis is (a) dependent almost
entirely on the order in which items are recalled, (b) is influenced to a
slight extent by the conditional -I:ro;babilities among items in recell, but

(¢) is virtually independent of the overall level of recall. One further
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Teble 5 " '
Partial Summary of Proximity Analyses for
Real and Statistical Subjects
. Badness-of-Fit
Subjective Organization Category Clustering :
Group Date (Range of Proximities) | Within Between Difference to H:ui:;a;.rchy
Real 13.88 35.7h1 28.051  T7.690 1.40
Bl IT 3.12 30.119 30.242 -0.123 1.45
DT 3.99 30.186 30.177 - 0.009 1.52
Real 16.17 38.305 27.295 11.010 1.12
DT 4.60 29 .362 29.3L43 0.020 1.57
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point should be noted regarding the use of the badness-of-fit measure to
evaluate cluster analysis results (see Table 5, last column). While the
tree structures determined for statistical Ss were not meaningful in any
sense, they did fit a hierarchical clustering scheme as well as the solu-
tions derived from resl data. Thus, although a good fit to a hierarchy is-v
a necessary condition for interpreting an organizational structure, it is

by no means & sufficient condition for useful results.
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CHAPTER 4
INAPPROPRIATE S-UNITS IN PART-WHOLE TRANSFER:

REANALYSIS OF ORNSTEIN'S DATA

4,1 Introduction

The application of proximity analysis to the hierarchical list experi-
ment produced reasonable results and indicated some aspects of organization
which could not be readily determined on the basis of the amount of organi-
zation alone. On the whole, however, this technique did not contribute
greatly to the interpretation of the results: the conclusions drawn
therein can be based with equal force on measures previously available.
This chapter attempts to demonstrate the utility of proximity analysis
in a situation where the amount of organization alone provides insufficient
evidence for strong conclusions.

The application described concerns the effects of organization on
transfer in free recall learning. In transfer studies, S learns one list
for several study-test trials and then learns a second list under similar
conditions. Typically the lists are related in some fashion. For example,

' tne items on the first list may be a subset of those to be learned on the
final list (Tulving, 1966); or they may be instances of the same taxonomic
categories which make up the second list (Birnbaum, 1968; De Rosa, Doane, &
Russel, 1970).

Transfer tests are typically used to assess the effects of one learning

experience on another. In the case of free recall, the transfer paradigm

A
se8s

provides a means for determining the functional significance in a subsequent
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task of higher-order units which have been developed in prior learnipg.
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Thet is, if higher-order units are more than a momentary product of learning,
the relation between units formed in the two tasks should be an- important
determinant of performance in the second task. As an illustration of the
use of proximity analysis, transfer studies are of particular interest,
therefore, since their interpretation is based upon & comparison of the
organizational patterns developed in the two learning experiences.

The data from two experiments concerned with part-whole transfer by
Ornstein (1970) have been made available to the author. They are discussed
ard reanalyzed below by the techniques proposed in Chapter 2. The use of
available data for illustrative purposes also has the virtue of ;ava.luating

a new method by experiments whose results are known.

4,2 Part-Whole Transfer

Prior learning of part of a list retards subsequent learning of the
whole list. This somewhat counterintuitive result, first demonstrated in
a free recall task by Tulving (1966), suggests (a) that practice or repeti-
tion of material in free recall is not always sufficient to produce efficient
memorization and (b) that a satisfactory explanation of the (ordinarily
facilitative) effects of practice must include more theoretical machinery
than just the notion of independent strengthening of individual item-traces.

In one of Tulving's experiments Ss first learned a list of 18 unrelated
words for eight trials and then learned a 36-word list on which eight
presentation-recall trials were also given. Two groups of Ss learned
different initial lists, but transferred to a common second list. For a
part-whole (PW) group, all of the List 1 words appeared on the second list.

A control group (C) first learned 18 words which did not reasppear on List 2.
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The surprising finding :zoncerned the comparison of the two groups in their

performance on the second list. Group PW, which has already learned one-

‘x half of the second list, did no better than Group C, which had learned

18 irrelevant items. In fact, the control Ss appeared to iearn List 2

at a faster rate, evidenced by a slope difference in their mean performance
curves. In interpreting this result, Tulving argued that the subjective
organization imposed on the part list by experimental (PW) Ss was not
eppropriate for learning the whole list. If it is assumed that the number
of S-units which can be retrieved on a given trial is limited, then.
learning the final list would require the PW Ss to reorganize or modify
the S--units formed in learning List 1 in order to accommodate the new items;
the necessity to restructure resulted in a performance decrement relative
to control Ss for whom no reorganization was necessary.

Tulving's account is quite plausible and derivations from the SO theory
have been confirmed in a number of other transfer studies (Birnbaum, 1968;
Bower & Lesgold, 1969; Novinski, 1969; Ornstein, 1970). Tulving's (1966)
data, however, do not compel an explanation based on inappropriate S-units.,
In fact, there is another explanation which is equally compatible with the
data.

It is possible that PW Ss employ an input strategy of selectively
ettending and rehearsing the new items in List 2 at the expense of old items.
This is related to the fact that newly learned items tend to be recalled
earlier in output than old items, both in single-list free recall (Battig,
Allen, & Jensen, 1965) and in purt-whole transfer (Roberts, 1969). Such a

strategy would make new items less susceptible to intratrial forgetting
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(Tulving, 1964) during the recall period. However, the combined effects of
input strategy (selectively attend to new items) and recall strategy (recall
new items first) would cause old, previously learned items to undergo
interference. That is, the learning of old and new items would conform

to & retroactive interference paradigm on the old words--Learn A (old),
Learn B (new), Test B, Test A. Essentially the recall of old items wvould
be attempted after greater intervening time and interpolated recall. This
explanation of negative transfer has also been suggested by Postman (1971)
and is supported by the finding that prior part-list learning produces

a greater negative effect on the recall of old words than of new words
(Bower & Lesgold, 1969).

The effects of RI--an inability to recall previously learned material
as & consequence of learning some other material--are well established in
free recall (Postmen & Keppel, 196T; Shuell, 1968; Tulving & Psotka, 1971),
and it is also known that RI increases with interlist similarity (Shuell,
1968; Wood, 1970). Hence, this selective attention-RI explanation would
predict that the PW group, having already learned a randomly selected
portion of the final list, would experience interference in List 2 learning,
to which control Ss would not be susceptible. 1In this view, negative
transfer is ascribed to changes in the nature of stored traces as a result
of subsequent input, rather than to the inability of the retrieval mechanism
to ;provide access to more than a limited number of units of intact units,
as implied by the organizational interpretation.

On the basis of Tulving's transfer studies (Tulving, 1966; Tulving &

Osler, 1967), nothing more can be said to decide between these two explanations.
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However, the SO account can be tested directly by using the method of
proximity analysis to determine the contents of S-units at the end of
List 1 learn_ing and their composition at various stages in List 2 learning.
Presumsbly, any changes in organization which occur in learning the final
list should go in the direction of producing S-units which are more optimal
for the whole list. However, it i's difficult to substantiate the organi-
zational explanation by testing it in this form, since "optimal" groupings
may vary from one subject to the next, and hence any interlist modification
of S-units might be taken as supportive evidence for Tulving's position.

A considerably stronger test would result from an experiment in which
List 1 S-units remained appropriate for final list learning for some Ss,
while other Ss were forced to reorganize. In cuch a situation, Tulving's
position would require that (&) the former Ss should show positive transfer
while the latter Ss should not, relative to the control group, (b) the
organization of old items embedded in List 2 for Ss with eppropriate
transfer should be consonant with their own organization of these same
items when first learned, end (¢) List 2 M-grams for Ss with inappropriate
transfer should indicate that prior-list groupings have been abandoned or

modified in final list learning.

4.3 Ornstein's Experiment I

Several studies by Ornstein (1970, have employed this logic of manip-
ulating prior-list organization to test prediction (a) above. While
verification of (a) requires only inspection of the group performance curves,
(b) and (c) depend on the availability of a method for indica.ting the contents

of memory groupings.
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One of Ornstein's experiments (1970, Exp..I) attempted to maintain
prior-list subjective organization by presenting List 2 in blocks of old
and new items, in contrast to the Tulving study in which the two sets of
words were randomly intermixed on the final list. Blocked presentation
should serve to facilitate discrimination of old and new subsets and allow
Ss to develop a separate parallel organization for the new items, while
preserving List 1 groupings of the old words. In addition to groups repli-
cating Tulving (Groups Part Whole-Random and Control, with List 2 randomly
arranged), Ornstein's design included two groups which received the final
1ist in a blocked fashion. One of these saw all the old words first, followed
by all new words on each trial of final-list learning (Group PW-0/N). 1In
the other group, oi& and new items were each divided into two equal subsets
and presented in alternating blocks (Group PW-O/N/O/N). Transfer was from &
12-word list to a 2k-word list, all unrelated words, and eight trials were
given on both lists.

The test of proposition (a) involves the comparison of group recall
performance on the final recall task. As in Tulving's study, Group PW-R,
which had received the List 2 items randomlyfarranged, did no better than
the group which had had no prior relevant learning (Group C). Group
PW-0/N/O/N recalled more items than control Ss on Trial 1 of the second
list, but this superiority disappeared on subsequent trials. Group PW-0/N,
which had the greatest advantage of blocked presentation, showed large,
positive transfer.

This result is consistent with the organizational interpretation, but

we can provide the strong, direct test of (b) and (c) by analyzing the
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proximities among items in List 2 recall for subjects in the various groups.
In order for Tulving's hypothesis to be supported, Group PW-0/N Ss should
maintain- the organizational pattern developed in List 1, while Ss in

the random presentation, part-whole group should show structures for

which the organization of old items is fragmented yith respect to List 1
orgaa,n'i.za,t'.:i.onol)+ It is not 2lear what tc expect in Group PW-0/N/O/N, since
the partition of old items into two subsets might tend to conflict with
prior-list organization to an unknown degree. Thus, the output order of
old words in List é learning would probably represent the combined influence
of prior groupings and List 2 input order.

The data first used to illustrate the method of proximity analysis
(Figure 1) were taken from the List 1 recall protocols of one of the PW-0/N
Ss. The cluster analysis performed on the proximities from this S's last
six trials of List 1 (Figure 2) indicated a hierarchical organization which
could be described by three S-units. Figure 22 presents the organizational
structure (diameter method) for this S derived from the List 2 protocols
(Trials 1-8). The corresponding List 1 M-gram for old words has been
redrawvn at the left of Figure 22 for ease of comparison. The most striking
feature of the List 2 organization is the separation of the tree structure
into "o1d" and "new" components. The separation is not perfect--LABORATORY

and SEAT merge with the old rather than new items--but these two words are

luIt should be noted that it is not appropriate to take high category
clustering scores (e.g., SCR) in terms of old vs. new items as evidence that
List 1 organization has been preserved {but see Birnbaum, 19683 Bower &
Lesgold, 1969). Marked old/new clustering indicates that Ss are organizing
old and new items separately, but does not necessarily "reflect the maintenance
of part-list organization" (Birnbaum, 1968, p. 104l), nor dues it give any
information about the degree of sequential consistency within these subsets.
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only weakly associated with the old items:;. Tne groupings of the new items
{showa in lower case) also seem to make sense semantically--(END, PHRASE),
(HUNGER, PLENTY), !DAWN, NIGHT) and (SPEAR, TREATY). Also, comparing the
organization of the old items with this §'s structure of these items in
prior-list learning, it can be seen that the major subjective units uncovered
earlier have remained intact--(INVENTOR, PROFESSOR), (HIGHWAY, STRUCTURE,
MAST, NORTH), and (DECREE, CAPTIVE, EXECUTION, ASSAULT, QUARREL);J'S

If the cluster analysis is believed to give a relatively accurate
portrayal of the fine-grain structure, then it would be of interest to

interprer the organization with S-units. Comparison of the first- and

second-1ist solutions indicates that local, intra-unit differences do

appear. However, the most tightly-knit groupings (which we shall call

primary S-units) from List 1 learning--(INVENTOR, PROFESSOR), (ASSAULT,

QUARREL), (CAFTIVE, EXECUT!ON)==do remain perfectly intact in transfer to

List 2 ind are also among the most tightly-knit units in that list.
Although this analysis was in terms of a single S, the most general

resuits, i.e., segregation into old and new components, and maintenance

of primary S-units and higher-order units of old items from List 1, also

obtain at the group level. Figure 23 shows the clustering results for the

pooled data or all Ss in this group (S = 7). The group analysis also -

'l"Perha.ps the greatest difference between the two M-grams is in the
position of URGE. This word did not sppear consistently near any other word
during List 1 learning, but is merged with NORTH at the highest proximity
level in List 2. The reason for this is not entirely clear, but the proximity
of NORTH and URGE may have been underestimated in List 1. The lower left
panel of Figure 1 shows the trial-to-trial proximities of these two items.

On trial 3 these items appsared at opposite ends of the protocol (p = 3),
but on four of the five remaining trials, they were recalled in adjacent or
penadjacent positions.
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Fig. 23. List 2 organization for Group PW-(0/N).
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indicates the major branching into old and new items. Individual differences,
which would be treated as noise, cannot be large at this level. In the ]
organization within the two subsets, items first begin to cluster at lower

preximity values than in M-grams for individual Ss, indicating some .'

individual variation in S-units within the subsets.

In the random presentation, part-whole group (PWw-R), no positive
transfer occurred. Subjects in this group learned the same lists as those
in Group PW-0/N, differing only in the random presentation order of List 2,
What light can proximity analysis shed on their decreased pe;‘formance? The
structure of List 2 organization for a fairly typical subject from this
group is shown in Figure 24, with old items typed in upper case, new items
in lower case. The old and new items in the organizational pattern of this
S are completely mingled. The groupings extracted from the first and second
1ist protocols differed su markedly that the two hierarchies conld not be
drawn juxtaposed la the same figure without considerable crossing of lines.
This mixing of items from the two subsets in the organization of List 2
occurred for every S in Group PW-R. |

By comparing this S's List 2 S-units with those which emerge in prior-
list learning, it is possible to see what, if anything, he was able to
maintain in transfer to the longer list. First-list orgenization for this
S appears in Figure 25. Unlike the situation in Group PW-0/N, Ss in the
rendom group seem to have either lost or discarded the higher level S-units
in whole list learning. Comparison of thé two.M-gra.ms indicates, however,
that several of the highly proximal pairs of old items carry over when "

the whole 1list is learned--(DECREE, EXECUTION), (HIGHVAY, STRUCTURE), and
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Fig. 24. List 2 organization for a subject from group PW-R.
Data from Ornstein (1970), ’
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from Ornstein (1970).
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(PROFESSOR, URGE). Again, this general pattern of intermixing of old and
new in List 2 structure, with maintenance of only the strongest primary
S-units, appears for almost all subjects in this group.

The effect on List 2 organization of dividing each of the old and new
subsets into equal halves and presenting the items in four alternating blocks
can be seen in the M-gram determined from the pooled data of Group PW-0/N/0/N
(Figure 26). 1In this analysis, recall protocols were aggregated over all
triels of final-list learning as well as over Ss. The membership of items
in the various blocks is indicated in the legend. As in Group PW-0/N, these
Ss develop a separate organization for the new items. 1In addition, Group
PW-0/N/0/N structures the new items exactly according to the arrangement
in blocks. The old items, on the other hand, do not display any grouping
according to the contents of the blocks. Although the diemeter and
connectedness methods agree in the features noted a.bove, they show little
agreement in the organization within the old items. This indicates noise
or individual differences, and hence interpretation of the groupings within
these o0ld items is not warranted.

As a result of these ane.lyées, what can be said about the lack of positive
transfer for the random prqsentation group, and how does blocking of the
whole 1list facilitate the performance of Group PW-0/N? It seems that for
both groups, the highly organized, primary S-units adquired in learning
the part list are maintained and used by the subjects in recalling the
whole 1ist. What differentiates the groups is the degree to which they use
the higher order units of List 1 to aid recall of List 2. Higher order units

can be thought of as access routes which guide the retrieval system from one
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Fig. 26. List 2 organizatioh:.for Group PW-(0/N/O/N) of Ornstein's

(1970) experiment.
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primary S-unit to the next. Several theorists have argued that the basic
limitation in free recall is utiliéation of information in the memory store,
rather than how much information can be packed into it (Mandler, 1967b;
Tulving, 1966, 1970). That is, information is often available, but not
accessible (Tulving & Pearlstone, 1966). If this is so, then the higher
order S-units would be important since each one presumably serves as &
retrieyal aid for a large number of items. It follows that anything Vhich
interferes with these informationally rich units should have a disruptive
effect 6n the overall success of recall. This appears to be precisely what .
has occurred in Group PW-R. Subjects receiving blocked input on the whole
list, h&wever, maintain thg higher-order units of List 1. For the most part

they develop a separate and parallel organization for the new items. 1

’

P 4.4 Ornstein's Experiment II

! In a second experiment, Ornstein (1970) attempted to manipulate the
appropriateness of prior-list organization in part-whole transfer. This
experiment employed lists containing polysemous words which could be

categorized in two different ways. For example, under one reading, the

word zérd could be categorized with patio, garden and house while by a

second meening it would go with foot, meter and rod. Three groups of Ss

lesrned & common final 1ist of.56 words containing 1l equal-sized categories
after having learned different inltiel lists of 24 items, grouped into six
categbries of four words each. Five trials were given on each list. For .

a Compatible group, three four-word groups from List 1 were carried over to

i
i
j
{
!
'
?
{

List 2 and were categorized identically on both lists. For a Conflicting group,
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12 prior-list items also appeared on List 2, but were organized in 12
distinct categories on the basis of the alternate meaning of each word.

Thus, one of the first-list categories learned by this group was yard,

foot, meter and rod. On the final list, foot was grouped with nose, eye

and arm; meter with dial, gauge and scale, etc. A Neutral group learned

an initial list which contained neither items nor categories from the final
list. Presentation was blocked according'to nominal categories on List 1 and
the first trial of List 2 for all groups; the remaining trials of the final
list were presented randomly.

Since on the prior list the Compatible group alone had the opportunity
to learn categories appropriate for List 2, it was predicted that this group
would perform better on the final 1list than the Conflicting and Neutral groups.
The prediction received partial confirmation in that positive transfer was
obtained for the Compatible group on Trial 1 of second list learning, though
the effect did not persist thereafter. |

The recall protocols for Ss in the Compatible and Conflicting groups
were subjected to proximity analysis. An anélysis of List 1 learning
indicated that each group had utilized the intended categorization of the
items in their recall. Figures 3 and 4 presented the organization of List 1
learning for a typical S, and the pooled data, fespectively, from the
Compatible group. An analy%is was performed for nalf of the Ss in each
group on the final 1list, pooling over Ss (S = 10) and trials (T = 5). The
tree structure of organization for the Compatible and Conflicting groups are
shown in Figures 27 and 28. The 12 items which transferred from the first

list for each group are typed in upper case. It can be seen that first-list
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Group 2A: Compatible List 2
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(;roup 3A: Conflicting List 2
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items form the most highly organized'groubs in List 2 learning for the

Compatible group. Of the 14 final-list categories, the diameters of the

" old categories rank 1, 2, and 6.16 Over the five trials of List 2, the

Conflicting group reveals substantially the same orga'nizationa.l pattern.
The grouping of the old items from List 1 has evidently been discarded in
favor of the appropriate final-list categories. The residual effects of
first-list organization may, however, be discerned in the order with which
the old items merge in the List 2 categories, shown in Figure 28, Of the
12 old items, nine ai‘e the last to join, i.e., least integrated members of
their respective categories. A result this extreme or more has a chance
probability of 0.006 on the null hypothesis of random orderings within
categories.

It sppears from the group M-grams, then, that the Ss in the Conflicting
group failed to snow a sustained deficit in List 2 performance, relative to
the Compatible group, because they were able to ciiscard easily their prior-
list S-units. Hence their old organization did not interfere with the
development of an appropriate strategy for List 2 as much as had been
intended. To test this explanation, the following analysis was performed.
The proximities between all pairs of items were computed on each trial of
List 2 learning separately for all 8s in the Conflicting group and pooled

over Ss. A group matrix for each trial was thereby produced giving the

l60ne of the final categories--drill, practice, exercise, teach--does
not appear to have been consistently recalled as a unit by these Ss. In
particular, the word teach does not function in recall as a member of the
category. In this connection, it should be indicated that proximity analysis
can be used to evaluate the success with which categorized materials were
chosen. C(Category norms (e.g., Battig & Montague, 1969) do not provide a
measure of the strength of a set of instances to the category label, but give
instead the strength of the reverse association, category name to instance.
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recall relatedness »f item pairs. From each matrix, all pairs belonging to

the three L-item categories carried over from List 1 (e.g., foot, yard, rod,

meter) were extracted and their proximities were averaged. This provided an
index of the strength of first-list‘ organization during the acquisition of
a conflicting second list. In a simiiar fashion, average proximities were
obtained within the 12 "appropriate' List 2 categcriesl7 (e.g., foot, arm,
eye, nose). By design, the Compatible Ss learned only "appropriate"
categories on List 2, and the within-category proximities were computed
on each trial for this group. The results appear in Figure 29, where the
withivn-category values are plotted as.a function of trials of List 2 learning.
Despite the fact that presentation on Trial 1 was blocked according to the
nev (appropriate) categories, the inappropriate categories of the Conflicting
group still maintained considerable strength on this trial. The graph shows
a progressive disbanding of the old categories thereafter. From Trial 2 on,
all Ss received the words in random order, yet the upper curves indicate that
the appropriate categorization had been readily picked up by both groups.
Compatible Ss, having had prior practice recalling three of these categories,
recall them in slightly tighter-knit groupings than Conflicting Ss.

Although Ss in the Conflicting group seem to adopt readil& the new
stimulus categories, it is possible that some residual effects of their
prior learning experience remain during second-list learning. Assuming (for
the present) that a categorized list would normally be organized hierarchically,

then to the extent that two competing modes of organization contributed to the

l'TTwo categories on List 2 were completely new for all Ss (e.g., dacron,
nylon, linen, satin). These items were excluded from the gne.lysis.
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order of recall of these Ss, one would expect the Conflicting group proximities
to diverge from a true hierarchy. Application of Johnson's clustering ]
algorithm always produces a hierarchical representation. However, the
numerical index of fit to a hierarchy, described in Appendix B, allows the
examination of possible residual effects by comparing the fit values of the
Conflicting and Compatible groups at various stages of List 2 learning. The
group proximity matrices described above were clustered for each trial by
-the diemeter method, and the measure of balness-of-fit was computed for

each solution. These values, plotted in Figure 30, show a progressive
decrease over trials. That is, for both groups, the modal organization
becomes increasingly hierarchical as acquisition of the second list proceeds.
On Trial 1 the hierarchical fit for both groups is quite poor, but the
Conflicting group fits least well, suggesting some carry-over effects of
prior organization. Beyond the first trial, however, the two curves do not

differ.

Rl araty SPRateny

It seems relatively clear, then, both from the group M-gram (Figure 28)
and from the analyses just discussed, that the Conflicting group was bdbut

briefly hindered by their old organization and readily abandoned it. The

O BT S s IR ke 10

blocked presentation according to the new categories on Trial 1 was evidently

sufficient to pfoduce a stable realignment of mnemonic units for the remainder
of List 2 learning. It would be interesting to know whether Ss could .as
eusily discard an inappropriate prior organization without the additional

cues provided by & blocked input order.

QY SO T T [ T SR 2 e

In its strong form, Tulving's original explanation of the negative

transfer effect in free recall (Tulving, 1966) implies that mnemonic units
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remain more or less intact when the items they contain reappear in altered
context on a second list. The reanalysis of Ornstein's experiment clearly
demonstrates one counterexample to the stirong interpretation of Tulving's
explanation. Tulving's argument can also be interpreted in a weaker sense.
According to this alternative interpretation the original mnemonic units

do not necessarily persist in the transfer stage, but mey be actively

modified or abandoned. The present results are in agreement with this
account and suggest the need for more detailed study of the conditions
under which prior-list organization will transfer and to vhat extent its

maintenance is under S's control.

4.5 Summary )

In summary, data from two experiments concerned with part-whole transfer
in free recall have been reanalyzed and discussed in terms of the method of

proximity analysis. Both experiments attempted to test implications of the

. organizational explanation offered by Tulving (1966) for the finding of

negative transfer in this paradigm.

Ir the first experiment, the extent ‘to which Ss could meke use of
prior-list S-units in learning the final list was manipulated by blocked
presentatibn of the final list. Proximity analysis of the final list
protocols revealed that the major difference between Ss whc; had received
random presentation and those who had had the advantage of blocked input
lay in the greater ability of the latter Ss to make use of higher-order
units from the prior list.

In the second experiment, Ss whose prior-list categories were appropriate

for learning the final list showed a slight facilitation with respect to a

) 142 8. ?_' :..
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group whose initisl 1ist contained categories which conflicted with those
on the final list. By analyzing the manner of organization for both groups,
it was possible to come to a clearer understanding of these results. The

Compatible group M-gram indicated highly cohesive groupings of the items

e e e e

which had appeared on the prior list. The analysis for the Conflicting
group showed, however, that these Ss did not heve a great deal of difficulty
in discarding the S-units developed earlier in favor of the more appropriate

groupings for List 2.
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CHAPTER 5

SUMMARY AND CONCLUSIONS

The present research has been concerned with the development of a
technique for studying the structure of organization in free recall
learning. The existence of higher-order units in recall is typically
inferred from consistencymin the order of recell over a series of trials.

Sterting with this observation, it was proposed that the degree to which

pairs of items shared common membership in a higher-order unit could be
indexed by the ordinal separation or proximity between pairs in the recall
protocols. By applying methods of cluster analysis to the interitem
proximities, it was shown that a description of the pattern of organization
and _{:he contents of higher-order units could be determined.

An experiment was performed involving acquisition and retention of
a hierarchically categorized list. This experiment led to the following
conclusions regarding the method of proxirﬁi-t&-griai&_sﬁ{s: (1) The cluster
enalyses produced results which were consistent with E-determined patterns
of organization. (2) Measures of the amount of organization derived from
the proximities produced results essentially equivalent to those obtained
with pcevious measures. (3) The patterns of organization developed during
acquisition were maintained in the retention test. (4) A simulation experi-
ment with ertificial Ss matched in recall performance to real Ss demonstrated
that the method performs appropriately when no organization is present.

Data from two studies of part-whole transfer (Ornstein, 1970) were
reanalyzed by the proximity method. For these experiments, the analyses

confirmed the hypothesis that the amount and direction of transfer in

-131-
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part-whole learning depends on the congruence between the subjective units.
developed in the two tasks. Reanalysis of the first experiment prbvided

¢ direct evidence that negative transfer in such situations is accompanied

by a failure to maintein the prior organizational units. In the second

2 experiment the direction of transfer had been predicted as a function of

é the appropriateness of part-list organization for learning the whole list.
Sustained negative transfer was not obtained when the two lists conflicted

in organization. The proximity method indicated, however, that the conflict-
ing part-list organization did not persist into the test stage. It is
concluded that the method of proximity anaLysis can be useful in testing

theories concerned with the structurel relations among items in memory.
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APPENDIX A

" FURTHER DEVELOPMENTS OF PROXIMITY ANALYSIS

This appendix describes several extensions and elaborations of the
proximity technique presented in Chapter?. The first section dee.ls with
the problem of handling repetitions and intrusions. The second section
considers the problem of determ1ning the organization of the a.verage
subject in a group, and the assumptions this entails. Following, some ways
to explore individual differences are discussed. A ‘third section considers
the use of interword response Vtimes to index item rela.tedness when orel
recall is obtained. | i |

A.l Repetitions snd Intrusions

In free recall studies, suhjects typica.lly .produce words in output
which did not appear on the input lists, and produce the same word" more
than once on a given trial. Without strong reasons for excluding these
"exrors, " intrusions and repetitions should be considered as integral to
the data as responses scored correct. A complete discussion of the
measurement of organiza.tion in FRL, therefore ' should ma.ke exnl icit the B
treatment of such responses. | " .

" To discuss “the approa.ch ta.ken here ’ conSider a list of lO items de- :

noted by the letters A through J ’ a.nd suppose that 8 sub;ject on a given ;

triel has produced the sequence

¢.B .G A-X 3 B D

Ane LN DI

he subject thus has one intrusion. (the item X) and one repetition ‘({tem B).
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Repetitions have most often been dealt with by arbitrarily ignoring all but

one occurrence of a list item, usuelly retaining the first. Since there

" is no reason to favor the first or second occurrence of B in the list above,

we shaJ_‘l. con51der both as potentially mformative. If item B is in fact
organized for this subject along with items c'a.na. G, rather than items “J
and D, this should be indicated by the contiguous occurrence of items B,

C , and G on other trials ’ thus giving larger proxim:.ty scores over a block

of trials for B with C and G than with J.

There is another case in which th= argument for retaining all mstances
of an item is more compelling. It is plausible to think' of an orgamzed
schema as building up in stages, with S-u.nlts grow1ng 1n size ’ and perhaps .
breaking up, reorgam.zing, and merging W1th 1ncreased practice. Now, if

we analyzed the trials prior o the one shown above and; separately, the

trials follow1ng 1t ’ finding that B clustered with items C and G in the A

former block of trials but with J and D 1n the latter, ‘then the occurrence 3
of a repetition on the given trial would be quite sigm.ficant. With reason- o
able conf:.dence we could 1nfer this trial to be the locus of ‘the reorgam.za-.
tion of memorial units. ) | | '

. Since extra-list 1ntrusions are usually highll.}r 1d:|.osyncrat1c (except, R

as Deese, l959, has shown, where all members or a list are free associates

of & glven word), a.dd:l.ng them as a.dditional words 1n the analysn.s wn.ll *

probably not be overly revealing.. The position in’ which an 1ntrusion

' : occurs s however, is important. ‘I'hus while we do not want to count X as an

,additional 1tem 1n uhe sequence given € arlier, we still want to say that

A occurred two pos:l.tlons away “rom J, rather‘ than one. When it is mporta.nt: S

“'to cons:.d=r specif':.cirt us:.ons ;. as lS the ..,ase in Deese (1059), these vords_‘
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may be added to the proximity matrix as additional rows and columns and -

included in the cluster analysis. '

- A.2 Group Data and Individual Differences

One asset of the proximity method is that it allows a 'determination of

the organization displayed by each sub,j"ect. - There are practical reasons,

however, for which an investigator will want to ccmbine individual data a.nd
determine if there are any components of organization common to a group as

a whole s or whether there are empirically jdentifiable: subgroups of sub,jects
organizmg in different ways . though the imrestigator would like to know |
that statements he ma.kes about a group hold as well for individual subj ects, |
there is a danger of being buried by an avalanche of data. 'If at the out-
set he performs a separate cluster analyns for each subject ; he may lose

‘sight of the forest for the trees. It is often wise to begin simply and

- look at the "modal" or "typical" organization for a group. If the method

of proximity ane.lySis is to be generally useful, it is desirable that it be

- sufficiently flexible so that the level of detail can be chosen to suit the B

needs of inquiry.

Estimates of proximig[ from g'oup data. , There are several alternative _ .

o assumptions concerning the nature and importance of indiVidual differences
| in organization which might motivate an analysis of group organizational

E '_ structure. First, one may assume that all sub,]ects organize in essentially‘v._‘[
] the same way and that any differences between subjects represent minor ’ o

i randcm variations from tb" “organizational strategy which is believed to

characterize the recall behavior of the group. In the light of Marshall s -

(1905, lObT. E.m II) studies 01 idiosyncratic clustering, this assamption
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seems appropriate to the extent that there is a strong or transparent
'organization inherent in. the list itself, as for example in categorized.‘
lists.’ In this study pairs of items were selected at varying levels of
associative relatedness (Marshall & Cofer s ;] 963, » measure) -As MR N
level 1ncreased (items rore. "ob,jectively" related) ’ sub:jects ind:n.c-ated
successively fewer idiosyncratica]_ly related item-pairs and these accounted |
for a decreasing proportion of their total clustering scores. Additiona]ly,
Tulving's (l962a) work 1ndicates that there is some degree of communality
of subjective organization across subjects learning unrelated words 5 and
that this overlap increases mth practice in FRL

Alternatively, an :mvestigator may decide that the only interesting

aspects of organization are those which _ar C ommon to the ma,jority of

sub,jects'. Recall strategies which are shared o"""""-within small subgroups

are felt to be ummportant .

'The date from individual sub,jects I

;t—

e_co 'ined tov“give group estimates

of proximity in a variety of ways. to;'__cons1der all of

_the data. for & group ‘as if it were 5 replicati _,_ingle sub,ject and

take the average proximity over all subr_

the pair (i:J) were recalled' .‘”vFo'f_ "
,.the proximity of items |
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Equivalently, this Vmay be described as pooling the protocols for all subj ects

for S - -(t2 -ty 4 1) trials.

It should be noted that 1t must be possible to consider subjects

over trials t,. to t, and consn'.dering these as the recall of one subject

- strictly as replications in order for averaging to give meaningful results.

For, if subjects organize very differently, the average proximities may
represent the organization of none of .them.

To illustrate the problem of averaging when subjects are orgenizing
in radically different ways ,' suppose three subjects, I, II, and III, learn
a list composed of four items, A, B, C, D. Each of our hy'pothetical sub-

Jects forms two S-units of two items each, but to be perfectly d:l.abolical,

. each subject chooses a different one of the three ways in which th1s- can

be done, ViZQ F

ia, B, [c, 0]

-

‘11:° [A, ¢] , [B, D]

IIT: (A, D]' , [B, c]

~ Assume that on each of eight tria.ls, each subgect recalls all four items in

a different one. of the eight poss:n.ble orders consistent w:l.th his organiza-

| tion. For 1nstance, sub;ject I could recall A,B,C D, A,B,D,C, C,D,A,B, ooy

but not, say, A,C B,D. The upper sect:Lon of F:l.gure Al shows the proximities
which would be derived from such protocols. For sub,ject I ’ the pairs (A,B)
and. (C D) both have i an average proxim:l.ty of 3 0, the maximum for a .f.‘our- : |

item list. All other pairs have a proximity or 2.0. Sub;jects II and III

"each have the same d.istribution of prox:.mity scores ’ but arranged accord.lng | |

to the composition of their S-units. The clusterings at the bottom of

160

9";."1; )
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Figure Al show the organization of each subject clearly. When we average

e e A T TN

these proximities over subjects, however, all infomtion »concerning
organization is lost; the group proximities are uniformly equal to 2.33,
and the clus.t_erj'an’a.lysis portrays _‘ an undifferentiated four-item group.
When there are relatively strong groupings built into the list by the
experimenter, it is to be expected that most 'subjects‘will ‘display. them in
recall, and averaging will not cause undue concern. " More- caution is R

requ:.red with unrelated lists and lists whose items have been drawn from

weak levels of some scheme of relatedness ’ e_..g.., assocviat:l.ve frequency,
‘taxonomic strength, | concept dominance, etc. In any ca‘se,. :I.f the cluster
analysis of group data reveals item'gr'oupings whi’ch cluster at relatireiy
h:l.gh levels of'proximity, ‘that "'is to-say, the clusters are highly}'compact,
then univocal organization may be 1nferred. | Figure Al} ind.icates’ thet the -

effect of aggregatlng d.:.scordant organizat:l.onal groupings is to contract

the prox:l.m_tles to a middle range, i.e., to reduce their var:l.ance. High

average proximities can on.'ly obtain’ for groups of 1tems wh:l.ch cluster in

reca]_'l. for most of the sub,jects m a group. |

Indiv:.dual dlfferences 1n orgamzational strateq In the last sect:.on

it was shown that the averaglng of prox:.mities over all sub,J ects in a group
is only appropriate to the extent that sub,jects are a]_‘l. orgam.z:.ng 1n the

same manner. When th:|.s nomothetlc analys:l.s is ruled out, because 1t is

_not valn.d, the 1dioyaphic alterna.tive of separate analyses for each indJ.-_ ;
; vidual may be equa.u.y unattractive because :|.t is unwieldy. “ | L |
‘ Individual di.fferences in orgamzat:l.on can be thought of as ar:l.sing .

from a. combination of three components' (a) completely idlosy'ncratlc ‘

: "dn.fferences reflect:n.ng personal verba.l predispositzons ’ (b) systematn.c

. ot .:y‘." ~'c'1..- . R
f61
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differences between 'sub;]ects' which nonetheless are 'unpredictable » perhaps
for lack of appropriate predictor variables ,-and (e¢) systematic differences
which are predictable in practice. Only when differences in organization
are mostly of type (c) is it poss1ble a priori to sort subj ects into |
homogeneous subsets -and determine the orga.m.zation for the average
ind.ividual" in each subset. V‘When the varieties of grouping strategy
anployed by sub:J ects are not pred_ictable, it would be desirable to have :
some technique to determine empirically any systematic d:n.fferences which
do exist y and to dcatermine the orgamzation corresponding to each such
empirical strategy. | |

One techm.que which bridges the gap between the idiographic and
nomothetic approaches is the ind.ividual differences model for multidimen-
sional scaling developed by ‘I‘ucker and Messick (1963) In this procedure’ .

the half-matrix of proximity values for each sub;]ect is strung out in a

- -

single column-vector of N(N - l)/2 elements ’ for N 1tems. The vectors '

for individuals are arranged s:.de-by-side to form the group data matrix ’

G, a stimulus -pa:‘ rs by sub,jects ma.trix. ‘I'he matrix G 1s factored 1nto

principal components ’ treating sub:j ects as variables. As a result of this

factoring, G is approximated by the product of - two matrices (Figure A2),

-mrQS

where m = N(N - l)/2 and the subscripts give the number of TOWS: and

. columns of each matrix. If all subjects are organizing in the same way,

then each pair ‘ of items should have roughly equal proximity values across
all subjects > and only one "significant " component will emerge. The number, |

r y of substantial components actuaJJ.y obtainea represents the number of }_

163* E :
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ways in which subjects differ-in the structure which they impose on the _

" items in their recall, i.e., the 'mnnber of distinct "organizational view-

points.”

The mabtrix Q gives the load:n.ng, or relat:we weight s of each sub.]ect
on each of the r orgamzat;-..onal v1ewpo:|.nt d1mens:|.ons. Hence, each sub:ject
mey be classified according to a (hopefully) small number of rievipoints.

The matrix P contains the ioadings of stimulus pa_irs on the dimensions

of organization. Typically, the metrix P is rotated to a mstrix P*

for ease of interpretation. The rotation is usually performed accord;l.ng

to some criterion, e.g., simple structure in the factor space of 1nd.1v1duals ’
or‘by selecting some "i 'idealized™ 1nd:1.v1dua1s in th:l.s space. Each of the

r columns of P* containsproximity estimates of the item pa:l.rs for a

given empirical viewpoint, which can be airajed in r separate _N_' by N
proximity'ma.trices .. | | E

In the Tucker and Mess1ck procedure , each of these v1ewpo:|.nt natrlces '
is then analyzed by multld.lmenslonal scaling to y:Leld a spat1a1 representa-
tlon for each viewpoint. With data from free recall protocols , however,
the viewpoint proximities can be 1nput to the cluster analysls procedure .
to determ:.ne the h1era.rch:|.cal structure for each d:.mensmn of orgam.zatlon.
The analysls 1nd_1cates that ’ of the 8§ 1ndiv1dua1 prox:.m:.ty matrlces,

only r of them represent dlfferent organizatlonal schemes, and each

' sub;ject s proximities can be g:l.ven as a comblnation of fhese r v1ewpoirrts. |
If r= l- ’ 1.e., only one v1ewpoint ex:Lsts, then the f:.rst pr1nc1pal com- ‘

o ponent o*‘ G Wlll a.pproxmate the average proxim_tles. '

Because it is based on the 1inear component analytic model the

’ 'I'ucker-Messick procedure places sorong metric restrictions on the data -
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Proximity matrix
- for individual
. subject

Organlzatlonal

Subjects s viewpomts - Subjects

Stimulus |
pairs

C ooy —— L—Jwn-y

Proxlmlty matnx
' for vnewpomt

‘Fig. A2. Outline of Tucker and Messick's procedure R

foi' individual differences b.nalysis. e anl
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which may not always be fulfilled in practice. In particuler, the method
requires that the input distance or proximity est:unates be measured on & ratio
scale. An alternative approach to J.nc.'i.'Lviduai| differences, and one which is

more directly related to hierarchical clustering is presented in Appendix B, ,

.where the general problem of comparing clustering solutions is considered.

A.3 Interword Response Times

The discussion in Chapter 2 was based on the idea that the orgam.zation

displayed in free recall output could be 1ndexed by 1nter1tem proximitles.

Methods of cluster analys:.s could then be used to locate groups of 1tems which

are highly proximal throughout recall. The cluster a.nalysm gives an overall
picture of the 1nferred orga.nization of the list, but one in wh:l.ch the finer
details can sometimes be discerned. | |

When recall is obtained in written form, the da.ta for each sub;)ect con-
sist of an ordered list of the 1tems remembered on each trial, For lack
of any ade.t:l.onal 1nformation, the proximity of two items ’ both recalled on
a given trial, was specified in terms of the number of :|.tems 1ntervem.ng
between them.‘ ‘l‘his is equivalent to assuming ad,Ja.cent items to be equally
spaced along some latent continuum of recall proximity. If, :|.n the example
given in A l, 1tems C and B formed one S-um.t E while G and A formed a.nother,

the method would nevertheless ass:.gn the sa.me proximity score to (B,G) as to )

(C,B) for that tr:n.a.l. ‘l‘his is all that can be done oo,]ectively, s:.nce written

recall gives no 1nformat:|.on concerning the length of 1ntervals between items. 1

]'.[t is for tnis reason that average proximity over some block of trials

' was suggested. If, in the example, (C,B) and (G,A) are really separate

functional units in recall, then one ~oulc expect that C and B would usuallJ
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The situation is different 2 however, when sub:jects are required to
produce oral recall. In this case ’ it is often noticed that subjects
typically recall items in bursts, i €y groups of words whose interword

response times (IRrs) are substantially sma.ller tha.n the IRTs of immediatelj

( preceding and fo]low:.ng words. In a study of the associative structure of

jtems which are recalled in bursts s Pollio, Kasschau, and DeNise (1968) con-
cluded that "when Ss are asked to recall highly structured word sets s the.
temporal characteristics of ind::.v:.dual recalls are markedly irregular ’ with

fast recall sequences containing highly similar and associatively related

| words and with slower recall sequences containing less similar and more

weakly connected words " (p. 196) Similar conclusions may be derived from

) _-the studies of Bousfield and Sedgew:l.ck (l9ll-h) on continued associations to

category labels ) €8y names of animals For data averaged over a group

| of sub,jects, the cumulative number of responses to a category *1ame as a
‘ function of time describes & smoothly increasing (negative exponential)
‘} curve. The corresponding curves of :|.nd1v:|.duals > however s reveal that

individual sub,jects typically respond in bursts, composed of items from

some subclass of the category, e.g. s wild animals ’ household pets, etc.
B The IRT between two recalled words > then, can be ta.ken as a measure |

:|.nversely related to the probability that the words belong to a ﬁmctional .

umt or chu.nk The shorter the time interval between production of the -

items, the more likely it is that the items have been chunked. Therefore ,‘ S |

be quite prOximal in a. series of trials ’ as would G and A, whereas y €eey

B and G might be close together in recall on some: trials and di.,tant on

o other trials. When averages are taken over sone ‘block of trials (Eq. 2. h-),

' the pairs (C;B) and (G,A) would have high proximity, whereas the proximity
of (B,G) would be lower. S
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. the organizational prox:.m:l.ty between items assessed in terms of the response-

time scale should provlde a more adequate representatlon of the way in which

the items have been orgam.zed by the sub,ject. B
The use of IRTs corresponds to a transformatn.on from the scale of out-
put position to one of response tjme, T On the former, intervals between’ |
items are presumed, but are nnlikely to be,_ equal; on the time Ascale ;- :|.nter-
vals on the scale itself are (at least physica.]_'l.y) eQual,' whereas intervals
between items are assumed to reflect the:|.r broxmlty in the sense used here.
By bbtaining oral recall and using IRTs in the analysls of organ:l.zation » it
may be possible to gain 1nformatlon that is 1gnored when recall is written.2
This tra.nsformatn.on of the scale is carrled over to the proximty
measure. For use with IRTs » the proxlmity between any pa1r of 1tems,
(1,3) , may be. expressed (ef. Eq. 2 h) as
vijk.{'l‘ ..-'-‘ _ITik - Tjk_” »

it n,

ij

wvhere T is the total time aJ.lowed for recall - (constant from tr1al to tnal) y.

Tik is the latency of recall of :|.tem i on trlal k deﬁned ,Just in case

ik =1 . The ongin of the t1me scale may be taken arbitrarlly at the

. start of the recall period. | E

2Stnd.les by Craik (1969 , 1970) and. Murray (1965) have shown a sma_l but}

- cons1stent superiority of. written over ‘spoken response in FR. This differ-

ence accordlng to response mode appears.to be 1ndependent of mode of pre-
sentation (Cra.lk, 1970) However, if recall scores-are broken down into .

- PM and SM components (Waugh & Norman, 1965), the output modality effect
o appears only in.the primary. memory ‘component. Secondary memory, presumed

to be the locus of sub,ject:we orpanization ('I‘ulvmg, 1068\, is independent
of outout r'xodaa.1 1tJ. o
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An analysls of the organiza.tion of items over a 1arge number of tria.ls

5 ' is unlikely to be. very d.ifferent whether we measure proxi.mity a.long a. sca.le

of ord:.nal position or response time. It is predlcted, however 5 tha.t the

'1a.tter scale will gn.ve a. clearer p:.cture of the cha.nge or deve].opment of

" orgemza'cn.on over sma.ller blocks of tria.ls
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' APPENDIX B.

COMPARISON OF CLUSTERING SOLUTIONS

The fac*' that clustering procedures of the type discussed here a.re

discrete ’ nonprobabilist.u.c methods requiring relat1vely weak cond:itions on

the data has in part led to their appeal to investigators in diverse f:l.elds. ._

.For substantive and theoretical reasons, hierarchical representations find

‘application in a variety of research ef‘forts concerned w1th verbal behavior .

(Mart:l.n, l970 Miller ’ l969) ‘ One may therefore predict an increasing use ‘

of hierarchical clustering me uhods in psychology. While such techm.ques

_have great usefulness as exploratory, hypothes:.s-generating methods, the _

same properties reSpons1ble for their appeal apparently reduce their utility

as confirmatory, hypothes:.s-testing methods That is ’ because clustering

» techmques are discrete ’ giving rise to a nonprobabilistic structural S

descript:Lon of data whj ch 1s treated as error-free ’ they are well suited

-to exploratory work. Given these properties ’ however, 1t is difficult to

- see how the problem of "significance of results may even be discussed, no

less solved .

The explicit concern of this report 1s with the application of cluster "

; analysis to the study of free recall, ‘and- not with such problems specif-ic ' -_',"'_ £

to cluster analysn.s per se. Nonetheless '3 1t is inevitable that such

success of this application. L ; L o . ”

Two bas:Lc problems are of 1nterest. | The first concerns the comparisonf. f: :
- of clustering solutions for different SubJGCtS or groups, and the second

- ‘ concerns the good.ness-of-fit of, a given set of data to a hierarchy. o

10
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B.1 Comparison of Clusterings

Given two hierarchical clusterings, Hl and H2 )y we desire to express
: their congruence ox or similarﬁf One approach to this problem may be in-
dJ.cated as follows. From Johnson s a.nalysis of h:Lerarchical clustering
schemes we know that there is an exact correspondence between a hierarchical

tree structure on a set S of N obJects and a distance matrix on S x S

vsatisfying the u.'l.trametric inequality. Hence the comparison of two tree

structures may be reduced to that of expressing the. s1milarity between two

distance matrices Wthh satisfy the UM[
A hierarchical clustering, [{c] 8] , consists of a sequence of

partitions, or clusterings, {c } = O’Cl"" ,CN such that each cluster

in C is obtained by merging the clusters of Cz s together with a set

241
of numerical levels, 82 y 2 =0 ,l,. .o ,N whose values represent the

diameter of the clusterings C, . The ultrametric corresponding to H

©

may be defined by a matrix D

D(1,3) glven by
D(1,3) = supy(8,) , 1,jC, -

In words, the ultrametric distance between objects i and J is the diameter

of the clustering Cz in which they are. first Joined in the same cluster.

Let dl’ d2 be real valuved symmetric matrices of dissimilarities on

SxS8. In the present application, dl and d,2 could be derived via

Eq. (2.5) from the proximity matrices for two subjects in free recall. If

Hl and 1{2 are hierarchical clusterings derived from dl and d2,

respective_la.r, the congruence of Hl and - H2 may be assessed in terms of

G,

R T O eI T SR A v ars e T

some measure of the similarity of D, to D, . Let M, be the set of all
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dissimilerity metrics d on the set of objects, S x § ; similarly define

ljD as the set of a.ll ultrametriecs D induced on S x§ by the clustenng of
‘53 d . Then M may be regarded as a subset of (N/2)(N - 1) - dimensional

' space, in which Dl and D2 are represented by points. A measure of the

‘ distance between these pqipts , and hence of the discrepancy between I-Il

and H

> is provided by

) | 3
p(0ysDy) = | FF=T) ZE 0 (1) -3 NPl S

that is, the root mean square discrepancy between comesponding elements.
Hence p is a metric on p_iD . | |

. Given a group of s subjects, and clusterings Hl H2, ve .,Hs s We may
compute . p gh = p(Dg,Dh) for all pairs of subjects and array these values

in a matrix R = {p gh} . Then R may be analyzed by suitable techniques,

€.8.) multidiﬁensional scaling, or a "second-order" cluster analysis, to
determine individual differences in the structure of the hierarchies.

An alternative approach has been suggested by Gruvaeus and Wainer
(personal comunication)l who have proposed as a measure of similarity
between two hierarchies the element-by-element correlation of Dl and D2 ’
and have written a computer program to perform these calculations. Our
preference for the distance measure given above stems from an uneasiness
regarding the ability of a correlaﬁion coéfficient fo discriminate adequately
among degrees of similarity between'hierarchies in the ra.nge‘ typically of

interest. In the present application, subjects will tend to have some

lThe present development owes much to the work of Gruvaeus and Wainer.
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~ situations it is not clear (a) that the elements of D,

B-k

degree of overlap in the way in whic‘h‘,they organize a set of verbal items ,'

which tendency ‘increases over repeated free récg.ll trials (Tulving, 1962a)

and as a function of the a priori relatedness of the stimuli. In such

’

D, end D, will be

linearly or even monotonically related and (b) that the correlation between

elements of D.'I. and D2 will reflect only the degree to which the corre-
sponding hierarchies are similar » and . not uother , irrelevant aspects of their
distributions‘. The vagueness of th;e preceding comments should be taken to
imply that both suggested measures be considered tentative until their
‘behavior in situations of interest is better understood. The nature of the

problem suggests the need for Monte Carlo work.

B.2 Goodness of Fit

In section 2.5 we raised 'Ehe question bf the degree to which a given
empirical distance matrix conforms to tfe ultremetric inequality, i.e., to
what extent fhe matrix has exact tree structure representation. Johnson's
minimum and maximum methods will give identical results whenever the UMI is
satisfied, and interpretation of the results would involve no choice between
the two. With real data, some devié,tions from the UMI are to be expected,
if only due to random error, and in some situations, a tree structure repre-
| sentation may be grossly ina.ppropriate. Since J;Shnson's clustering procedure
will always find a hierarchical solution for any set of data, it is obviously
desirable to be able to express a degree of confidence'in the adequacy with

. which a given set of data is so represented.

A variety of ad hoc solutions 'ma.y be propdsed to deal with goodness of

fit. Some possible approaches ere: (a) The UMI states a relation to be

.
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satisfied by the distances between all sets of three objects. A rough
indicant of the degree to an émpirical dissimilarity matrix satisfies

this relation would be given by the proportion of triples in which the

T

UMI hoids. (b) When a data matrix has exact tree structure, all nodes

in the hierarchy will be identical under the diameter and connectedness
pmethod solutions. Miller (1969) has proposed counting the number of nodes
in common between two solutions as an index of fit to a hierarchy. In
assessing the value obtained for a given set of date, he compared the -
result for real data with that found for' "statistical sﬁb:jects. "

The approach of the previous section‘ can, however, be expanded to deal
with the problem of goodness of fit. Again, let d be a matrix of dis-
similarities and D the ultrametric imposed on d by fitting a hierarchical
clustering scheme. A measure of the distortion introduced in representing

d by the tree structure may be given by
2
)

; sx(a.,, -D
; - iy i
- | 0(a,D) = la - ol _)i# > .
, lid £Td
iy

While no distribution theory has been worked out to allow precise tests |

of fit, experience with this statistic suggests that values under 0.1, or

AR Dt

lO%, may be regarded as adequate. An unnormalized form of p has been

i proposed by Hartigan (1967), who considered the further problem of finding

trees to minimize the mean square discrepancy over MD .

For some purposes it may be desired to determine whether the maximum
method or the minimum method represents a better fit to a given set of

data. In the maximum method, each merged cluster becomes more distant from

some other clusters end nearer to none. Under the ninimum method, the

:
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reverse obtains. Therefore,

Dy (133) S a(1,5) D, (8,3) , for all 1,je8 ’

and D are the ultrametrics induced by the two methods.
Thus the maximum method éffec'bs an expans_ioh of the system of objects,
while the minimum method causes the systemto’»contract. .[t is conjectured
that D nin is the largest ultrametric such that D < d ; and Dmax the
smallest ultrametric for wvhich d < D holds, size measured it the sense

ot |off . |
Thus, a measure of the goodness of fit of the maximum method relative

to that of the minimum method is provided by the expansion ratio,

TS A s 12
. P (d’Dmax). - "d N Dmax"
PP(aDy,) - oyl

zzla(1,3) - D (1,4)1°

z2la(1,3) + Dy (L,3)1°

Vaiues of E > 1 indicate a smaller mean square €rror in fitting the dis-

gimilarities by the meximm method than by the minimum method, and vice

versa for E<1.
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