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Chapter 1

Introduction

The hydrogen atom has a long history as a testing ground for new physical
ideas. It is one of the most simple bound states one could imagine, consisting
of a single electron and a much heavier proton and thus it is very easy to
treat theoretically and to measure very subtle effects experimentally. [Balmer
(1885) first discovered the spectral lines of hydrogen due to transitions of the
electron from higher excited states to the first excited state above the ground
state. Balmer| found that the wavelengths corresponding the spectral lines,
the so called Balmer series, follow the law

1 1 1

Already in 1888, Rydberg presented an empirical formula,

2
Afi n; ny

)

1 1 1
= Ryd (—2 — —) , ng,n; €N, ng > n;, (1.2)

which describes the wavelengths of transitions between two different states
of excitation in terms of two integer numbers. Later these were identified
with the principal quantum number of the hydrogen atom, of course. The
Rydberg constant Ryd which occurs in eq. ([1.2) amounts to ~ 1.1 - 107
m~!, which corresponds to an energy of approximately 13.6 eV. The series of
spectral lines corresponding to transitions to the ground state were found in
the ultra violet by |Lyman| (1906) and more spectral series of hydrogen had
been discovered in later years at lower energies.

The first theoretical model that explained the hydrogen spectrum was
developed by Bohr| (1913) in a series of papers. In this model, the electron
orbits the proton on classical trajectories, like a planet orbits the sun, but
the angular momentum of the electron is set to be quantized, L = n € N.
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This in turn leads to discrete energy levels,

_Ryd ma?

E - =

n?’
where m is the reduced mass of the electron in the hydrogen atom and « the
fine-structure constant, introduced by Sommerfeld in 1916. The Rydberg
constant follows here as prediction of the theory. The transitions between
the different Bohr levels lead to the emission of photons with wavelengths
given by the Rydberg formula (L.2).

Already [Michelson| (1892) found that the spectral lines were actually mul-
tiplets of lines very close together. At first this could be explained in the more
refined Bohr-Sommerfeld model (Sommerfeld} (1916]) but it was only with the
upcoming of the new quantum mechanics that a satisfying answer could be
found.

In (1925 Heisenberg introduced a new perspective on the microscopic pro-
cesses of atoms, which was elaborated rigorously by [Born and Jordan| (1925)
and Born, Heisenberg and Jordan 1926, and is nowadays known as the op-
erator formalism. Using this new formalism [Pauli (1926) was able to derive
the Bohr energy levels . Very soon afterward, Schrodinger| (1926)) intro-
duced the wave function and with it the equation named after him. From
this equation he was able to derive the energy levels but with the wave
function he also found the spatial distribution for the probability to find the
electron in the hydrogen atom. Again soon afterward Dirac| (1928alb) de-
veloped a quantum theory which incorporated special relativity at its basis.
The equation named after him naturally included the spin of the electron
and reduces to the Schrodinger equation in the non-relativistic limit. The
Dirac equation can also be solved for the hydrogen atom (Gordon, |1928) and
features the line splittings found by |Michelson| (1892), which are due to the
electron spin (spin-orbit coupling) and relativistic corrections.

In {1947 [Lamb and Retherford| found a further, very small splitting be-
tween spectral lines which was not explained in the Dirac theory. This ad-
ditional shift, called Lamb shift, originates from quantum effects of the elec-
tromagnetic field. The theoretical description of the Lamb shift makes it
therefore necessary to quantize the electromagnetic field. The extension of
the quantum mechanics of point particles, interacting via a classical electro-
magnetic field, to a quantum field theory had been developed much earlier
in the 1930’s (citation needed!). It is a theory of quantized fermion and
photon fields, the quantum theory of electrodynamics, and was called quan-
tum electrodynamics (QED). For two decades, however, serious divergences
which occurred in the calculation of observable quantities made it unclear
how to make use of this theory. The experiment of Lamb and Retherford

(1.3)



(1947) constituted an important guide for the theoretical development in this
point, because soon Bethe (1947) found a way how to extract useful infor-
mation out of QED despite divergent expressions. Subsequently the theory
was elaborated mainly in several series of papers by Tomonaga| (1946); Koba
et al.| (1947a,b); Kanesawa and Tomonaga (1948ajb); Tomonaga and Op-
penheimer| (1948) and independently [Schwinger (1948a,b|, |1949allb) but also
independently by [Feynman| (1948cja,bl [1949bllal {1950) who introduced a new
formalism of the quantum theory and also by Dyson (1949ajb)). |Salpeter and
Bethe| (1951) then elaborated a field theoretic framework for the treatment of
relativistic bound states in which dynamics is governed by the Bethe-Salpeter
equation.

The theoretical predictions now reproduce experimental results very ac-
curately. This is however not the end of the story. In [1948¢ |[Feynman| pro-
posed a new way to view quantum mechanics, which he called the spacetime-
approach, and is nowadays known as the path integral formalism. This for-
malism is equivalent to Heisenberg’s matrix mechanics and Schrédinger’s
formalism and is especially useful in the field theoretic context of QED. It
took a long time until finally to be mentioned: Kleinert’s group the-
ory approach and the solution to the hydrogenic path integral and
effective field theory

The only experimental input that enters into the calculations are the
fine-structure constant o and the masses of electron m, and proton m, from
which the total mass M = m, + m,, and the reduced mass m = m.m,/M
are calculated. The values of these quantities are taken from [Nakamura and
Particle Data Group (2010),

o = 7.2973525698(24) - 1073
m. = 0.510998928(11) MeV
m, = 938.272046(21) MeV
M = 938.783045 MeV
m = 0.510720781 MeV. (1.4)

It is also a common way to represent the value of the fine-structure constant
as a~! = 137.035999074(44). The theoretical energy levels which are cal-
culated will be compared to the experimentally measured values which are
taken from NIST and can also be found in Kramida (2010). Table dis-
plays the experimental results for the ground state 1s up to the 4f state as
well as the relative deviation of the energy levels from Bohr and Schrodinger
theory and from Dirac theory. One can see that even without radiative cor-
rections from full QED, the theoretical models reproduce the experimental
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values very accurately.

This script gives an overview over the fundamental, theoretical methods
in the treatment of the hydrogen atom since the upcoming of the "new”
quantum mechanics in 1925. At the current moment it comprises the non-
relativistic treatment via the formalisms of Heisenberg, Schrodinger and
Feynman and relativistic treatments by the Dirac equation both for the elec-
tron and for the two-particle system of electron and proton. Also the lowest
order of radiative corrections (O(ma®)) is reviewed.

To be included in the future:
1. effective field theory
2. dynamic group

3. Bethe-Salpeter equation
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Table 1.1: Experimental values of the hydrogen energy levels as given in
(Kramidal, |2010) and the relative deviation of the theoretical energy lev-
els from the non-relativistic theories of Bohr, Heisenberg and Schrodinger
(O(a?)), from the relativistic Dirac theory, expanded up to order a?, and
from the QED calculations up to order o’.

State | Experiment (eV) [ Dev. O(a?) | Dev. O(a?) | Dev. O(a”)

181/2 0
2P 2 10.1988055286 9-10°° 3.10°° 3.10°°
251/ 10.1988099034600 | 9 - 10~ 3.10°¢ 3.10°8
2Py 10.1988508929 1-107° 3.10°¢ 3.10°8
3Py, 12.087492922 1-107° 3-10°° 3-10°8
351/ 12.087494224 1-107° 3.10°¢ 3.10°8
3Ds 12.087506341 1-107° 3.10°¢ 3.10°8
3Py, 12.087506364 1-107° 3.10°¢ 3.10°8
3Ds 12.087510821 1-107° 3.10°6 3.10°8
4Py, 12.74853166921 | 1-10~° 3.10°° 3.10°°
481/ 12.74853221952 | 1-107° 3.10°6 3.10°8
4Dy, 12.7485373313 1-107° 3.10°¢ 3.10°8
4Py, 12.74853733962 | 1-1075 3.10°¢ 3.10°8
4D; 5 12.74853922041 | 1-107° 3.10°¢ 3.10°8
4F5 12.748539221 1-107° 3.10°¢ 3.10°8
4F7 12.7485401632 1-107° 3.10°6 3.10°8
Continuum | 13.598433770784 | 1- 1077 2-10°° 3.10°°
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Chapter 2

Heisenberg’s matrix mechanics

Given the problems that the ”old quantum mechanics” of the models of [Bohr
(1913); Sommerfeld (1916) had and the fact that these models were based on
quantities which are in principle unobservable, such as position and orbital
period of the electrons in an atom, Heisenberg invented a novel way to think
about the microcosmos. Only observable entities enter his approach, which
is somewhat similar to classical physics concerning its overall structure but
completely different in character.

The seminal ideas of |Heisenberg| (1925)) were elaborated further mathe-
matically by Born and Jordan (1925); Born et al.| (1926) to become the "new
quantum mechanics”, called matrix mechanics. Since there are many books
on basic quantum mechanics, their formalism is presented here only briefly
in a modern notation.

2.1 Matrix mechanics

Let H be a Hilbert space and H* its dual and [¢) and (x| their respective
elements (i.e. vectors and covectors). We denote the scalar product on H
as (x|¥). The state of a quantum mechanical system is represented by a
vector in ‘H. Given the components 1, = (n|¢) with respect to a basis |n)
the components of (1| are given by ¢’ = (¢|n). From this we deduce the
relation (x|¥)T = (¥|x). Observables are given by operators A acting on the
vectors [¢), which represent quantum mechanical systems. Every possible
outcome of a measurement of the quantity A corresponds to an eigenvalue a
in its spectrum,

Aly) = aly). (2.1)

13
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The expectation value of an operator is denoted by

(Ay = l4lv) (2.2)

{Wly)

One of the "axioms” of matrix mechanics is that the vectors [¢)) are constant
in time, while the evolution of operators A is generated by the Hamiltonian
operator H,

(A, H], (2.3)

where dfl/ dt = A. This equation is called the Heisenberg equation. The
Hamiltonian operator H (from now on simply Hamiltonian) is easily ob-
tained from the classical Hamiltonian function H by substituting dynamical
variables with operators. For example the Hamiltonian for a single parti-
cle of charge ¢ in an external 4-vector potential (P, ff) is obtained from the
classical Hamiltonian function as

(ﬁ_ qff(t, f))Q & (ﬁ_ qﬁ(tv f)>2

o +q®(t, &) — H= + q®(t, 7). (2.4)

H =
2m

However, since operators do not commute in general, this correspondence
principle does not determine the Hamiltonian uniquely. This is to be ex-
pected since one can only derive classical mechanics from the more funda-
mental quantum mechanics and not the other way around.

From the Heisenberg equation it follows that an operator which does
not explicitly depend on time represents a conserved quantity, if and only if it
commutes with the Hamiltonian. For the momentum and position operators,
correspondingly, we have

S X 5

p==17. 1) P = (7). (25)
The second ”axiom” is given by the commutation relations of the position
operators 2/ and momentum operators p;,

[#7,3%] =0, [, br] =0, [, pi] = 6. (2.6)

One might now wonder why this formalism is called matrix mechanics and
also why we even introduced the Hilbert space H and its elements [¢)) if
dynamics are given by the operators, anyway. First, if we chose a basis |n)
every operator A is equivalent to a matrix with components a,,, = <m\fl|n>
In the early papers on quantum mechanics such as the ones referred to in this
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work, a basis that diagonalizes the Hamiltonian His always chosen implicitly
so that all operators are indeed given by matrices in the energy eigenbasis.
The second point needs a little more explanation. One can write down a
formal solution to eq. for operators that do not explicitly depend on
time, ;A = 0. If we define the unitary time-evolution operator U as

ty N-1
Ulty, to) = Texp | —i / dtHt)| = lim T (1—@'At1ﬁl(tn)), (2.7)

N—o00

to n=0

where ¢, = At +t,, At = (ty —t9)/N. The action of the time-ordering
operator T is such that all expressions on its right get ordered with later
times to the left, i.e.

~

Ulty, to) = (1 - mtﬁ(tN,l)) . (1 . z’Atﬁ(tl)) (1 - iAtﬁ(to)) . (2.8)

Obviously U has the properties

Ut tr) = Ut 1), Uty ts) = Ulty, to)U (to, 1),
%f;’“) = —iH (t))U(ts, 1), % = +ild(tp, t)H(t).  (2.9)
The solution to eq. then reads
A(t) = U (t, to) At )U(t, o). (2.10)

In this expression lies the answer to why we introduced the Hilbert space H.
Outcomes of measurements a(t) are given by expectation values

a(t) = (A(t)) = (WIA®)]Y), [¥) = [¥(t0))- (2.11)

Since the prescription (2.10]) basically shifts time-evolution to the operator
U we do not change the predicted outcome of measurements by attaching U
to the vectors |¢),

~

a(t) = WEIAW®),  [W@0) =U(tto)l(t)),  A=Alte).  (2.12)

In going from eq. (2.11)) to eq. (2.12)) we did not change the formalism, but
only the picture of the quantum dynamics. The prescription corresponding

to eq. , where operators evolve and states are constant is called the
Heisenberg picture, whereas the prescription corresponding to eq. ,
where operators are constant and states evolve, is called the Schrodinger
picture. In the Heisenberg picture dynamics are completely given by the



16 CHAPTER 2. HEISENBERG’S MATRIX MECHANICS

operators, thus it is justified to call it matrix mechanics. One should note
that in the Schrodinger picture, eq. (2.12) implies the equation of motion

d(t))
dt

= iy (t)) = Hly(1)), (2.13)

?

which is the time-dependent Schrédinger equation (see chapter |3) for the
abstract vector [1(t)).

Before we proceed to the actual derivation of the hydrogenic energy levels,
let us write down some important relations. Concerning the commutators of
the position and momentum operators one can show by induction that

[y, (#5)"] = —in(a7)"16® ) = [p f(@)] = —iVaf (D),
(@7, ()] = +in(pe)" 0Dy = [F ) =+iVF(E).  (2.14)

A very important quantity is given by the angular momentum operator,
L=2Zxp, (2.15)
which satisfies the commutation relations

(29, LF] = ie’™a,, [, L] = ie?*p,

(L7, LF] = ie’™ L, [f(#), L*] = 0. (2.16)

The properties of eigenstates of the angular momentum operator are needed
for the derivation of the energy levels. Therefore an individual section is
devoted to them.

2.2 Angular momentum eigenstates

Let us consider the commutation relations among the components of the
angular momentum operator,

(L, L7] = i L, (2.17)

This commutator makes up the Lie algebra of SU(2) and SO(3). The square
of the total angular momentum operator commutes with all three of its com-
ponents,

L2 = (EV? + (£2)? + (1%, L2,1]=0.  (2.18)
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Let us define states of the form |m) that diagonalize L3,

L3|m) = m|m). (2.19)

Since L3 and L2 commute, this bases diagonalizes L2 as well. From egs.
(2.17) and (2.18) one can see that the raising and lowering operators,

LT =L'+il? (2.20)

satisfy the commutation relations

~

[L*,L7] = 2L, (L%, L*] =0, (L3, L*] = +L*. (2.21)
From these relations it follows that
L3(LH)"m) = (m £ n)(LH)"lm) = (LF)|m) < |m*n). (2.22)

Thus the operators L* indeed raise and lower the quantum numbers of an-
gular momentum eigenstates. Let us now consider finite dimensional repre-
sentations of the Lie group underlying the Lie algebra . Thus we label
every state by an additional quantum number [, which limits the values that
m is allowed to take. Let us now write

LE|1,m) = ¢, |l,m + 1), i, €C, (2.23)

where for a finite-dimensional representation, we have ¢, = ¢;_, = 0. Since

L* changes the quantum number m only by one, [ and m have to be half
integers,

m| < 1, 2lml, 2l € N. (2.24)

In order to determine the clim, we consider the square of the total angular
momentum operator. It may be written in terms of the raising and lowering
operators as

2= L b+ 134 (13?2 = LD — 13 4 (1%)2. (2.25)
Since EQ commutes with L* its eigenvalues are independent of m,
(U, m| L2\, m) = (1, 4L, +1) = (1 +1). (2.26)
We can further use the fact that (L*)" = L¥,

e ? = |LE L, m) P = (I, m|LFLE|, m)
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—Lm|(L2F B — (B Lm) =11+ 1) —m(m+1).  (2.27)

Since we are free to chose the phase, we set all cfm to be real,

Clon = Cln = V(I—=m)(I+m+1), Clom = Clim—1- (2.28)
Thus every state |, m) may be represented as L* acting [—m times on I, £0),

I1,m) = % (LF)Fm|1, £1). (2.29)

2.3 Derivation of the hydrogen energy levels

Let us now consider the Hamiltonian H,, of the proton and electron in the
hydrogen atom,

2 p B o
Hy = —2 + Pe —, (2.30)
2m,  2m, |7, — Z.|

where the position and momentum operators of the proton commute with
those of the electron. Analogous to classical mechanics we introduce center-
of-mass (CM) and relative coordinates and momenta,

f?::%'p—%’e, R= (mp%p—l—me%’e)/M,
7= (mep, — myp.)/M P =p,+p., (2.31)

where M = m, + m.. The total Hamiltonian (2.30|) then separates into a
CM and relative part,

A P%2 R R ]%’2 o
Hy=—+H, H=———. 2.32
fot 2]\4+ 2m <3>

In the following we will only concentrate on the relative part H. The equa-
tions of motion for this system read, analogous to classical mechanics,

L oo af L ooy D

Using these results, we can directly show that the angular momentum oper-
ator L represents a conserved quantity,

dL

E .

| —

AN 1.~ =« 1 ~ - A
L, H) =& x ~[p, H] + -7, H] x = 0. (2.34)
7 1

~
SR
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From this it also follows that,

=i Lxp—pxL), [p? L*=o0.
(2.35)

S~

2, =i(LxZ—ixL), [p

Further we define an operator that represents the Laplace-Runge-Lenz (LRL)
vector,

- ;,iz 7 Exg—gxi z
I[. ]+7:—p P + =
2imao T 2mao T
Lxp ip & yx L ip &
_ IR P PR P T (2.36)
mao mo T mao mo T

where the different representations will become useful in different situations.
As in classical mechanics, this operator also represents a conserved quantity,

The LRL-operator U serves to find the energy eigenvalues of the system. For
this purpose, using Ryd = ma?/2 again, we calculate its square,

. [::X: i :,XA .2
U2:< p——p+7> (—p 42
mo mo T mo mao T

~

il

=P

SR
N~

H oy
=1+ —(1+L?. 2.38
* Rya L+ L) (2.38)

Further we calculate the commutator of its components with themselves and
with those of the angular momentum operator,

U, U] = —R—ydie”kLk, [0, L] = ic* U, (2.39)
Analogous to section we define raising and lowering operators for the
LRL-operator,

Ut =U'+iU2 (2.40)
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They satisfy the commutation relations

A A A A

. 2HI3 PN HIL*
Ut,U ]=-— 3.0+ =

U, U] Ryd ’ U°,UF]) =F Ryd’
[U*, L7] = £20°, [U*, L% = FU*,

[0, [ = £2(0PLF — UL +£1)), [0 LY=L U —U"L*. (241)

The square of the LRL-operator may thus be written alternatively as
Yy oo HIP .. HIP
U*=U"U" U =UU" - U?®)2. 2.42
+ g 09 o (0" (242

Let us now investigate the action of U3 and U* on a state |E, 1, m), which is
an eigenstate of the Hamiltonian H with eigenvalue F,

H|E,l,m) = E|E,l,m), (2.43)

and angular momentum and magnetic quantum numbers [ and m according
to section 2.2 From the commutators of U3 and U* with L? we can see that
the first leaves m invariant while the second raises/lowers m by one,

(E' ', m/|UP|E, 1,m) < 85/ g0m m,

(B U, m' US| B, 1,m) < 8 56m et (2.44)
where the energy-0 is a result of []:I U ] = 0. But the components of the
LRL-operator can also change the angular momentum [ of a state as can

be seen from the third line of eq. (2.41). From these commutators we can
deduce the relations

A 2Cl A~
E,l 1WUT|E,I,m) = ————-" (B, 1| U3 E,1 1
(E,lI',m+ 1UT|E,l,m) £_2(m+1)<7,m+| |E,l,m+1),
. 21 m .
(B0 ml 0B, Lom + 1) = 7= (B0 m]0°|E.1,m),
Clm

(B, ', m|U%E,1,m) = (E.I',m|U"|E,l,m+1)

|

- Cle (B, U, m+ 1|0 E,1,m), (2.45)
where we have defined £ = I'(I'+1) —I(I+1). Using (U*)" = U~, we obtain
from egs. (2.45)) the two relations

crm  L+2m

E. U m|U3E,l,m) =
< ) 7m| ‘ ) 7m> Cl,mﬁ_i_z(m_i_l)

(B, U',m+1|U%E, l,m+1)
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_am  L—=2m
N Cl'm L— 2(m + 1)

(E,I',m+ 11U E,1,m+1).

(2.46)
The consistency of the two lines in eq. allows only three values of [,
L=0 & [I'=l, L=1+£2l+1) & I'=I1l+1 (2.47)
Let us consider the case I' = [. Eq. then yields
(E,1,0|10°%E,1,0) = (E,1IU°|E,1,1) = 0, (2.48)
but also

E.l.m|U3|E.1 E.1.m/|U3E..m/
(E,l,m|U°|E,l,m) _ (E,1,m'|U° ,,m>7 (2.49)

m m!

for arbitrary m,m’ # 0. Setting m’ = [, however, shows that the matrix
elements of U? with I’ = [ all vanish and so do the matrix elements of U™
according to eqs. (2.45). Thus we obtain

UE, I,m) = Cron /(I +1)2 —m?|E, 1 +1,m)
+ Crua V2 —m?|E, 1l —1,m)

UA|E, I,m) = FCr /(I xm+ 1) ([ £m+2) |E,l+1,m+ 1)+
+CuaVIFm)(IFm—1)|E1—-1,m=+1), (2.50)

where Cj;4, is symmetric in its two indices due to the hermiticity of U3 and
does not depend on m. Writing £ = — Ryd £ we may conclude from these
relations that

2mé = <E’ la m|[(j+7 U_”Ea l’ m> - 2m(cl2,l—1(2l - 1) + C’l2—i-1,l(2l + 3))7
(2.51)

which for general m implies

E+(20+3)Ch,,
Cui-1= a-1

(2.52)

Let us define a quantum number n € N that labels energy eigenvalues, £ —
E,, Ciy—1 — O}, such that n determines the maximum angular momentum
compatible with the energy E,, via [ < n. Inserting C}/, ; = 0 into relation

(2.52) then yields,

" B n2 _ l2
Gl = \/5” (20 +1)(20 — 1) (253)
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Table 2.1: Experimental values of the hydrogen energy levels as given in
Kramida (2010) are compared with the non-relativistic energy levels AE,
in eq. (2.56). The relative deviation from the experimental values is of the
order 1075,

State \ Exp. levels (eV) \ AE, (eV) \ Deviation
1S, |0 0
2P0 10.1988055286 10.1987150105746 | 9 - 107
251/2 10.1988099034600 9.10°6
2P/ 10.1988508929 1-107°
3P1/2 12.087492922 12.0873659384587 | 1-107°
381, | 12.087494224 1-10°°
3D1 /2 12.087506341 1-107°
3P1/2 12.087506364 1-107°
3D1 /2 12.087510821 1-107°
4P /5 12.74853166921 12.7483937632182 | 1-107°
481/2 12.74853221952 1-107°
4Dy /7 12.7485373313 1-107°
4P /2 12.74853733962 1-107°
4D1/2 12.74853922041 1-107°
4F1/2 12.748539221 1-107°
4F /2 12.7485401632 1-107°
Continuum | 13.598433770784 | 13.5982866807661 | 1-107°

We can now determine the energy eigenvalues F,, from the expectation value
of U2 for states |E,,1,m) = |n,l,m),
(n, L, m|U%n,l,m) =1 —E,(1+1(1+1))
= (Cl ) (L+m+1)(20 + 3)

+ (CF )2 (= m)(21 = 1) + mé,. (2.54)
Inserting eq. (2.52)) yields the energy levels
1 Ryd

which are identical to the ones derived by Bohr (1913)). Electronic transitions
to the hydrogen ground state then liberate the energy

1
AE, = Ryd (1 - ﬁ> , (2.56)

which are compared the experimental values in table [1.3]



Chapter 3

The Schrodinger equation

Soon after Heisenberg’s new formulation of quantum mechanics [Schrodinger
(1926) found another approach to the field. Even though the two formalisms
looked completely different at first sight and seemed to have a different phi-
losophy at their base, it turns out they are completely equivalent to each
other. With the Schrédinger equation one has a partial differential equation
at hand which determines (up to normalization) a function v, the wave func-
tion, which is defined on spacetime and the absolute square of which gives the
probability density to find the particle (electron) at the given event. In this
chapter we introduce Schrodinger’s formalism and use it to find the solution
for the hydrogen atom.

3.1 Schrodinger’s formalism and its relation
to matrix mechanics

Schrodinger| (1926)) started out from the Hamilton-Jacobi equation for a time-
independent Hamiltonian

-

H <f 650) — E, So(T: Tp) = / Az 7, (3.1)

where S is the reduced action. Schrodinger’s ansatz was now to introduce
a function ¢ via
So(@) = In (), (3.2)
where the reduced action Sy is viewed as a function of the end point. For a
Hamiltonian of the form
p

H(Z,p) = .+ V(@), (3.3)

23
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eq. (3.1)) implies

(Vo(#))?

2m

+ (V(Z) — E)¢*(£) = 0. (3.4)

This is however not the equation |Schrodinger| was looking for but the (double)
Hamiltonian density of a variational problem with action J,

= %/Vd%gb(:f) (—% V(@) - E) (). (3.5)

Variation with respect to ¢ then gives the famous (stationary) Schrédinger
equation,

(=g + V@) ~ ) 0id) =0 (3.

2m

provided that the surface integral

/ AP 51 ity NV, (3.7)
ov

which results from a partial integration, vanishes. These are the historical
arguments by which Schrodinger ”derived” the equation (3.6) named after
him. It is not manifest that the formalisms of Heisenberg (see chapter [2)) and
Schrodinger are indeed equivalent. Heisenberg’s formalism is concerned with
the evolution of operators, such as the position and momentum operators &
and p that act on vectors |¢)) living in a Hilbert space H. The Schrodinger
formalism, on the other hand, deals with a wave function 1, where positions
are given by vectors 7 in configuration space and momenta have been replaced
by derivatives. Nowadays one would rather express Schrodinger’s formalism
in a different way that makes the connection to the Heisenberg formalism
obvious.

Let us consider matrix mechanics in the Schrodinger picture as given
in eq. (2.12). We now choose a continuous basis |Z) that diagonalizes the

position operators I,

~

Aoy =an. 1= [dep@ @ -PE-p. 69
i.e. we can define a function ¥ (¢, ¥) as

U(t,7) = (Z](1))- (3.9)
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Thus the function ¢ is defined on the configuration space and |1/ (¢, Z)|? gives
the probability density to find the particle at time ¢ at position #. The

expectation value of an operator A reads

<mm=/fummWWﬁw, (3.10)

as given in the position eigenbasis |Z). Acting with a vector |Z) on egs.
(2.14]) gives us the matrix elements of the momentum operator in the position
eigenbasis,

—

P, f(@))7) = D) (=) (@) = (gPE) = 8@ - §)(—iV).  (3.11)

Let us now act with (Z] on eq. (2.13)),

@wa@_/ﬁwmﬁwiﬁmwmm
= H(t, %, —iV)(t, T), (3.12)

where H(t, #,—iV) in the second line means the classical Hamilton function
with momenta p replaced by —iV. This equation is known as the time-
dependent Schrodinger equationﬂ The Hamiltonian corresponding to the
example reads in this formalism

=

(V —igAl(t, 7))?

H(t, 7, —iV) = — o

+ q®(t, ). (3.13)

Of course, all ambiguities of the Heisenberg formalism concerning the transi-
tion from classical mechanics to the quantum mechanical analogue (and not
the other way around) remain.

Thus the Schrodinger formalism is simply concerned with the evolution of
the components ¥ (¢, Z) of the Hilbert space-vector |1(t)) with respect to the
position eigenbasis |Z) in the Schrédinger picture of matrix mechanics. The
advantage of Schrodinger’s formalism is clearly its much more intuitive notion
of a function 1 defined on spacetime with its absolute square [)|? representing
a probability density (if the term ”intuitive” applies to quantum mechanics at
all) as opposed to the abstract formalism of matrix mechanics. Also different
formalisms have different strengths and weaknesses so it is very useful to have
alternative formulations at hand to be able to switch to the one which is most

!Quite frankly, the i0; in eq. (3.12) may be viewed as the matrix element of an
operator p' = —p; in a spacetime basis |t,Z). The 4-momentum operator would then
read p, = —i0,,.
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efficient for a given problem. Especially in the case of the hydrogen atom
the stationary wave function (&) gives us valuable information about the
spatial probability distribution to find the electron. In the next section we
will therefore solve the Schrodinger equation for the hydrogen atom, which
yields the same Bohr energy levels as found in the previous chapter, but also
inspect the properties of the resulting wave function.

3.2 The hydrogen wave functions

In this section we derive the solution to the hydrogen atom using the non-
relativistic Schrodinger equation, i.e. we solve the equation

A A
( p_ e 2 —@@) U(t, Z,, %) =0, (3.14)

2m, 2m. |©,— 2]

where 7, and Z. are the positions of proton and electron, respectively. Let
us introduce center-of-mass (CM) and relative coordinates,

—

7= Z, — Te, R = (m,@, + m.Z.)/M, M =m, + m.. (3.15)

Making the separation ansatz (¢, Z,, Z.) = ¥(t, ﬁ)w(t, ), we obtain

A,

2m

o % - Zat) Y(t,7) =0,
(3.16)

where m = mym./M is the reduced mass as given in eq. ((1.4). Obviously the
CM-Schrodinger equation is solved by the one-parameter family of solutions

Ui(t, B) = KRR/ (3.17)

These wave functions satisfy the completeness relation

K T ~ -
/W Vi (t, 1) (t, Ro) = 6°(Ri — Ry). (3.18)
Since we consider a bound state, the solution of the remaining part of the
Schrédinger equation will have a discrete spectrum. Due to the spherical and
time translation symmetry of the problem we write

» —i ni\T
duan(t.7) = = Iy (g ) (3.19)
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where Y}, is a spherical harmonic. In order for the wave function to be
orthonormal, the wave function v and its radial part g have to satisfy the
conditions,

/ d3r w:ﬂl’m’ (tv F>1/}nlm (tu F) = 57m’5ll’5mm’7

o0

/dr 9o (1) gn (1) = O (3.20)

0
In spherical coordinates, the Schrodinger equation becomes

22 l(l+1) «

Defining C,, = v/—2mFE,, and x = 2C,r we have

I(l+1 mao 1
(ag _X po ) t e Z) gni(1) = 0. (3.22)

From the asymptotic behavior in the limits z — 0 and * — 0o, we get the
form

g (r) = e Pupy (). (3.23)
The equation for u then reads
(xé‘i +(2+2-2)0, + ? —1- 1) () = 0. (3.24)

Up to normalization u is given by the Kummer function,
() < M(I+1—ma/C,, 2l + 2, x). (3.25)

Since the bound-state wave function ought to be normalizable, the first ar-
gument of the Kummer function has to be a negative integer,

l+1—ma/C, =—n,, where n, €N, say. (3.26)
Let n =n, +1+1 € N* and Ryd = ma?/2, then

C, ==, B, =4

n n
These are the same energy levels found by |Bohr| (1913]) and |Pauli (1926)
and which are given in eq. (2.55). A comparison with the experimentally

(3.27)
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measured has been given in table 2.1 Now will proceed with our calculation
of the wave functions, however.

For negative integer values of its first argument one may express the
Kummer function in terms of the Laguerre polynomials,

I'(n, + DI'(21 + 2) 72+

M(—n,,2l+2,2C,r) = 20,1 3.28
The radial bound state wave function then reads
gui(r) = Ay tle @22 (). (3.29)

The normalization constant .4 may be calculated according to eq. (3.20)),
using the generating function of the Laguerre polynomials (see appendix ,

9 o0
12 [ar (gl = 22 / de e (L ()

n—l—1 An—I— _xy _ xz
— A_f%l di 1226~ 9y lopttoexp [ v I*Z]
2C, (n—=1—=1))2(1 —y)2+2(1 — z)2+2
0 y=2z=0
_ AL (2+2)! anllanll —Yy—-z+tyz
2C, (n—1—1)1)? (1 —yz)?3 |
_ A, (n+l+ 1)+ n—1-1)(n+1)!
2C, (n—1—-1)!
2
20 n(n+1)!
= : 3.30
C, (n—101-1)! (3:30)
Thus we obtain the final result for the radial wave function,
G ——” —i—1) (2C, ) Fe= O L2EL (20,7). (3.31)
n n+l n—I[—1 n

The first few radial wave functions g,; that belong to the energy values in
table are displayed in figure 3.2 They are labeled by their principle and
angular quantum numbers n and [/, using the numerical value of n and the
scheme S, P, D, F, G, H, ... for[ =0, 1, 2, 3, 4, 5, ... The explicit expressions
of the first few radial wave functions read

g10(r) = vV xye /2

VG,
2

Tpe /2 (2 — x9)

Goo(r) =



3.2. THE HYDROGEN WAVE FUNCTIONS 29

15 2P
3 2S - T 3P - 7
39 oo AP e
9 4S —-e- 2] JEe—
& T AD ]
| - \._\_.\.. ‘‘‘‘‘‘‘‘‘
é/ ]_ ' - \_\ «:/’, N 4
3: O - N .\..\\”\.\ o
£
N e
1k e 1 i
_2 | | | | | | | |

0 04 08 12 16 0 04 08 12 16 2

r (nm) r (nm)

Figure 3.1: Bound state radial Schrodinger wave functions g,; as given in eq.
(3.31) for n < 4 and [ < 2. See text for the nomenclature of the different

states.

C —T
g21(r) = 1—22$§€ 22

/C 2
ggo( ) 3 l‘3€_x3/2 (3 3 T3 + )

2
g31(r) =4/ 7— x2e” "2 (4 — x3)
ga2(r \/ —= ghe ™/ (3.32)

3.2.1 Radial expectation values

Of great importance are the expectation values of powers of the radial coor-
dinate, (r®),

oo

(r*)t = / 02 i (F) P = / dr (gu(r))*r. (3.33)

0

From eq. (3.21)) one can deduce the following relation between the expecta-
tion values of different powers,

(s +1)C> (r*)py — (25 + Dyma (r¥ 1), + s (l(l +1)— 824_ 1) (r*=2), = 0.
(3.34)
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From (1) = 1, one can easily derive (r~!) as well as expectation values of
larger integer powers of r. Both (r=2) and (r—3) are also very important
expectation values. However, (r—2) has to be calculated explicitly,

o0 2 o0
<7’i2> = /dr —(gnzr(;“)) = ZCnAil/dxxmex(Lil_*ll_l(a:))Q
nl
0 0

_ 2071A$zl<2l)' an—l—lan—l—l 1 1 1
(n—l=1hz = 1-yl—z(l-yz)
20,42,(20)!

S ((n—1-1))2

y=2z=0

j=0
02
T a(l+1/2)
Thus we may present the most commonly required radial expectation values,
2(E 2 2
o nP(5n® =3l(1+1)+1) 3t =11+ 1)
(e = 2m?2a? ’ (rim = 2ma ’
2 2
-1y o ma -2y T
= T ¢ = iy
3.3
3V ma (3.35)

T+ 1)1+ 1)

3.3 Continuum wave functions

In section |3.2] we have derived bound state solutions to the quantum me-
chanical Coulomb problem, as it applies to the hydrogen atom. These states,
however, do not form a complete set since a free electron might as well be
influenced by the presence of the proton as it is the case in e.g. a scattering
scenario. Thus we also have to consider the continuum states, where the
energy F/ > (0 may take any positive real value. The bound states together
with the continuum states form a complete set,

00 l ©0

SN Sty nim| + / die [kim) (ktm| | = 1, (3.36)

=0 m=—1 \n=Il+1 0
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Figure 3.2: Continuum radial Schrodinger wave functions hy; as given in
eq. (3.41)) for angular momentum [ = 0, 5 and energy £ = 1 eV, 100 eV,
respectively.

where k = v/2mFE means the absolute value of the wave vector. Obviously
|nlm) and |klm) are closely related to each other since they are eigenstates
of the same Hamiltonian . Let us write the stationary continuum wave
functions as

hkl(T)

Xiim (T) = Yim (0, ¢)- (3.37)

In order to find the radial continuum wave functions h;; we simply have to
drop the constraint on eq. (3.25) that the wave function be normalizable
over an infinite volume,

hig(r) o< M(1+ 1 —iv, 2] 4+ 2, —2iz), (3.38)

where v = ma/k and © = kr, i.e. we make the replacement C, — —ik,
E, — —F as compared to the bound case. The normalization constant of
the continuum wave function is chosen such that the completeness relation

(3.36) is satisfied. We may rewrite eq. (3.36]) in position space as

3D 9Y B SRUREAENES

=0 m=-—I n=Il+1

+ /dk Xkt (%2) X ot (Z1 )) = 0%(Ty — T0), (3.39)
0
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Figure 3.3: Continuum radial Schrodinger wave functions hy; as given in
eq. (3.41) for a repulsive Coulomb potential, i.e. negative v, for angular
momentum [ = 0, 5 and energy £ =1 eV, 100 eV, respectively.

which together with eq. (B.12) implies that for every | we have

> gulra)gn(n) + / dk hig (ro)hisy (1) = 6(ry — 11). (3.40)

The normalization constant is most easily derived from the branch cut of
fixed-energy amplitude in the complex energy plane. The concept of the
fixed-energy amplitude is explained in chapter ] Here we will only write
down the result which is also given in eq. ,

hy(r) = ™R QYN (141 — iv, 21 + 2, —2ikr

= \/gﬂ(—l/, kr), (3.41)

where F; means the Coulomb wave function. Note that the wave functions
for a repulsive Coulomb potential, &« — —a, may be readily obtained from
eq. by replacing v — —v. Due to the lack of bound state solutions
in this case we may infer from eq. the following completeness relation
for the Coulomb wave functions,

o0

/dk:Fl (% krg) B (% /m) - ga(rz ), 1> 0. (3.42)
0



Chapter 4

The Dirac equation

In 1928 Dirac| presented a relativistic treatment of the quantum theory of the
electron. It does not constitute a new formulation of quantum mechanics but
a relativistic generalization of the formalisms of Heisenberg and Schrédinger,
where the non-relativistic Hamiltonian in e.g. egs. and is re-
placed with a corresponding relativistic version. The relativistic equation of
motion for the wave function, called Dirac equation, was very soon after its
discovery solved by (Gordon| (1928)) for the case of the hydrogen atom.

The Dirac equation can be formulated in a Lorentz-invariant manner and
naturally includes the electron spin as a degree of freedom which was missing
in the previous non-relativistic approaches. Also the Dirac equation predicts
the existence of antiparticles which, according to Feynman and Stiickelberg,
can be interpreted as particles of opposite quantum numbers which travel
backwards in time. The antiparticle of the electron, the positron, was dis-
covered in [1933 by |Anderson.

4.1 DMotivation and properties of the Dirac
equation

Let us start from a non-covariant classical Hamiltonian for a relativistic par-
ticle and its naive quantum mechanical counter part,

H=\2+m> — H=\/p2+m? (4.1)

Simply promoting the dynamical variables to operators obviously yields an
expression which we do not know how to deal with. Dirac’s idea, however,
proposed a Hamiltonian of the type

A

1>

Q

= ap+ pm, (4.2)

33
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where the operators & and B are called Dirac matrices and are set to commute
with p’and #. However, egs. 1’ and 1) can only be equivalent if

G5+ fm = /(@ + Bm) =[5 4+ m2 (43)
This in turn implies for & and B
{a', a7} = 267, {a', 8} =0, BF=1 (44)

If given with respect to a basis, these operators become matrices @, 5. From
the above relations we can easily show that all four matrices have only eigen-
values &1 and that Tr 8 = Tr o’ = 0. Thus the Dirac matrices can only be of
even dimension and at least 4 x 4, since we need four independent matrices.
Throughout this work we will chose the basis such that @ and § are given in
the Dirac representation,

(E) (00w

where the blocks in these expressions are 2 x 2-blocks and & represents the
2 x 2-Pauli-matrices,

() (7)) w

which satisfy the relations
{o", 07} =269, (0", 0] = 2ie"¥ gy, (4.7)

In the following we will use a position eigenbasis so the Dirac equation for a

—,

particle in an external 4-vector potential (P, A) reads,
(—i(at +igd(z)) — id(V — igA(z)) + ﬂm) W(z) =0, (4.8)
where z = (¢,Z). In this equation, the wave function has four components,

U(x) = (V,)(z) = (a,z|¥), a € {1,2,3,4}. Inspecting the properties of the
Dirac equation we find that ¥ is most conveniently written in the form

V() = < %; ) , (4.9)

where the two-dimensional quantities ¢ and x are Weyl spinors which trans-
form in the spinor and conjugate spinor representation of the Lorentz group,



4.1. MOTIVATION AND PROPERTIES OF THE DIRAC EQUATION35

respectively. The quantity W, which is called a Dirac spinor, thus transforms
in a mixed spinor and conjugate spinor representation.

Eq. may be easily reformulated in a Lorentz-invariant manner by
defining the y-matrices,

=8 esa=( % 0) ww
as well as the matrix s,
Vs = t€upa* Y VY = 1y = ( ]? ]é ) : (4.11)
and multiplying eq. by 7Y from the left
(=" (0, —igA,) +m) V(x) =0, (4.12)

where Ay = —®. From eqs. (4.4) we infer the anti-commutation relations,

{4} = =29, ", =0. (4.13)

The matrices v* transform as vectors under Lorentz transformations while
vs5 is a pseudo-scalar,

e L Vs — 75 = det A ;. (4.14)
Further we define the operation of Dirac conjugation as
T=0M0 =00 =t 3 =90 =5, (4.15)

and introduce the Feynman slash notation, A = YA, so that eq. (4.12)
reads

(=i — qA(z) + m) ¥(z) = 0. (4.16)

Let U™ denote solutions to eq. (4.16) for particles with charge £¢. Using

: 0 1
- =% o 2
ede =0, 5—20—(_1 0), (4.17)

one finds that the two solutions are related to each other by the operation of
charge conjugation,

o) = cutHr C =i’ (4.18)



36 CHAPTER 4. THE DIRAC EQUATION

i.e. eq. (4.16) is invariant under the exchange
T ), +q < —q. (4.19)
Writing the Dirac equation in terms of the Weyl spinors ¢ and x yields

(=i, + q®(z) +m)p(x) = id(V — iqA(
(i0, — q®(z) + m)x(z) = —id(V — iqA(x)) (). (4.20)

&
=

—
¥

It is easy to see that for a time-independent 4-vector potential, we may write

U(z) = e B ( #(T) ) : (4.21)

so that

(m+ E — q®(2))x(7) = —id(V — igA(Z)) (7). (4.22)
Charge conjugation is performed in egs. (4.22)) by the replacement

E— —F, q < —q,
P(T) <> ex* (), X(T) < —ep™ (7). (4.23)

Hence we find that if () is a solution to the Dirac equation with positive
energy E then the charge-conjugated Dirac spinor ¥(~) represents a solution
with negative energy —F. The negative energy solution corresponds to an
antiparticle (positron), i.e. a particle (electron) of opposite charge which
travels backwards in time.

We can see from eq. that it is possible to express the spinor x in
terms of . For a non-relativistic system we have W = E — m < m and

q® < m, so that eqgs. (4.22)) become

(q®(7) = W)p(7) = o (7),
x(@) = “ D) (4.24)

The dynamics are now completely determined by the Weyl spinor ¢. The
equation of motion (4.24)) for ¢ is called the Pauli equation, which was pro-
posed to explain the properties of an electron in an external magnetic field
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B=VxA (Pauli, 1927). Using the properties of the Pauli-matrices 1}
we may reformulate eq. (4.24) as

<_<6 — igA(7))* g4

—

2m Zm +q®(7) — W) p(Z) =0, (4.25)

where § = & /2 is the spin operator and g = 2 the Landé g-factor. Obviously
the Pauli equation (4.25)) reduces to the Schrodinger equation (3.13)) if the
effect of spin is neglected.

4.2 The free Dirac equation

Before we proceed with the solution for the hydrogen atom we will briefly
consider the Dirac equation for a free particle. This will be of much use in
later chapters. The Dirac equation for a free particle reads

(—id +m)¥(z) = 0. (4.26)
Performing a Fourier transform yields
(p+m)¥(p) =0, (4.27)
where p = (p%, p). This equation has non-trivial solutions only if
= +E, E = /P2 +m?2 (4.28)

Two eigenvectors of this matrix equation can be easily found for p = (m,0),

ui<0>=¢%(%), 5+=((1)), 5:(§>, (4.29)

We can now obtain general expressions for us(p) via a Lorentz transforma-

tion S(A). Regarding that the Dirac spinor ¥ transforms in a mixed spinor

representation under Lorentz transformations (see e.g. |Srednicki, |2007)), we
may perform an active boost on us with the matrix

S = 500 — x| L1 — tcost ]+ s 7

¥)) = S(y) = exp 4[yfy,fy || = 1 cosh ) + nd sinh 5

[E 1 22
_ +m ( l E+m ) : (4_30)
2m E+m 1
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where 77 = ¢/|y], p/m = fisinh |y] and E/m = cosh|y|. The transformation
yields

S(@) (=my” +m)S™H(G) S (F)us(0) = (p + m)us(p) = 0, (4.31)

where s = 4+ and

VvE + m &,
us(p) = ¢ : (4.32)
\/E+m s
Solutions corresponding to negative energy states, p° = —F, are obtained by

charge conjugation of wu,

zquC@@y:s<J§%%Zﬂ). (4.33)

The two Dirac spinors v, satisfy the equation

(—p +m)vy () = 0. (4.34)

Also the four Dirac spinors us and v, satisfy several important relations,

u, (P)us(p) = 2mo, s, ui(ﬁ)“é’(ﬁ) = Ui(ﬁ)%(m = 2E0,,

@”(ﬁ)@s(ﬁ) = _Qmar,sa u (mUS(ﬁ) = 0

Us(ﬁ)ﬂs(ﬁ) = _ﬁ +m, sz ﬁ) - }’5 (435)
s==+

as well as the following completeness relations,

Z (us(@ﬂs(m - Us(@@s(m) = 2m7

s==+

(us (Pl () + v~} (~p) = 2E. (4.36)

s=+
Let us define the time-independent wave functions
(@) = ¢ us(p). V@) = e Tu(p), (437)
which are solutions to the time-independent, free Dirac equation,

(FEY* =7V +m)wi (%) =0, (4.38)
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and satisfy the completeness relation
[d> (v@u @) v @u @) = s@- 7). (13)

where dp = d®p/((27)32F). We may expand any function ¥(¢, ) in terms of
o)

D)
s?p

() 4y 3. 0 (BT = q
Ay (t) = / &’z W ;" (T)W(t, 7). (4.40)

4.3 The relativistic hydrogen wave functions

Now we consider the hydrogen atom in the context of relativistic quantum
theory using the Dirac equation. However, we postpone the rigorous treat-
ment of the relativistic Coulomb problem as a two-particle problem to chapter
[l Here, we consider the hydrogen atom as a one particle problem with a
particle of reduced mass m in an external Coulomb potential —a/r. The
Dirac equation for this problem reads

HU(z) = 0, H= —w’9+m—7°%. (4.41)
We make the ansatz
U(z) = e~y (), W) = ( “;
and insert it into eq. to obtain

(E—I— 2 —m) p = —idVy,
r

(E +24 m) X = —idVo. (4.43)
T

— —

Let us consider the angular momentum operator J=L+5 , with the orbital
momentum operator L and the electron spin operator 5,

. . L 1/
L=—i#xV, S:—(g 2) (4.44)
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We find
[f,H}:[E,H}+[§,H}:7x§—?x§:0 (4.45)

Thus there exists a basis which simultaneously diagonalizes the Hamiltonian
and the angular momentum operator. We can use this fact in the following
ansatz

r

eul® =200, 0.0), @ =000 @)

The Weyl spinor (2 is defined as

| o
Z Z SO‘Z ml7_7 S><laml;§ams‘j,m> (447)

mi=—Ilmg=+1/2

1 \VE+ LY —m Y 1000,

2k +1 —sgnk \/m Yk,m+1/2(9’ ) ’

where Y}, means the spherical harmonics. The quantum number £ is defined
as
_ N —l=1, j=14+1)2

O e SR
where j = [ 4+ 1/2 is the total momentum quantum number. By means of
the identity . . .

ga gb=ab+idda x b (4.50)

we may insert unity in the form 1 = (¢'¢,)? into eqs. (4.43)) to rewrite

-

GV Gé, = 0, + ; —iGe, x V = % (0, + K), (4.51)
where we have defined the operator
K=1+2SL=1+4J°—-I1*-5% (4.52)
Egs. then read
<Enk + % - m) Ik Qem = (Or frk + frn K) GEQ_gm,
(Bt =+ 1m) fur Qom = = (Or e+ guIC) 5 Qo (4.53)
Note that €2 is an eigenstate of K,

K = —k Q. (4.54)
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Further we obtain with the properties of the spherical harmonics
06 Qem = Q_pm. (4.55)

Thus we may rewrite egs. (4.53)) as
k
r r
k
((8r+—)g+ (E+g+m> f) Q_pm =0, (4.56)
r r

or equivalently

o) (e PN e

(.
-~~~

=M

|

Gordon| (1928) has attacked this equation directly by a power series ansatz
of the form r?e=" 3" a;r’. The simplest way to solve eq. , however,
which also shows the analogy to the non-relativistic case of chapter |3] is to
bring it into a Schrodinger type form by performing another derivative,

0? ( g ) = [M? +8,M] ( g ) (4.58)
f f
kK —a? 2F« 9 9 10
e (o)
1 kE « g
(550

The second matrix in cornered parenthesis has the eigenvalues

Ay = 17, v =Vk?— a2 (4.59)

Taking care of the fact that k£ can be both positive and negative, we diago-
nalize it by the transformation B’ = A~! B A, where

4= ﬁ ( S R ) /

A*:E——;L——< @ k‘”). (4.60)
Y2%k(k—y) \ k=7 «

<?):A(Zt>, (4.61)

With the definition
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as well as

x =2Cr, C=vm?— E?, (4.62)
eq. (4.58)) becomes

+1 Fal 1
8§ui = {% - Fag + Z_J ui. (463)

This reminds of the non-relativistic, radial Schrodinger equation (3.22). Cor-
respondingly, we make the ansatz

+ +
< Z_ ) = g7e "/ ( “ijL_ > (4.64)

so we obtain from (4.63|)

E 11
2O+ (2y+1+£1—2)0,L* + (%—7—§$§>Li:0. (4.65)
N——

=n,

As in chapter [3] we are interested in bound state solutions, which have to be
normalizable and so we require
1 1
0<n, —=-F -, n, € N. (4.66)
2 2
Consequently, if n,, = 0 the only solution for L™ in eq. is the trivial
one, L], o =0.
The two solutions to eq. (4.65) may again be written in terms of the
Laguerre-Polynomials LY. From the normalization condition we obtain the
energy levels

am m

C = E=—u (4.67)

2+ (n, +9)? _
\/a (n. +7) 1+(m+7)2

The expansion up to order o* of this expression yields

E.x a? ot /3 1 6
2 ) 4
(4 - ) 0 (1.68)

~ 1 — —
~

m o2 | o3

where we have reintroduced the principal quantum number n = n, + |k| by
comparison with the non-relativistic energy levels from chapters [2] and [3]
The energy difference between a state (nk) and the ground state is given by

AEnk = Enk - El,fl
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Table 4.1: Experimental values of the hydrogen energy levels as given in
Kramida| (2010) are compared with the fourth order expansion in « of the
energy levels E,; as given in eq. (4.69). The relative deviation of the relativis-
tic Dirac theory from the experimental values is about three times smaller
than for the non-relativistic Schrodinger theory.

State | Exp. levels (eV) | AE,; (eV) | Deviation
181/2 0 0
2P /2 10.1988055286 10.1988394699345 | 3-107°
2512 10.1988099034600 3-107°
2P3)9 10.1988508929 10.1988847278836 | 3-107°
3P1/2 12.087492922 12.087526855611 | 3-107°
391, | 12.087494224 3.10°6
3D3)2 12.087506341 12.0875402653737 | 3-107°
3P3/9 12.087506364 3-107¢
3Ds)2 12.087510821 12.0875447352946 | 3-107°
4P1 /9 12.74853166921 12.7485656019936 | 3 - 10~°
451 /7 12.74853221952 3-107¢
4D32 12.7485373313 12.7485712592372 | 3-107°
4P3/9 12.74853733962 3-107¢
4Ds 2 12.74853922041 12.7485731449851 | 3-107°
AF5; | 12.748539221 3.10°°
4F7 12.7485401632 12.748574087859 | 3-107°
Continuum | 13.598433770784 | 13.5984677125623 | 2-107°
1 1 3 1
:Ryd (1—$+a2 (14-4—7#— ]k]n3)) :|:O(Oé6). (469)

The Dirac energy levels include the fine structure of the hydrogen atom,
which is given by the order a* correction in eq. . The fine structure
includes a relativistic correction to the motion of the electron and a correction
due to the spin-orbit coupling. The deviation of the Dirac energy levels from
experiment is of the order 107% and improves the accuracy of the Schrodinger
energy levels roughly by a factor of three (see table .

One should note that the definition of n in eq. is indeed equal
to the non-relativistic one when k is negative so that |k| = [+ 1. When k
is positive, however, we have k = [, so that n, has to be larger by one as
compared to eq. to obtain the same n. Specifically, we require n, > 0
for £ = [ since the principal quantum should satisfy n > [. In brief we will
see that this condition is indeed always satisfied.
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To continue we write the solutions for «* in analogy to chapter [3| as,

+ 2’y+1
< Uk ) = gle %/ AML% L) (4.70)

U AL, Ikl
However, since we have obtained this solution by differentiation of eq. (4.57))
it is too general. This reflects in the fact that we have two unknowns, A,
and A_. Note, that in the special case n = |k| the upper component in eq.

(4.70) vanishes, u* = 0, so that A_ remains as the only unknown variable.
In order to fix the ratio F = A_/A, for n > |k| we plug our solution into

eq. [E57).
ax(Zf) A MA(Z+>
:{_%((1) —01)
(% Y] ().

Considerung the case n = |k| we have u™ = 0 so the upper component of eq.

(4.71) yields

Ek+~ym =10 for ~ n,=0. (4.72)

Hence we have found that n, = 0 enforces negative values of k£ and thus
n > [ as we had argued above. For n > |k| we may derive the ratio F from
eq. . Since the individual orders in x have to cancel each other, we
consider only terms of the order z7 in the upper row of eq. ,

n, + 2 n, + 2 EE+ym n, +2vy—1
oo () (5) ()

T ny — 1 20’)/ Ty
(4.73)
N _ Cny(n, +27) _ym—kE
Ek +ym C
(7\/oz2 (n, +7v)% — k(n, + 7)) : (4.74)

Thus we know the relation between u™ and v~ and see that u~ /u* is of the
order aif k > 0 and 1/« if & < 0. In the ladder case the factor 1/a is canceled
by a corresponding factor in A,. The constants A, may be determined from
the normalization condition,

/ AT AVANE AP / dr (g;ik / A | Qe |” + [ / dQ|ka|2>
0
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/dT gnk+fnk /dr( Uk, +unk2 Q%U:L_ku;k)’ (4.75)
0 0

The individual terms are calculated by means of the generating function of
the Laguerre polynomials (see appendix ,

/dr u;“,f = ﬁ dx 22 2 (L2 (2))?

AQ
="=* [ dgaP 2"

2C
ny—1qn,— —ﬂ — ZE
(O~ 0P (L~ 721~ 272
y=2=0
_ AL T2 +3) gl oy 2ty
2C ((nr — )12 ¥ (1 —y2)2* |
AT 42y +2) + (n, — DI(n, + 27 4+ 1)
20 (n, — 1)!
3 r 2y +1

C (n, — 1)!

[, A (n, +7)L(n, +27)

/drunk == F nr! s (477)

0

o [ 20 AL A T(n, +2y+1)
—92— tus, = =2 . 4.
0
Using these results in eq. (4.75)) implies for n, > 0
2 2
LA et 2y ) () T e TN )
C (n, — 1)! ny(n, +2v) kn,+~

so that we finally obtain the normalization constants as

| -y (Ekz) | Bk

+_\nr+7F(nr+27+1)2 ym ym
Cn,—1)! n.+v+ 2/ + (n, +7)>
N +2y+1) 2% (02 + (n, +7)?)
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Cnd ety =2/ + (ny +
A = mlnety - gVl ()t (4.80)
Llnr +27) 2% (a2 + (ne +7)?)

For n = |k| we simply set Ay = 0 while the expression for A_ remains valid
with n, = 0.

4.3.1 A short summary

Let us briefly summarize the results in the previous section. The wave func-

tion reads
gnk(T)Q 0,

where

1 VE+5—m Y 1200,9)

o 1 (4.82)
vV2k+1 —Sgnk\/mn,m+l/2(ev(p)

and

( i ) B 2/{(2 ) ( Wy > ( Z?;EZ; > - U8)

For the functions u™ we have obtained

+ 2v+1
( Uﬁk(’f‘) ) — (2anr>’7 e~ Cnkr ( AJr,nk 2an7” Ln 71(20 ) ) 7 (484)

i () A L2 (20,0)
where,
P O Y o e
+,nk \ L(n,+2y+1) QZ_z (@2 + (n, +7)?)
Crk ! —Ia?+ (n, +
Ak = < iy " (4.85)
\”"r“ﬂ 2 (02 + (my + 7))

The constants Ci, E,, and v are given by

Bup =~ Cu=\/m?>— E%,  y=VkZ a2 (486)

I+ &

where

B B oY =l=1, j=1+41)2
n. =n— |k, /C—:{:(]+§)—{ ] P—1-1/2 (4.87)
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4.4 Expansion of the wave functions

In chapter |§| we will calculate radiative corrections of the order o to the
Dirac energy levels . Thus we will have to take care to which order
in « each term contributes. For this purpose we expand the Dirac wave
functions ) to the linear order in «,

" \/_L P

(r) (n + [K])!

2C, rL2|k|’T (2C,r)
B2 12 e (2Cur)

GnT Qn\k\

ulf, (1) [Cn (n—|k])! o
( u,,. (1) ) - \/ﬁm (QCHT)\kI o C

2|k|+1
( s 2 L2 (2C0r)

) +0(a?), k>0,

Lz"“‘|k|1(20 r)

) +0(e?), k<0, (4.88)

where now C; ~ C,, = ma/n. Thus, to linear order in «, the radial wave
function reads

<gnk<r> ) _ ( O (k) (1) + O(=k)uy )
(1) O () [t (1) = 57t ()] + O(= ) [ (1) + 5510 (r)]
+ O(a?), (4.89)

S
—~
=
~

where the upper line is completely of order 1, while the lower one is of order
. Let us define the function g5, as the non-relativistic radial Schrodinger
wave function as derived in chapter [3] i.e.

) _Cur
g (r \/ _—n+z (2C,r)* e L2 (2C,r), (4.90)

where [ > 0 as usual. In this non-relativistic limit the large component g,
of the Dirac spinor is given in terms of the Schrodinger wave function as

gnk () = @(k)gf|k|(r) + @(—k)9§,|k|f1(7”) = gm(r). (4.91)

Up to higher orders in « this expression is exactly the same as eq. (3.31)).
The small component, however, takes a different form depending on whether
k is positive or negative,

o (k) (gik_m\/l L R >)

2Ikl
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+O(-k) (9§,|k|_1(7“) + (/1 = k—Q)

n2
5 (95,1—1(T)\/ 1- % - 951(7")) ) k>0
= (4.92)
a 1+1)2
. (gzm g5/l u) k<0

4.5 Proton recoil and reduced mass

In section we have silently assumed that a particle with the reduced mass
m of the electron in the hydrogen atom is subject to an external potential
—a/r. In chapters [2| and [3| we could perform the same coordinate transfor-
mation to relative and CM coordinates as in classical mechanics. Thus we
could separate the CM- from the relative motion-Hamiltonian. The situation
is not so simple, however, in the case of the Dirac equation, because already
in classical special relativity the notion of the CM coordinate requires the
specification of a certain coordinate system. In chapter [7| we rigorously solve
the Dirac equation for the two-particle system of electron and proton but in
this chapter we help ourselves in a much simpler way.

Consider the electron in the rest-system of the proton. We then obtain
the same solution to the Dirac equation as in section but with m replaced
by m.. The 4-momenta of electron and proton read, respectively,

_( Ee (M
where the electron energy E, is the one obtained in section [£.3]

m o?
E, = —%, A= /1 4+ — . 4.94
A (n, + )2 ( )

The total energy of the system then reads

Bt =/ —(p+ P) :\/m2+m2+2mpEe
_M\/l—— 1— A1), (4.95)

Expanding Ey. /M to second order in m/M and A to fourth order in « yields

Eiot m m?

~ - _ _1_
MNI M(l A7) WE

(1—A1)?
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Ryd /1 o 1 3—m/M
~1- e 2 - . 4.
M (n2 ta (]k!n:” 4n4 )) (4.96)

Hence we should modify eq. (4.69)) to read

1 L+m/M 3—m/M 1
AFE,, =Ryd|[1—- — 2 — . (4.97
L ( e ( TR A |krn3)) (4.97)

However, since a'm /M < o this correction is of no consequence for the order
a* energy levels considered in this chapter. Higher order recoil corrections
are only important if even higher accuracy is envisaged than the order o’
radiative corrections calculated in chapter @ Therefore the a*m/M will not
be considered in this work.
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Chapter 5

Feynman’s path integral

In 1948 Feynman| proposed a third formulation of quantum mechanics which
he called the ”"spacetime approach” and which is very different at first glance
and yet equivalent to matrix mechanics and Schrodinger theory. The focus
of this formalism is neither on state vectors living in a Hilbert space nor
on wave functions but on a probability amplitude called propagator which
describes the transition of a system from one state into another. This tran-
sition amplitude is calculated by integrating over all possible intermediate
states. In the case of position states, i.e. the transition of a particle from one
location to another, the intermediate states constitute paths. Consequently
one integrates over all paths from the initial to the final position which is
way Feynman’s spacetime approach is nowadays known as ”path integral
formalism”.

Regarding the date of discovery of the formalism, this chapter is in the
right historical order, as the previous chapters. However, the solution to
the hydrogen atom in the path integral formalism was not found until 1979
by Duru and Kleinert. At first it was doubted that the method they used
was indeed valid until it was reviewed by Kleinert| (1987) in a rigorous man-
ner. In this chapter we perform the calculation of Duru and Kleinert, (1979),
which is already far more involved than the calculations in previous chap-
ters and which includes a change of variables that transforms the flat three-
dimensional position space into a four-dimensional space with curvature and
torsion and spinor-valued coordinates. A treatment of the subtle issues that
arise in this calculation is beyond the scope of this work and can be found
in Kleinert| (2004).

Feynman used the path integral formalism in his original formulation of
quantum electrodynamics (QED) in the late 1940’s and it is also the way
quantum field theory is presented in chapter [l Hence this formalism is
reviewed a bit more carefully than the other approaches presented so far.

o1
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5.1 Non-relativistic path integrals

The central question in the path integral approach is: Given a system has
been measured in state [1(t;)) at time ¢;, what is the probability that it will
be measured in state |x(ts)) at time ¢¢7 Let us illustrate this formalism for

-,

the special case of a charged particle in an external 4-vector potential (P, A),
governed by the Hamiltonian

T (ﬁ_ qA_’(tv J:’:))Z jan
=N g §), (5.1)

Let us recall the time-evolution operator as given in eq. ([2.7)),

tn

Uty to) = Texp | —i / dtH)| = lim T (1—1’5]:I(tk)), (5.2)

N—o0

=

to n=1

where t,11 =€ +1t,, e = (ty —to)/N and T is the time-ordering operator as
explained in chapter 2l We now want to investigate the amplitude

K(ty, x;ti, ) = (x(t) Ut g, ) [0 (1))
= /d?’l’fds% OXDIT )T IU (g, )| T (Tl (1)

:/d?’xfd?’xiXT(tf,ff)K(tf,ff;ti,fi)@b(ti,fi). (5.3)

Thus the amplitude K (s, x;t;,v) for the transition |[¢(t;) — |x(tf) has
been formulated in terms of the amplitude K(t;,Zy;t;, 7;) for the transi-
tion (ty, @) — (t;, @;). The quantity K (ty, Zs;t;, 7;) is called the propagator
since it represents the amplitude that the particle propagates from z; to
in the time span t; —¢;. First of all, from the properties of U it is clear that
for tf = tl

K (t;, Ty b, T) = (4| @) = 6°(Tp — 7y), (5.4)

i.e. the particle can not travel a finite distance in zero time. Let us now
separate the path under consideration into N infinitesimal sections,

Ty = Z(ty), Ty = Z(t;), Iy = Z(ty)

ty =11 t+¢, to = 1, €

I
—~
ot
ot
~—
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to approximate
N A A
Kty &piti @) = (@U(ts, 1)) 7) ~ (@ T ] (1 - ieH(tk,f,ﬁ)) 7).
k=1
(5.6)

We now insert a complete set of momentum eigenstates into every factor to
obtain

K(tf,l’f,tz,l‘z H/ dpk H/dgxl TH [(1_25;) |p]><pj|
A(tj,wﬂ DA, @ >]f >

— ieQIp;) (71Q —

4m -1

i e
:/D3pD3x€iSc(tfyff§tiafi)’ (5.7)

where

S A(ty, ) A, 1))
e < i 4 2 +qq)(tj>xj)+q)(th] 1)
2m 2 ’
N e \3/2
D3 — 3
p kr_ll (27rm) Pk,
N-1
m 3/2 m 3/2
D3 :(—) (—) By, 5.8
*= \9mie E omic i (5:8)

Let us make the following approximation which is justified in the continuum
limit,

Oty 55) + Dlts, 751) ERE
J J 2 J J ~ q) tj) J J ’ (59)
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and similarly for A. We recognize S, as the classical, canonical (but not min-
imized) action. Abbreviating x = (¢, Z) we may express it in the continuum
limit as

xf

So(ws; ;) :/[df-ﬁ— dt H(t, 7, ). (5.10)

T

Note that the momentum states in eq. could have been inserted dif-
ferently, resulting in a slightly different result for the times-sliced, classical
action S.. E.g. in the case of the hydrogen atom (ff = () it is convenient use
S, in the form
78
Selwjs wj) = Pij(T; — Tj) —ie (ﬁ + Q‘b(fj—l)) , (5.11)

The difference between these two versions of S. is an overall, constant factor
of e~#a(2(@N)—2(Z0))/2 which vanishes in the continuum limit.

Writing Ay = A(tg, (z, + xK-1)/2), the p-integral in eq. |D can be
readily performed,

N . 3/2 . =
H e / /dgpk eiﬁk(fk*fk—l)*%(ﬁk*qu>2
2mm

k=1
N im(Z), —& )2 =
I L
k=1
so that
/D3p eiSc(xf;aci) — eis(xfﬁti)’ (513)

where S means the classical action in Lagrangian form

tr

S(xyp;m;) = / dt L(t, Z, T),
t;

3'32

L(t,#,7) = 5

+ ZqA(z) — q®(z). (5.14)

The meaning of this new formalism can be easily interpreted. The propaga-
tor, i.e. the amplitude K (xy;x;) to find a particle at the event (t;,Z) given
it has been found at (t;,7;), where ¢; < ty, is given by the a summation over
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all possible paths which connect ¥y with Z;. This is expressed in the path
integral measure D3z o I1,,d>z,,, where all intermediate steps are integrated
over the whole space and the limit of infinitely many steps is performed.
Every path is weighted by a phase, however, which is given by the exponen-
tial of the classical action integrated along the path. The propagator is thus
given by

zy
K(xp; o) = /DBx eiS@siz), (5.15)

Zs

In the path integral formulation it is especially easy to see how classical
mechanics arises from quantum mechanics in the limit of ”large” systems.
The situation becomes most vivid if we introduce an imaginary time 7 = it
and define the so called euclidean action S = —i.5,

Ty
K(xﬁ%‘) = /DSJje_SE(CCf;zi)’

th .
m dr¥ -

sE(xf;xi):/dT [5 (g)z—iEqA(a:)—l—q(I)(x) | (5.16)

it

Eqgs. show clearly that K receives the largest contribution from those
paths which are attributed to the smallest euclidean action. Paths corre-
sponding to larger Sk are exponentially suppressed. The most important
paths are thus centered around the classical path where §Sg = 0. The cen-
tering around the classical path gets more and more pronounced the larger
the euclidean action Sg of the system is. Thus it comes that for macroscopic
systems in very good approximation only the one path with 6Sg = 0 con-
tributes. This argument does not change substantially if we return to the
real time formalism. A sizable change in the action between neighboring
paths results in a rapidly oscillating phase factor e** unless they are close to
the classical path where the action becomes extremal, S = 0. Therefore the
contribution of neighboring paths far from the classical one are not exponen-
tially damped but instead cancel each other out due to the oscillating phase
factor €. Only those paths contribute where the action does not change
substantially from its extremum.

Let us draw the connection between the path integral formalism and
Schrodinger theory. Since Schrodinger’s formalism is equivalent to matrix
mechanics, this will also show the equivalence of path integrals to the latter.
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Let us note that from eq. (5.15) and the path integral measure (j5.8]) it is

immediately clear that

K(x3;21) /D3xe S :/d3 /1)31,615(3;3952 /Dga:e (@2i1)

= /d3a:2 K (xg;20) K (295 21), (5.17)

where t3 > t5 > ty, i.e. the amplitude to propagate from z; to x3 is given by
the amplitudes for ;1 — x5 and x5 — x3, integrated over all possible inter-
mediate positions Z5. Using this property we can show that the propagator
satisfies the Schrodinger equation. Let us consider the change of the
propagator within an infinitesimal time step ¢,

t+s a:

K(t+e,220) = / D3y ¢S tHe i)

im(Z — §)*

2e

— /d3y <£>3/2 K(t,; x0) exp

2mie

+iq(f—§)g<t+5,x;y> — 1eq®d (t—i—s,x—;y)

Let us make the shift ¥ — ¥+ ¢ and further define for convenience ¢ = ic and
Z = yy/m/e. The rate of change in time 0,K (¢, ¥; o), expanded in powers
of € then reads,

(5.18)

K(t,Z:x9) — K(t 2.
10K (t, 2 z0) = lim (t, 7 0) (t+¢e,;x0)

e—0 €

1 ~ d3z e 77/2
= lg%g [K(t,:p,xo) _/W (1 —eq®(x)

—

. (1 + \/%*v +5-(EV)(EV) + 0<63/2>) K(t,%; xo>]

! BBze 712

+ (9~ igAlw)’ )] K (1, 0)



5.1. NON-RELATIVISTIC PATH INTEGRALS 27

(—iﬁ — qff(m))Q
— 5 +q®(x) | K(t,;x0). (5.19)

Thus the propagator obeys the same dynamics as the wave function. K (z;x¢)
also satisfies the Schrodinger equation with respect to xg if one exchanges
O — =04, V — Vo, H— HT,

(—i@t + H{(z, —zﬁ)) K(z;z9) =0,
(i, + B (w0, —i¥0) ) K (3 70) = 0. (5.20)

The propagator can hence be used to propagate the Schrodinger wave func-
tion in time. Let the state of a system at time ¢; be [(¢;)). At a later
time t; the state is then [¢(tf)). We may then express the wave function
Y(xyp) = (Zr|1(tr)) in terms of the propagator as

W(xg) = (Tl HE=D (L)) = / Py (5|e HC=0 |70 (7 (1))
= /d%iK(xf;xi)w(xi). (5.21)

This reflects the fact that the amplitude ¢ (xy) to find the particle at x
is equal to the amplitude K(zy;x;) that the particle propagates from z;
to zy times the amplitude to find the particle ¢(z;) at z;, integrated over
all possible initial positions ;. Eq. also makes it clear that if the
propagator satisfies the Schrodinger equation so does the wave function and
vice versa.

There is also another, very important relation between the propagator and
the wave functions. Inserting a complete set of eigenstates of the Hamiltonian
in the first line of eq. and writing T' = t; — t; yields

K(xpx;) = Zfﬂn(ff)wl(fi)@_mﬂ + / dp (T (@ )e T, (5.22)

with the wave functions v, ,,(Z) = (Z|E,p) for discrete and continuous eigen-
values, respectively.

In the next section we will calculate explicit expressions for propagators
of some simple systems. Before we proceed, however, it should be noted that
in a non-relativistic context one is usually interested in the so called causal
propagator,

K= (zp 1) = Oty — ) K (xp; 2), (5.23)
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which allows only for evolution of states forward in time. Combining the

property (5.4)) with egs. ([5.20)) we find that the causal propagator is basically
the Green’s function of the Schrodinger equation,

(—i(?t + H(, —@ﬁ)) K7 (x;20) = —i6*(x — m0),
(i + B (w0, —i¥0) ) K7 (3:20) = —i6*(x — o). (5.24)

In the following all calculations will always be concerned with the propagator
K if not stated otherwise since the causal propagator K~ can always be
obtained by a simple multiplication of the ©-function.

5.1.1 The propagator of the forced harmonic oscillator

The harmonic oscillator is a system which is perfectly suited for the path
integral formalism. The fact that the electromagnetic field is essentially a
field of forced harmonic oscillators distributed throughout space explains why
QED is so easily formulated in terms of Feynman’s path integral approach
(see e.g. Feynman, [1949a)).

The harmonic oscillator also plays a major role in the calculation of the
path integral for the hydrogen atom. Due to a Kustaanheimo-Stiefel trans-
formation it is possible to transform the three-dimensional Coulomb problem
into a four-dimensional harmonic oscillator in terms of spinor-valued coordi-
nates. Thus we will take a closer look at the path integral of the harmonic
oscillator. For preparation of the field theory treatment in chapter [6] we will
also consider the forced harmonic oscillator.

The classical action of an harmonic oscillator, driven by a force F reads

/ 72— w2
S(xf;xi):/dt mT—i—Ff . (5.25)

t;

Since this action is additive in every dimension the full, three-dimensional
propagator will simply be a product of one-dimensional propagators

K(ty, Zpti, @) = K(ty, xpti, x) K(tp, yps ti, vi) K (tr, 25560, 7). (5.26)

Let us separate the (one-dimensional) path given by positions {z(t)}, t; <
t < t; into a part which extremizes the action of the free harmonic oscillator
{z(t)}, i.e. the classical path, plus quantum fluctuations {y(t)},

(t) = () + y(t), g[z] =0 (5.27)
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Since the end points of the paths {z(¢)} are held fixed, we have
z(ti) = @i, z(ty) = g,
y(ti) =0, y(ty) =0 (5.28)

Thus we may write the one-dimensional action of the forced harmonic oscil-
lator as

ty
S = m/dt /thz m/dty z+wz)
=0
ti =
:Szo —SZ,F
g 2 2,2
+/dt (m% +Fy> . (5.29)
t;
g

It is easy to see why the third term in the first line vanishes. If we expand
the action around the path x = 2z, we obtain

Slz +y] = S[z] + /dtyis[] 1/dt 2f52§[]+ . (5.30)

It is always possible to expand the action in this way and the linear term in
y always vanishes by definition of the classical path z in eq. (5.27). In the
special case of the harmonic oscillator, however, this series truncates after
the quadratic term since the full action itself is only quadratic in the position
variable. This is the reason why the path integral approach is so well suited
for the harmonic oscillator.

By a purely classical calculation we obtain

() = xysin(w(t —t;)) + z;sin(w(ty —t))
A= sin w7’
S.o0= ((2F + 27) coswT — 2xpa;) (5.31)

Y

mw

2sinwT
where T' =ty — t;. We insert this into the one-dimensional propagator

Kfz — eisz,0+isz,F /Dy eiS?JvF, (532)

where Ky, = K(ty, xs;t;, ;) and

f
m F
S0= 1 [ ar (y (07 +?)y - 2%)
t;
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o1 1 F
L Y 9 +u?) (y— L
2/ < m82+w2>(t+w)<y 8t2+w2m)
t;
ty
PN (P L (5.33)
2m 02 + w? '

The first part of this equation can be brought into the form

ty
—% dty (0] + w?)y (5.34)

ti

by a constant shift of the path y, which leaves the measure Dy invariant.
The discretized version of this expression reads

N-1
m m
—a_ Z Yn (yn+1 - (2 - w2€2)yn + yn—l) - _yAy7 (535>
2¢e —~ 2¢e
with the (N — 1) x (N — 1) matrix
2 — w2e? -1 0
—1 2 — w3e? —1
A= 0 12w -1 | (5.36)
0 0 -1 2 —w?e?

Since the second part of eq. ((5.33) is independent of y one may write the
propagator as

Kfi — eW5=01iS: F+iSFGF /Dye%yAy,

_ M i, 0+iS. p+iSkar 5.37
Voaaa | o

where we have defined

ty
1 1
Srar = —/dt F—-71U>F. (5.38)

2m 02 + w?
t;
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Let d¥ = det(A") be the determinant of the N x N matrix A, then

dN—i—l _ 2dN + dN—l
82

+ w2d™ = 0. (5.39)

In the continuum limit, this determinant is given by

d* = asinwT + BcoswT. (5.40)
This determinant may be calculated directly for a free particle (w = 0) as
T 1
avt =_=N = a=—, B =0. (5.41)
w=0 € we

Thus we obtain for the one-dimensional propagator

mw , X -
Kfi — — elsz,o-‘rZSz,F"F'LSFGF, (5.42)
27 sin wT’

where z and S, are given in egs. (5.31)). In order to solve the problem of
the forced harmonic oscillator we rewrite eq. ([5.38)) as follows,

ty

1 1

= — "F(t)—=———=6(t — " F(t). 4

Srar Qm/QMt(o$+wg@ )P () (5.43)
t;

The quantity sandwiched in between the F’s is the Green’s function G of the
harmonic oscillator

1
N= bt -t 44
Glt.1) = ot = 1), (5.44)
which satisfies the equations
(07 + W) G(t, ') = (07 + wW*) G(t, ') = 6(t = 1'). (5.45)

Implementing the boundary conditions y(¢;) = y(t) = 0, it is given by

G(t,t) = Ot — t,)smw(t —tg)sinw(t’ —t;)

wsinwT’
Lo t)sinw(t’ —tf)sinw(t —t;)

(5.46)

wsinwT’

Due to the symmetry with respect to interchange of the times ¢ <> ¢’ we may
express Spgr as

Srar = ;/th(t) sin(w(t—tf))/dt’sin(w(t' — ;) F(t).

mw sin w1
ti t;

(5.47)
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For given F' the propagator may now be calculated by the evaluation
of ordinary one-dimensional integrals. Here we want to give explicit solutions
to several simple but important special cases.

First let us consider the case of a constant force, F'(t) = f = const.,

a2 wT
Z‘f—i—xl 4 sin -5

S, p= - , 5.48
=1 2 wsinwTl ( )
*T 4sin® <L
S =—|1-—=. 5.49
FOE T omw? wT sinwT (5.49)
Taken all together, we obtain for the three-dimensional propagator
mw 3/2 1mw —» wT
b () ]
! 2misinwT’ P [2 sin w7’ ( €08 2
7\ T PTsinwT
o L g W Sin w

—4 (X — W) S 7 + W) s (550)

where X = 7 r—7;and X = (T;+;)/2. From this result we may now derive

—

the propagator for a free harmonic oscillator (f = 0),

mw 3/2 imw > wT = wT
Ki:<—) X?%cos? — — 4X?sin® — ||,
! 2misinwT P [2 sin w1’ ( 8 T
(5.51)

whereas for a particle under the influence of a constant force (w = 0) we
obtain

m o \3/2 imX2 .= ifT
Kpi = (50 FXT - , 5.52
! 2miT P [ 2T +if 24m ( )
while the free particle propagator (w = f= 0) reads
m \3/2 imX?
Kpi = (50=) :
/ 2miT P 2T (5:53)

As a last point we note that for the free particle case eqs. (5.24) allow for a
much simpler derivation of the causal propagator K JZ and hence Ky,

—1

—idy, — Ag/(2m) — i0F

K7, = My — )
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_/ d4p _Z'eip(a:ffxi)
= | Gyt ) o

s T
=0O(T) / @—pexp {—Zp + zﬁX}

)3 2m
m \3/2 imX?2
=0(T) <27riT> PN o7
= O(T)K . (5.54)

In the second line, 0T means a very small, positive quantity which is supposed
to approach 0 as soon as it is safe to due so.

5.1.2 The path integral in spherical coordinates

For a spherically symmetric problem such as the hydrogen atom it is useful
to reformulate the path integral in spherical coordinates. For convenience we
use the imaginary time formulation of egs. and consider the case of a
central potential. The discretized expressions then read

Kﬁ:/D?’xe_S,

N-1
3N/2
D’y = <2ﬂm> L[l drnr2dcos 0,dp,,
N oom
S = ; (2—€ (ra 412y — 2rprp_1cos7y,) + EV(rn,l)) ) (5.55)
cos Y, = cos b, cos b, _1 + sin b, sin 0,1 cos(p, — pn_1), (5.56)

where ¢ = ¢T'/N. We may express the exponential of the cosine in terms of
a spherical modified Bessel function of the first kind,
eheomin = S (21 4+ 1)i(h) Pi(cos ), (5.57)
1=0
which are connected to the modified Bessel functions of the first kind via

™

u(@) =4[ 5Ty (@), (5.58)

and where P, means the Legendre polynomials. The latter are connected to
the spherical harmonics via the addition theorem

l
4m .
Pi(cosy,) = A1 § Yim (O, ©0) Y (On-1, n—1)- (5.59)

m=—I
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Consequently the path integral may be written as

/Dgxn{exp[ (2 (24 120) +<Vira)]

ln
. mryTn— "
’ 47T z Zln (Tl> z }/znmn(e'nﬁ @n)nnmn<9n_17 gpn_l)}

=0 Mmp=—ln

(5.60)

Due to the orthonormality of the spherical harmonics the angular integration
merely yields a product of J-functions so that only one sum over [ and m
remains and only the spherical harmonics at the end points survive,

Z Z Yim 9f>90f zm(@,%)RM

r;
=0 m=—1
N m mnr,T
. nln—1
Rfi,l = /'D/r exp [— g (2_6 (Ti +7”72171) — 11’121 (T) +€V(7’n_1))] s
3N/2
D'r = rpr; (47) ( ) o 61
r=rpr; (4m)" = H r (5.61)

For large arguments, i.e. small €, the Bessel function features the asymptotic
behavior

ir(z) wogo € (1-%1...). (5.62)

The second term in bracket constitutes the well known centrifugal barrier.
We want to filter this term out by introducing a further modification to the
Bessel function,

iy(r) = 2w e iy (z), (5.63)
so that the radial path integral in egs. (5.61]) reads

sz‘,l = /DT‘ e_ST,
N
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Up to the appearance of the Bessel function this expression look very similar
to the one-dimensional, cartesian case. Naively one could approximate the
Bessel function by the centrifugal barrier to obtain the action

N
naive __ m 2 l(l + 1)

However, this approximation is invalid for [ # 0 since we have to integrate
over all paths whereas the paths converge slower towards the continuum limit
the closer they approach the central singularity of this r~2-potential. The
solution to this problem is elucidated in the next subsection.

5.1.3 The fixed-energy amplitude

The propagator Ky; describes the transition of an initial state |¢;) = [¢(¢;))
into a final state [¢;) = |¢(t7)) in time. Thinking of a particle it describes
the particle’s propagation in spacetime. It is, however, very helpful instead
of the transition (¢;, z;) — (t;,Zy) to consider the transition z; — 'y at fixed
energy E. More generally this means

(ti [a) = (g, 1)) — i) T (), (5.66)

for some initial and final states. The amplitude for this transition between
states at constant energy is called the fixed-energy amplitude and is given
by the Fourier transform of the causal propagator

G = G(Tp; 7| E) = /dTeiETK>(ti + T, %5 t;, T5), (5.67)

where we have written T' = t; —t;. More specifically, for a time independent
Hamiltonian, we obtain for G;,

o0

Gri= /dT (Zple =BT\ 3,) = (z]
0

— .
7 E o | %), (5.68)
where 0 means a very small, positive quantity which is supposed to approach
0 as soon as it is safe to due so. The operator —i/(H — E) is called ”the
resolvent” and the —i0" insertion in eq. tells us how to avoid the
singularities. Consequently, the fixed-energy amplitude is nothing but the
matrix elements of the resolvent. In the case of e.g. a free particle we obtain

o0

m \3/2 g2 . m L2
Gy = /dT( , ) e HiBT — T iX|VEmE 5.69
! 2miT 2mi| X | (5.69)

0
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Writing the propagator Ky; as in eq. ((5.22) yields the following expression
for the fixed-energy amplitude,

wn(ff)?/f;(fi) + dp @Dp(ff)@/);(fi)

G =S ) Rt s ATy
ST, —E -0 E,— E—i0*

(5.70)

Consequently the fixed-energy amplitude has poles at the positions which
correspond to the actual particle energy. From eq. (5.70) we may calculate
the discontinuity along the real axis in the complex energy plane,

disc (Gpi) = G(Zy; T|E +i0") — G(Zy; 7;|E — i0™)
= " 210(E, — B) ()5 ()

+ /dewé(Ep — B) (T )2y, (75). (5.71)

Since the eigenstates if the Hamiltonian satisfy the completeness relation
S intal+ [ dplo) ol = 1. (5:72)

we obtain for the energy integral over the discontinuity,

/—dlSC Gyi) = Zl/}n /dkwk( 7))
=ﬂ@«2ﬁﬂﬂ+/@@@0m>

= (T]T)) = 83(&; — 7). (5.73)

From eq. (5.68)) we see that the fixed-energy amplitude virtually emerges
from an integration over propagators which describe time-evolution with an
effective Hamiltonian operator

H=H-FE. (5.74)

The fixed-energy amplitude has a remarkable property which yields the solu-
tion to the centrifugal barrier-problem we encountered in the last subsection
in egs. and which eventually allows us to solve the path integral for the
hydrogen atom. This property is based on the additional integration over the
time interval T', which allows for arbitrary, invertible reparameterizations.
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First we note that we may complement the resolvent on the left and right
with regularization operators A\;, and Ag,
1 1

=\, ———\p. 5.75
n AN, T (5.75)

Classically this corresponds to the reparameterization dT’" = dsA. In the
following we consider reparameterizations of the form A, /R = AL /r(Z) even
though an s- or p~dependence would be possible as well.
Let us now consider a Hamiltonian of the form
29 R
=2 1v@a). (5.76)

2m

We may now formulate the fixed-energy amplitude as a path integral,

00
sz’ = /ds <ff| S\Le_ij\Rﬁj\Ls/A\R |fz>
0
00

N-1 N
:/dSAL,f)\R,i/ H d3£l?j H<fk’€_iARHALE|fk,1>
9 j=1 k=1
* N-1 N
~ / ds A A / 1T &= [T (@ (1—MRHAL5) Zet).  (5.77)
0 j=1 k=1
Let us insert a complete set of momentum eigenstates |p) for every factor,
Eoe o (1ot R A e ] L
g O (190G = HIB GilAse) [B), (5.78)

so that the fixed-energy amplitude reads

o0

Gfi = /dS)\L7f)\R7Z'/D3ID3p6iS,
0
N

-
— — — p
- i) — Po vy g .
S 2 {pn(xn Tpo1) — €Ay (2m + Vi, )} , (5.79)

where we have defined \,, = A ,—1 AR, as well as

N fiea, \ P2
D3 — n d3
p IH (27Tm) Pk,
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m 3/2 N—1 m 3/2
Dz = ( ) 11 ( ) d*a;. (5.80)
=1

2mieA N 2TiEN,

Of course we can perform the D3p integration again which yields

Gfi :\/dS/\LJ/\R’Z‘/DSZL'eiS,
0
N (&, — Fq)?
S=>" o — e\ (Vo — EB)|. (5.81)
n=1 n

Let us now investigate how we can use the gauge freedom we have obtained
from the functions A;/r to prevent singular potentials like the Coulomb po-
tential and the centrifugal barrier in egs. to cause any trouble. Re-
peating the steps that lead to egs. and using an imaginary parameter,
s — —is, yields the fixed-energy amplitude in radial coordinates,

oo

0 l
ZGfi:/dSAL,fAR,z’ZRﬂJ Z ! (f pr) l ( 90)7
=0

Tf r;

m=—I

0
Rf@l = /DT 6_5”,

N—-1
m m
Dr = d nAl 5 _ _\
" \/ 2meAN };[1 " \/ 2meN,
N

— m(rn B Tnfl)Z ~ mrpTn—1
5,“7,_2[ o +eX, (V, — E) lnzl( . )} (5.82)

n=1
The appearance of A in the argument of the Bessel function allows us to get
rid of the singular centrifugal barrier. The choice A, = r,7,_1, for example,
yields the action
N 2
B m(ry, — Tn-1) I(1+1)
Sr,l = Z [W + ETpThn_1 (Vn — E) +Ee——]. (583)

2
n=1 m

Generally this means that any r~2-potential where we may approximate

1
TnTn—1" % ~1 (584)
can simply be absorbed into the centrifugal barrier. If we have, say, a poten-
tial of the form
L2

Vi(r)=Vo(r) + 2’

(5.85)
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we may simply write the action as

N
m(r, —rn_1)? lef(leg + 1)
S’":E _— -1 (Von — F _—, 5.86
! n=1 { 26T -1 T E T ( 0, ) +e o ( )

1 1\?
leg = —5 -+ I+ 5 + L2, (587)

Since the Bessel functions ; are defined for any real [ we may simply reformu-
late eq. by reintroducing A and Eleﬁ. Consequently, any r~2-potentials
may be treated in spherical coordinates by ignoring them initially and in the
end substituting | — log in Ry

Now way have gathered all the tools necessary to solve the path integral
for the hydrogen atom, which we will attack in the next section.

5.2 The solution to the path integral for the
hydrogen atom

We now want to calculate the path integral for the hydrogen atom. Since
the Coulomb potential is singular at the origin we first have to calculate the
fixed-energy amplitude so we can make use of the additional gauge freedom
as described in the previous subsection. In the continuum limit the action of
the Coulomb problem is given by

S

S:/ds <7’£2 +>\<%+E>>, (5.88)

0

where the dot means a derive with respect to s, 7= di /ds, and the arbitrary
function X represents our gauge freedom. The central singularity can be cured
by the choice A = r. Schematically this yields

r m?
S‘/\:T:ozs+/ds< 5 +E7“>
0
s 2E2
;s a5+@/ds (\/;2_,/_ \/;2>. (5.89)
9 m
0
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The result would look something like a harmonic oscillator with angular
frequency w = y/—2F/m for E < 0, which is a problem that has already
been solved in subsection [5.1.1, However, we still need to make a suitable
choice of coordinates u in order to make sense of the term #2/r. The hint
lies in the expression r = @2, since, loosely speaking, the square root of a
vector is a spinor. So let us write

2(utu® + uPut)

1, 502

ul 4 iu . .

y = ( . i it ) . TF=2ig2= 2(utut — u?u?) . (5.90)
ut? + u2? — 3 —

where & means the Pauli matrices. Further we write

wd o out wt u?
Z=A'(u)d, A= v —ud —u® u . (5.91)
T T T

Indeed for these spinor-valued coordinates we have
r =i (5.92)

In order to calculate the Jacobi-determinant that belongs to this change of
coordinates we have to introduce an auxiliary dimension, parameterized by
the coordinate z*. Our choice of z* is guided by the symmetry of the resulting
4 X 4-matrix,

dz* = vidu — u'du® + utdu® — vPdu’. (5.93)
We thus obtain
TR VA e T
4 3 .2 o1
di = 2A da, A= Zl qu —Z3 _“u4 , (5.94)
w? —ul ot —ud

with the four-dimensional vector ¥ = (2!, 2% 23, 2*). The measure of the

path integral may be augmented by a fourth dimension through an insertion

of unity,
N (oA oA 2
m im(z, — x5 1)
1=]]dxt_,\/ n__nol 5.95
H 1\ orien, P [ 2e, } ’ (5.95)

so that the measure reads

2 N-1 2
Dy = drt _m d* _m ) )
* =% <2m'5)\N) I[ i (27rz'5)\n+1 (5.96)

=1
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Note that we also have to integrate over z3,. The action is still given by

S = Z ( “’" 1)2 — (Vi — E)) , (5.97)

but now & means the four-dimensional vector. Now we can perform the
coordinate transformation. Noting that

ATA =2, (5.98)
we obtain the following expression for the metric
g = dz* = 4u’da’, (5.99)
while the four-dimensional integral measure reads
d*r = 16d*d*u. (5.100)
Further we obtain
Ty — Ty = AUy + Up—q) - (U — Up—1)- (5.101)

With respect to these coordinates the action and integration measure read,
respectively,

N Sz N2 7 )2
g Z (m(un + 1) (U — Up—1) (Vi — E)) |

— 2e )\,
det /oma2\ 25! omi2\ 2
Dy = -9 N d*u,, n) . 5.102
YT 16 (mAN) H U\ A, (5.102)

In order to regularize the Coulomb potential we set

A =1, Agn="n = Ay =T =10 (5.103)

n-

The expression (i, + 1,_1)? in eq. (5.102)) can be approximated by 44?2 to
lowest order in A, = u,, — U,_1. This yields

2 n— »
_as—{—Z(m — na)” —i—aEui),

drt [ 2m 2 N-1 2
D'z = — d*u : 5.104
v 1602 (mle) H (ms) ( )
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In fact the whole procedure concerning the transformation of the action and
the integral measure is in fact quite involved since one changes from a flat
space to a space with curvature and torsion. More details on this issue can
be found in Kleinert| (1987, [2004)).

It is now safe to perform the continuum limit. Setting

om\ 25~ om\ 2
Dy = (7?75) I ¢*un <W—w) , (5.105)
n=1

we obtain for the fixed-energy amplitude

/dS/ /D4 zas+21mf0 ds(u —w3d )
167;

2
/ds / 2\ s 3 ((#34) cos w2t ) (5.106)
167‘Z 1 sin ws

where w = /= E/(2m). Comparing with eq. (5.51)) shows that this result is

closely related to the propagator of a four-dimensional harmonic oscillator.
In order to obtain an explicit expression for G; we have to perform the z:*-
integration. For this purpose it is helpful to express the spinor z, defined in
eq. (5.90)), in spherical coordinates,

B cos(0/2) e~ i e+N/2
Z = \/F ( S]H(G/Q) i(o—v)/2 s (5107)
where v € [0,47[. The definition of z* in eq. (5.93) then yields

dz* =1 (cosOdyp + dv). (5.108)

Since the endpoints in eq. are held fixed the zj-integration reduces
to an integration over ;. The only quantity in eq. that depends on
i is Usu;. To find the exact dependence we briefly consider the case of two
dimensions, where # is given by

ut + iu? = \/re?¥/?, (5.109)
In this case we would obtain

- Pr— pi o o
Url; = /T fT; COS %, Tyl = Tyfly COS(gOf - QOZ)
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= ilil; = \/W. (5.110)

The form of eq. (5.110]) shall be the role model for the following calculation.
In the four-dimensional case we have with eq. (5.107))

L 741 + T T
Url; = %COSX,
2r T 0 01 — ©; + — Y
cosy = o (cos 7L cos Beos PP T T
T+ T 2 2 2

Or 0; SDf—SOi—7f+%)

. . 1
—+ sln — sln — coS

2 2 2
U o — 0. — ©; —
_ L LCT N el ) B 2 Ol
T+ T 2 2 2
05 +0; —Yi . V=Y
— cos L i sin 2L Pign W T , (5.111)
2 2 2
and further
Tyd; = rpr; (sinfysinb; cos(ypy — ;) 4+ cos by cosb;) . (5.112)

The expression for cosy in egs. (5.111)) may be rewritten as

cos(0¢+0;)/2 sin(pr—ei)/2 .
cos(yr —7i)/2 — COS(G;_Gi)/2 cos(i’}_iim sin(yy — 7:)/2

\/1 i (COS(9f+0i)/2 Sin(‘ﬂf—%)/2>2

cos(05—0;)/2 cos(pr—pi)/2

cos Y = (5.113)

This is now an expression of the form cos a cos b—sin a sin b, so it follows that

=t B
X_—

5 : (5.114)
where
3 = 2arctan (COS(Qf +0i)/2 sinlpy - 90")/2> . (5.115)
cos(0y — 0:)/2 cos(pr — ¢i)/2
Using the identity
e8P = i L (2)e™? (5.116)

m=—0Q
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and writing s = —io yields the fixed-energy amplitude
.7 2 e
—1 2mw dmw TET A+ T T
Gpi=— [ d I \/ L
A 7 (sinh wa) 0 (Sinh wo 2 )
0
. eao'mew(rerri)cothwo. (5117>

This expression may be further rewritten if we define

(07

k = 2muw, V=5 Yy = woao, (5.118)
and make use of the identity
Iy(z cos(v/2)) Z (20 + 1) P(cos ) I541(2) (5.119)
1=0
to obtain
—im T dy

e2uy—k('rf +7;) cothy

G =
! 27 /Ts7; J sinhy
0

' i@l + 1) Bi(cos yyi) Lo (M) , (5.120)

— sinh y

where 4 means the angle formed by Zy and Z;. Using eq. (5.59) yields a
p.61)

separation into spherical and radial parts according to eq. ((5.61

Z Z Yim 9f ¢r) zm(eza%)RM

=0 m=—1

2Vy—k(Tf+Ti)C0thy]2l+1 (%— ‘m) . (5.121)

R il — =-2 7 .
fil me/TfT/ smhy

sinh y

This integral may be written in closed form in terms of Whittaker functions,

_im I(+1-v)

Ry = -7
T T2+ 2)

WVJ_H/Q (2]€7’f) My,z+1/2 (rii) . (5.122)

In the following we would rather use the Kummer functions which have al-
ready encountered in chapter [3} The Whittaker functions are related to the
Kummer functions via

Moy(2) = 222 M(1/2+b—a,1 +2b, 2)
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Wap(2) = 2TV2e22U1/24+b—a,1+2b, 2),
which yields the radial fixed-energy amplitude

imT(l+1-v) } her ek
=/ 2k +1 2k ’ +1 krg—kr;
Rf 7l k P(Ql +2) ( /rf) ( T) €

Ul +1—0,2042,2kr))M(l+1— 0,20+ 2,2kry).  (5.123)

From eq. (5.70) we know that the fixed-energy amplitude has isolated poles
at the bound state energy levels. In eq. (5.123]) the I' function has isolated

poles for negative integer arguments,
v—Il—-1=n"eN = v=neN n>I[+1. (5.124)

Thus we are able to identify the bound states of the Coulomb system. In the
limit v — n the I' function behaves like

’ 1 2n
_1 n /'F ! _ ~ ~
(=)' I(—=n" +n—v) R
2 E 2 k2 1
_2 _ i . (5.125)
nE+ma?/(2n?) n2mkE,—FE
where we have identified the bound state energy levels E, = —ma?/(2n?)

in the last step. Let us write the fixed-energy amplitude in the form of eq.
(5.70)),

2 1 Ry(rp) R (r ,
Ryig = Z A lng:)_ %(7") + /(contlnuum states). (5.126)
n=Il+1

Comparing with eq. (5.123) shows that we first have to express U in terms
of M. The identity

™ (r( M(a, b, z) 1_bM(1+a—b,2—b,z))

sin b

Ula,b,z) =

1 ta—0I0) T(a)D(2 — b)
(5.127)

may be rewritten for —a € N as

Ula,b,z) = (—1)“%M(a, b,z) + zlb%]\/[(l +a—5b,2-0,2),
(5.128)
where we have used that
T T - )0(2) = (=1)"T(1 —n — 2)(n + 2). (5.129)
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However, since —a € N, the second term on the right-hand side in eq. ([5.128))

vanishes so that

Ry = i 1k (2kr )+ (2kr;) e Fn+1+41)
: in  E,—E T(n — DI2(2 1 2)

CM(L+1—n,20+2,2kr )M(l+ 1 —n, 2l + 2, 2kr;)

n=Il+1

—|—/(Continuum states). (5.130)

As before we express the Kummer function in terms of the associated La-
guerre polynomials,
I'(n+ 1))

M(—n,a,z) = wljﬁfl(z), (5.131)

and, for k = /—2mE, = ma/n = C,,, obtain the same result for the radial
bound state wave functions as in eq. (3.31),

_ |G I'(n—1) 141 —Chr 7 2141
gu(r) = \/ n T+ 1+ 1) (2C,r) e Lo (2C,r). (5.132)

The complete, stationary wave function reads
_, ni\T
() = 2y 0, ). (5133
The continuum or scattering states may be obtain by the replacements
W — —iw, k — —ik, v — v, (5.134)

where now w = y/E/(2m). The radial fixed-energy amplitude now reads

m (I +1—iv)
k

Ri —
Tt (20 + 2)

mu’l+1/2 (—QZka) Miy’l+1/2 (—QZl{?TZ) N (5135)

and the discontinuity across the branch cut then yields the continuum states,

disc (Rf“) =2 Re {Rf“}

mI'(l+1—iv)

ko T(20+2)
m (I 4+ 1+ iv)
k D(20+2)

Wivasiy2 (=2ikry) Miy 4179 (—2ikr;)

W ivi1y2 (2ikre) M_y 1412 (2ikr;)
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_m My (—2ikr;)
ok [(20 +2)
+ (=D)"'T( + 1+ iv)W_iyi41)2 (2ikrg) | (5.136)

DL+ 1 — i)Wy h1/2 (—2ikry) +

The expression in square brackets in the last line may be reformulated by
means of the identity

T(2p+1)

M — iR —1'71'(;1—&-1/2)1/‘/'N
'@N(Z) F(1/2 + ,U—F H)e € 7#(2)
rep+1) ,

TEW ), 5.137

F(1/2+,Lb—f€)€ u“(ze ) ( )
to yield
_ m [T(l+1-w)|* ., , ,
disc (Rfi,l) = E | (F2<2l T 2))| € iw,l+1/2 (—2Z]€7“f) M,Z'V,ZJFI/Q (szTZ) .

(5.138)

The radial wave functions can now be derived from the completeness relation,

[dE | :
/ 5, disc (Ryir) + > gulrp)g(ri) = 6(ry — ), (5.139)
0 n
where
/2—dISC (Ryiy) = /dk P (r ) gy (1) (5.140)
T
0 0

Since dE = kdk/m we may combine this relation with eq. (5.138) to obtain
the complete, stationary continuum wave functions,

. hy(r
with the radial wave functions
rit+1—-w)| _, ,
hkl(r> = |\/;_7TF(ZZ n 2))| e /QMZ'VJ_;,_l/Q (—21167") s (5142)

or expressed in terms of the Kummer functions and Coulomb wave functions,
respectively,

hi(r) = ™R QYN (14 1 — iv, 21 + 2, —2ikr
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= \/%Fl(—l/, kr), (5.143)

where we have dropped an unobservable prefactor of (—i)"*! as compared
to eq. (5.142). This is the same result we have already used in chapter

without actually deriving the normalization factor.



Chapter 6

Radiative Corrections

In this chapter we will derive the radiative corrections of order o® to the rela-
tivistic energy levels given in chapter [l For this purpose it will be necessary
to introduce some concepts of quantum field theory (QFT) so we can make
use of the quantum action formalism. This will allow us to derive a modified
version of the Dirac equation that includes quantum corrections.

We will consider an electron moving in a background Coulomb field and
then calculate quantum corrections for the interaction of the electron with
the background field and with its own electromagnetic field. More elabo-
rate calculations concerning the vacuum polarization and the 3-point vertex
function can be found in appendix [A]

6.1 Quantum electrodynamics

In this section we proceed from the theory of quantum mechanics used in
the previous chapters to the theory of quantum electrodynamics (QED).
We elaborate some basic principles of QFT which are needed to calculate
the lowest order radiative corrections to the relativistic energy levels. The
calculations in this section follow or are inspired by |[Feynman and Hibbs
(1965)); Feynman, (1998); Itzykson and Zuber| (1980); |[Peskin and Schroeder
(1995); Kleinert| (2004); |Srednicki (2007)).

6.1.1 Towards quantum field theory

In previous chapters we have considered the quantum properties of an elec-
tron, both relativistically and non-relativistically, in the fixed background
field of the much heavier proton, i.e. we treated the electromagnetic field
like a classical field. The results of the relativistic quantum theory of the

79
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electron deviates from experiment by a fraction of ~ 3-107%. The main part
of the deviation is due to the quantum nature of the electromagnetic field
itself.

In order to treat the quantum properties of the electromagnetic field, we

—,

consider the classical action of a free 4-vector potential A = (®, A),
Ly
1
Slty, Ag;ti, Ai] = 5 /dt/dgx A, (77‘“’82 — 8“8”) Ay, (6.1)
ti

where Ay = A(ty);, ©). While it is totally legitimate to use the action (6.1)
for the electromagnetic field to calculate its propagator from an expression
like,

Ay
/DA ¢Sty Agiti Al (6.2)
A;

it will not be useful to do so in many instances. The explicit choice of ¢; and
t specifies a reference frame and thus breaks the Lorentz covariance which is
present in the classical theory. In the hydrogen atom relativistic corrections
represent only a small contribution to the essentially non-relativistic nature of
the system and often times we will have to choose the CMS as reference frame.
In many cases in this chapter, however, we will perform fully relativistic
calculations and thus it would be very useful to think about a relativistically

covariant alternative to eqs. (6.1)) and (6.2)).

Let us start by defining an infinitesimal 4-volume element of spacetime ¢

such that
/ d'z =), (6.3)

where the sum goes over all resulting cells in the discretized spacetime. Now
let us consider some complex scalar field ¥ and an integration of the form

/ DYDYT o | [ dipods], (6.4)

where we have written ¢, = t(z). This integral is no longer a path integral
like in chapter |5l but a functional integral, since we now integrate over all
configurations of a field ¢ defined on the whole spacetime. Let us normalize
the functional integral measure in the following way:

1= / DyDy' e,
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So= S leao [ dialul

diy it
pupyt = [ 42 /ﬁ | (6.5)

For the verification of the first line one needs to make the replacement o —
0 +i0%. This functional integral satisfies the relation

/ wawwz)w*(m)ef%:{ O nFo (6.6)

i/6, x1 =19

The right-hand side of this equation evaluates to either zero or infinity in
the continuum limit. From eq. (6.3) it further follows that the spacetime
integral evaluates to i so that we may write

/ DYDY ()i (1) €850 = 64 (w5 — 1), (6.7)

Using this representation of the ¢ function we can find an alternative way
to calculate the causal propagator according to eq. - ) for a system with
Hamiltonian H

—1
—idy, + Hy — i0*
f Dy Dyt mw(ﬂﬁfﬁﬂw%) e’

54(%‘ — ;)

(2

KJ%A =

[ DYDipt eiso
DYDY ()t () € (6.8)
N [ DyDyt €S ’ '
where now
S= / dhz (10, — H + 0" ). (6.9)

In the second line in eq. . we have made a change of variables, v —
(i0, — H + i07)¢. The resulting new factors emerging from the functional
integral measure are canceled out by the numerator.

Let us summarize our recent findings: In chapter [5] we have calculated the
non-relativistic, causal propagator K f>z by considering the two events z; and
xy, where t; > t;, and integrating over all spatial paths which connect Z; with
Zy, weighted with ¢”. Now we have found that the causal propagator can
be also be calculated by defining a Lorentz invariant action in which



82 CHAPTER 6. RADIATIVE CORRECTIONS

a Lagrangian density is integrated over the whole spacetime. The causal
propagator then emerges from the expectation value (v (x;)y'(z;)), which
measures the correlation between excitations of the field 1 at the two events
x; and x¢. In other words, the causal propagator Kf>i to find a particle at
xy, which had been found before at x;, is given by the expectation value
((z)01(z;)) that an excitation at x; of the field ¢ is correlated with an
excitation at . The field ¢ is in this case not the Schrodinger wave function
of course but rather connected to an operator ¢f(z) which adds to a multi-
particle state |®) a particle of species ¢ at the event x. Correspondingly, the
operator @/AJ(m) removes such a particle at the event x.

6.1.2 Electrons in an external potential

In the previous subsection we have introduced the concept of QFT to calcu-
late causal propagators (in the following we will simply call them propaga-
tors) in a relativistic context. Here we will as a first step consider a scenario
which is already familiar from the quantum mechanical treatment in the
previous chapters: the interaction of an electron with an external 4-vector
potential V. As before the electron is treated as a test charge of reduced
mass m in this classical potential and we assume that the Dirac equation
corresponding to this problem may be solved analytically.
According to eq. the action of such a system reads

S\py = /d4x \If(—%q;y)\ll, H\py = —Z'¢f9 + GV + m, (610)

where W is a Dirac spinor representing the electron field, which is moreover
Grassman-valued, i.e. it obeys the following anti-commuting algebra,

{U(21), U(ws)} =0, (U(21), U(z2)} = 0. (6.11)

Functional derivatives of ¥ and ¥ are hence calculated according to

<_
S P (x2) = —U(22) § g(ay) = 6" (x1 — 22),
- - —
5@(931)@(9‘32) = —V(xz) § T(z; 54(551 — ),
5‘1/(x1)‘I’($2) = 5’(xl)q’($2) = 0. (6.12)

In this relativistic, field theoretic context the expectation value of an operator
is calculated via

o1 gl — J DYDY O[T, W] ¢iSev iy
(O, ¥]) = TDUDT e

(6.13)
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The denominator in this expression is an integral over all possible field con-
figurations and hence represents the partition function Z of the theory,

7 = / DYDY ¢Svv P9, (6.14)

Defining now Dirac-spinor valued Grassman fields 7 and 7 as external sources
for the fields ¥ and W, respectively, we can turn the partition function Z into
a generating functional Z[n, 7] for correlation functions,

Z[n, 7] = / DYDY e#Swv V[ d'a (Tntnw) (6.15)

However, it is even more practical to define the connected generating func-
tional W{n, 7] via

Win, nl = n Z[n, 1, (6.16)

so that expectation values may be calculated according to eq. ([6.13)) very
conveniently by differentiating W with respect to n and 7,

(0[P, ¥]) = O[=0,, 6;]W[n.17] (6.17)

n=n=

The minus sign in front of 4, is due to the anti-commuting nature of the
Grassman fields. Completing the square in the exponent of the generating
functional and shifting variables like in eqs. (5.33)) and ({5.34]) yields

Zn, 1) = Zyel @'ed e 1@ Sv e
Zy = / DYDY v v =,

! 0(x — a’), (6.18)

Svlwa) = 7

where we have rescaled the functional integral measure such that the partition
function, i.e. the generating functional in the absence of external sources, is
equal to unity, Z[0,0] = Zy = 1. Obviously the quantity Sy which appears
in the exponent of the generating functional is the (causal) propagator of the
electron under the influence of the classical, external potential V.

An important quantity which may be readily calculated from egs.
is the electron propagator S in the absence of the external potential, V = 0,

Sveo(zs, @) = Sz — x;)
L )
i)y —m+i0t

oy — ;)
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ilm
—Z+m? 0" (wr =)
/ d4p (p_m)eip(l’f—xi)

=

(

2m)t p? +m? — 0t

— o= )@E)V ) @)|,  (6.19)

where T" = t; — t; as usual and we have used the time-independent, free

wave functions \Ifij;) (Z) defined in eqs. (4.37) and the relativistic energy
E = (p? + m?)Y/2. Note that for V' = 0 the theory becomes invariant under
spacetime translations so that the propagator only depends on the difference
x¢ — x; in this case. While remaining integral in eq. can be done in
closed form, the resulting expression is rarely useful so we would like to keep
it in the current form.

Apparently the (causal) propagator has picked up contributions from
paths which travel backwards in time. In the case of fermions like the elec-
tron these correspond to antiparticle contributions but they are also present
in the photon propagator. It is now clear that we would lack these contribu-
tions had we calculated the propagator from a functional integral like in eq.

62).

6.1.3 The free electromagnetic field

Our second step towards the full theory of QED is to consider the QFT
of the free electromagnetic field, i.e. the theory of non-interacting photons.
According to eq. (6.9) the action for this system is simply given by the
classical one,

1
Sy = / d*x 5A,,(nﬂ”(‘)? — OO A, (6.20)

where A is the well known 4-vector potential. The action S, is invariant
under the gauge transformation,

A— A4 0T, (6.21)

for some arbitrary function I'(x) of spacetime. The gauge freedom of the
photon field A allows us to replace the term 0#0” in its Hamiltonian with
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some operator G* which is in accord with the choice of gauge and drops out
in gauge invariant expressions,

1
Sy = / d'e SA(~HE) A, HE = v o® — G (6.22)

Like in eqs. (6.15)) and (6.16) we define the generating functional of the free
electromagnetic field in the presence of a 4-vector valued, external source J
and the connected generating functional as

Z[J] = / DA eSalA+ [ die WA W[J] =In Z[J]. (6.23)
As for egs. (/6.18]) we complete the square in the exponent of the generating
functional and shift variables to obtain
Z[J] =7 ef d*zd*s’ %J”(z)Duu(m—x')J”(x’)
Zy = /DAeiSA[A] =1,

1 .
—H (@) + 0T

Y

D, (x—2a') = §(x — '), (6.24)

where we have scaled the functional integral measure such that the partition
function is equal to unity, Z[0] = Z, = 1. Expectation values of operators
<O[A]> may be calculated analogous to eq. by differentiating W with
respect to J,

(014]) = Ol W1J]] (6.25)

J=0
Calculating the free photon propagator D is fairly easy. However, we first
have to inspect the influence of gauge freedom on the propagator and the
partition function more closely. Focusing on the partition function we see
from eq. that in the absence of the source J a gauge transformation

according to eq. (6.21) yields

Z[0] = / DA = / DA ¥l (6.26)

Simply renaming the field A” — A shows that the partition function is invari-
ant under gauge transformations. This remains true if a source J is added
since it may be defined to couple to the transformed field instead. Since two
fields A and A’ correspond to the same physical situation if they are related
to each other by a gauge transformation we have to fix a gauge to enforce
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that every physically inequivalent field configuration is counted only once.
To do this formally we will use the method of |Faddeev and Popov, (1967),
i.e. we insert unity into the partition function (6.26)) in the form

SG[A"

det
T

- / DI 6[G[A] , A= A4 T, (6.27)

where §[f] is the functional generalization of the J-function and G[A’] is some
condition that the gauge transformed field A’ has to satisfy. E.g. Lorenz-
gauge is enforced by G[A'] = 9, A" while Coulomb-gauge needs G[A'] = vA,
etc. In the following the determinant in eq. will be independent of A
so that we can treat it as a constant under the functional integral. Inserting

eq. (6.27)) into eq. (6.26]) then yields

OGIA] S[G[AT] e¥alAl. (6.28)

= / DADT ‘det

Transforming A — A’ and then renaming yields

~(for 'd D [ascanesi. (o2

We have thus managed to formally extract an infinitely large prefactor out
of the functional integral and instead integrate only over physically inequiv-
alent field configurations. Since such a prefactor always cancels out when
an expectation value is calculated we may simply redefine the generating
functional and the partition function as

Z - 7 efd4acd4 o’ L JM(x) Dy (x—a’) ¥ (2')

)

Zy = /DA5 eoaldl = 1, (6.30)

where a proper rescaling of the functional integral measure has also been
performed. Let us now calculate the free photon propagator. First, in the
Coulomb gauge, VA = 0, we have

Dy(z) =0, Dij(z) = <5’f af >ij(x). (6.31)

Hence the propagator reads

1

_A?

Doo([L’f — JIZ) = 2'64(xf — [L’Z)
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3 ikX S(T
:Z_é(T)/ dkgeﬂ _ 25()’
2m)? k2 4n|X|

001, 1
Di ) — ;) = i — 0 05] 54 —
J(xf Zz ) (nj Af ) a}?c 440+ t (l‘f T )

_Z/ d4k’ H_kikj eik(mf—zi)
) et \" T T ) TR o

- / dk eiFX (nij - kE’?) (O(T)e™T + O(=T)e™T), (6.32)

where X = Ty —T; as well as w = k| and dk = d®k/((27)*2w). While the
remaining integral in eqs. can be done in closed form, the resulting
expression is rarely useful so we would like to keep it in the current form. Also
very important is Lorenz gauge, d, A" = 0, where the propagator satisfies

Donte) = (87 = %) Dt (6.33)

so that we obtain

0,0, 1 .
D,w/(l’f — fz) = (TIMV — ?92 ) 8% n 0+ 254(;1;]0 — ZEz)

B / d*k B k?,uk‘y eik(xffxi)
— ) err U T T ) T ior

. ik, . ‘
= /dk kX (U;w - ;2 ) (O(T)e ™" +O(=T)e™") .

(6.34)
Finally, in Feynman gauge we have
w4
Doy — 1) = w6 (g —
(T g — i) a%JrZOJ (zg — i)
d4k: eik(:vff:ri)
= M / .
(2m)* —k2 4 40*
= N / dk "X (O(T)e T + O(=T)e™") . (6.35)

6.1.4 Quantum electrodynamics

The theory of QED emerges when the electron field from subsection [6.1.2] is
allowed to interact with the free photon field from subsection [6.1.3. In the
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case of the hydrogen atom it is very helpful to separate the photon field into
a classical, external potential V' like in subsection [6.1.2 which represents
the Coulomb potential and a quantum field A which give rise to the Lamb
shift. In the following, however, we will only consider the quantum field A
to clear up the notation. The external potential can be restored anytime by
the replacement A — A + V.

Naively we might write the full QED action as,

Snaive - S\II,O + SA + Sint7 Sint = —¢€ / d4(L’ \I/A\I’, (636>

where Sy o and Sy are given in egs. , with V' =0, and , respec-
tively. However, the interaction of photons with matter gives the fields A and
U and parameters e and m a different meaning than before. In subsections
6.1.2] and |6.1.3| we could identity these quantities with observables like field
strength, electron charge and (reduced) mass. The interaction represented
by Sint, however, includes self interaction of the electron with its own electro-
magnetic field, thus effectively changing its mass from m. But the interaction
with the own electromagnetic field also changes how the electron interacts
with photons from other sources and hence effectively changes e. The fields
A and V are effected in the same way. To account for this change of param-
eters due to the omnipresent interaction we have to replace the action (|6.36|)

by
S = / d'z {%Aﬂ(nwaZ +GPYV A + B(Zaid — Zom — Zee AVT| . (6.37)

This action is obtained from eq. by simply rescaling A — Zi}/ A and
similar for ¥, e and m. Perturbative calculations show that Z; = 1 + O(«).
We may adjust the Z-factors such that A, U, e and m take certain values
under certain conditions, i.e. we impose renormalization conditions. E.g. we
might want to adjust m such that it equals the measured (reduced) mass of
an electron. Other normalizations might be useful as well, depending on the
situation.

Since we will have to resort to perturbation theory to calculate radiative
corrections to the hydrogen energy levels we have to separate the action (|6.37))
into a part which we now how to handle analytically plus a perturbative part
which we call Sj,;. For the present case we set

S =544 Sy + Sint (6.38)
with the the same Sy and Sy = Sy as in subsections |6.1.2] and [6.1.3]

1
Sa = /d4ib‘ 5‘4/“(_%%})141/7 /HZV = —W“Vaz o gw,
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Sy = /d4ZL’ \i’(—/H\p)\I/, Hy = —i@ +m, (639)
and with the interaction part
1 _
Sint = / d'z [§Au(_5HZV)Au+\I/(_5/H\p — ZeeA)V |, (6.40)

where, setting Z; =1+ 9;,
OHY = —0a(n" 0" +G"), Sty = —0uid + Gm. (6.41)

Thus we have separated the full QED action into a part containing the
free electromagnetic and electron fields and into another part containing the
interaction of electrons with the electromagnetic field and the corresponding
rescaling terms.

A peculiarity of this separation is that in perturbative calculations the
contributions from highly energetic sub-processes cause certain correction
terms to become infinitely large. However, all problematic terms of this kind
may be regulated such that they diverge only in a well defined limit and thus
can be absorbed into the renormalizing Z-factors.

Historically the appearance of these divergences and the necessity of
renormalization represented a major problem for the theory of QED, which
was finally solved by [Tomonagal Schwinger| |Feynman| and |Dyson.

While it is surprising at first that e.g. the correction term §,,m to the
electron mass is infinitely large, one might consider the following: Say, that
we have adjusted the Z-factors such that the parameter m is equal to the
free electron mass as measured in experiment, m = Mex free. Say further, we
compare the mass of a free electron to that of an electron in a bound state,

Mex free — Mex,bound = (6m,free - 5m,bound)mex,free- (642)

We now find that the infinite parts in the Z-factors cancel out in this expres-
sion since highly energetic processes are insensitive to whether the electron
is bound or not. The remaining correction is indeed small and in excellent
agreement with experiment. The tricky part in the separation in eq.
is that Sy actually describes an unphysical ”uncharged electron”. A physical
electron with charge —e, however, is always interacting with its own elec-
tromagnetic field which moreover becomes stronger the closer the electron is
approached. Therefore self interaction becomes more important the higher
the energy of the photons under consideration. Consequently, the mass dif-
ference relative to the "uncharged electron” becomes infinite in the absence
of a cut off (or a different regularization) on the photon energy.
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Let us now proceed by inspecting the action of QED a little closer. While
the naive action Spaive is invariant under the simultaneous gauge transforma-
tion,

A— A+ 0T, U — ey, U — e iy, (6.43)

for some arbitrary function I'(z) of spacetime, this is only true for S in eq.
(6.37) if Zy = Z.. Fortunately this is ensured by an identity due to (Ward,
1950) so that the action S is also invariant under the gauge transformation
(16.43]).

Following the procedure of subsections|6.1.2]and [6.1.3| we define the gener-
ating functional Z[n, 7, J] and the connected generating functional W{n, 7, J]
of QED using the Dirac-spinor and 4-vector valued, external sources 7, 77 and
J,

Zn, 7, J] = / DUDIDA §[G[A]] ST LA d' (Tntvsran)

As before expectation values may be calculated very conveniently by differ-
entiating W with respect to n,  and J,

(O[W, W, A]) = O[—46,,6;,6,)W[n, 7, J] o (6.45)

As usual we complete the square in the exponent of the generating functional
and shift variables to obtain

Zln, 1, J) = el Zo .4, ],

J] = Zy ef '’ (1@)S@=an@)+3 @)Dy (z-a')" (@)

ZO [777 m,
Zy = / DUDUDA S[G[A]] eSS ¥9] = 1 (6.46)

where we have scaled the functional integral measure such that the partition
function of the non-interacting theory is equal to unity, Z,[0,0,0] = Zy = 1.

From eqs. ((6.45)) and (6.46)) we may write the electron and photon prop-
agators, S and D, of the full theory as

S(zp = i) = —05(a,)0n(@) Wn, 1, J]‘ -
n=n1=J=0

1 .
— S($ _ l’z) 4 —_elsint[*%ﬁﬁ»%]
! Zn, 7, J]

- | d'w S(xy — x)n(x) /d4y 1(y)S(y — ) - Zoln, 7, J] ,
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Doy — 1) = 8200 () W, 1 J]‘ )
n=n=J=0

1 .
=D u(l’ - x@) + —_elsint[*‘snﬁﬁﬂﬁ]
S Zn,7,J]

'/d%Dua(wf —x)Ja(x)/d4y T2 (y) D (y — i) - Zo[n, 1, J]

(6.47)

From these expressions it is apparent that indeed the electron and photon
propagators of the non-interacting theory, where S;,; = 0, are simply given
by S and D in the exponent of the generating functional,

Sy — ;) = S(z; —;),

int=0

D(xy — ;)

=D, (x;—x;). 6.48
Sis=0 (T p — i) ( )
Let us now define the self energy ¥ of the electron and the vacuum polariza-
tion IT of the photon in the following way:

SHa—y) =5z —y) —iS(z—y),
(DY) (x —y) = (D) (x —y) —idI" (z — y). (6.49)

The quantities > and II capture the effect of self interaction of the electron
and photon, respectively, that we had mentioned above. One should keep
in mind that the presence of an external potential would most likely destroy
the translational invariance of S, D, ¥ and II, i.e. S(z,y) # S(z — y), etc.
Performing a Fourier transform in egs. and inverting yields the very
useful expressions

1 d*p err
(@) =3 / @2r) p+m—S(p)— 0"’

d*k etk
Dunlz) = / 2m)* (D-Vym (k) — iTlw (k) (6:50)

with the Fourier transformed expressions

Y(p) = /d4xe_im2(x), (k) = /d4x e R (). (6.51)

The exact form of D is specific to choice of gauge of course. E.g. in the case
of Coulomb gauge, we obtain

. d4k‘ 6iEf
,DO()(I) = Z/ 17 y
(2m)* k2 + TI00 (k)
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1 [ d*% kik! ¢k
Dyj(x) = - L . 52
0= [ () w09
while in Lorenz gauge we have
1 [ d*% K k? ehe
D,.(x) =~ P : 6.53
w(2) =5 / (2m)* ( S ) ke — 11 (k) — 0+ (6.53)
Finally, in Feynman gauge we have
1 [ d'%k ek
D v — - " . . 4
() i / (2m)* k2w — TImv (k) — 40 (6.54)

Further we may expand eqgs. (6.49) in a geometric series for S and D,

Sfi = sz + / SfaiEabSbi + / Sfaizabsbcizcdsdi +...,
a,b a

,b,C,d

D/w,fi = DMvai +/ D/w,faingszybi

a,b

+ / Dyp tai 1127 Dy i1 Dgyai + ., (6.55)
a,b,c,d

yooe

O(a®) corrections to the hydrogen energy levels we have to consider the O(a)
contributions to ¥ and II. From eqs. (6.47)) we may infer the expressions,

Sz —y) = ie*y"S(z — y) Dy (x — y)v"
— 6Hy(2)0*(x — y) + O(a?),
I (z — y) = —ie* Te[S(z — y)y*S(y — 2)7"]
— 6HY (2)6 (2 —y) + O(a?).  (6.56)

6.1.5 The quantum action

The field theoretic formalism developed in subsections to is very
powerful but in the context of a bound state we can go even further with the
quantum action formalism.

The Legendre transform I' of the connected generating functional W de-

fined in eq. (6.44)) is called the quantum action or effective action,

il[Q,Q, Bl = Wn, 7, J] — /d% (Q[nln +7Qn) + J*B,[J]) . (6.57)
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The functionals W and I' satisfy the relations

W = Q, ool =17,
6,W = —Q, 1l = —n,
5,W = B, 05T = —J. (6.58)

The equations in the right row are called the quantum equations of motion
for the fields 2, €2 and B. The meaning of these variables can be elucidated

by considering eq. ,
Q] = (V)3 Qln) = (D), B =(A);. (6.59)

Thus the functionals (£2,2, B) correspond to the expectation values of the
fields (W, W, A), i.e. their classical values in the presence of non-vanishing
sources (n,1, J).

Let us now expand the quantum action I in terms of the fields (2,2, B)
and only keep the first few terms,
T, 0, B] = / rdty Q) — o)
T Q(y)oQ(x)
5T
0B,(2)0B,(y)

5T
50 ()0 B, (2)

1
+ §/d4xd4y B, (x) B, (y)

Q(y)Bu(2) + .. ..
(6.60)

+/d4xd4yd4z Q(x)

Higher orders in the expansion will not be needed in the rest of this work.
Obviously the quantum action I' is gauge invariant just like W and hence not
all combinations of €2, 2 and B can arise in the expansion. Also from the non-
interacting theory one easily finds that I'[0, 0, 0] = 0. From differentiations of
the relations , taking care of the anti-commutativity of the Grassman-
valued fields, we obtain

(54(:c —y) = 5Q(m)Q(Z/) = a (@) 05 W
= / d*z [Ba(ayn(2)] [0n(2) 05 W]
= / "2 [6a@) 00yt [0 On() W1,
6",6*(x — y) = 0B, (0)Bu(Y) = 0B, (2)010 ()W
:/#mm@ﬂ@WMMMNW
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= —/d4Z [6Bﬂ(x)53p(z)if] [5JP(Z)5JV(y)W]. (661)
Hence, according to eqs. (6.47]), we obtain for vanishing sources, n = 7 =
J =0,
5T
0B,(x)0 B, (y)

52T

s Y

=i(DH)"(z —y). (6.62)
Similarly the remaining coefficient in eq. may be calculated as follows:
0= 5BH(w)64(m — )
= 0B, (w) / d*2 [0aa)Oa=)iT] [90) Oy W]
= / d"2 [B0(a)O(2) 05, () i) [9i(5) O ) W]
- /d4zd4v [5Bu(w)5BV(v)iF] [5Q(x)5g(z)ir] [6JU(U)5ﬁ(y)5n(2)W]. (6.63)
Again setting n = n = J = 0, we define the 3-point vertex function V; as
—eVéL(x, Y, Z) = 5Q(y)5ﬁ(r)6BH(z)F
= i/d4ud4vd4w Sy —u)(DH"™ (2 — )
. [6JV(U)6ﬁ(u)6n(w)W] Sfl(w — x) (6.64)
Inserting these results into eq. for the quantum action yields
nmﬂiﬂ:/ﬁ%&yp@g@ywx—w-xauﬂ@wnaw)
/L. — v
+ 5Bu@)(DTV (@ = y)Buy)|, (6.65)
where
(eV3B)(z,y) = /d4z eVi(z,y, 2)Bu(2). (6.66)

Using the relations (6.58) we may derive from I' the quantum equations of
motion for the fields €2 and B ,

5T = 0, 55T = 0, (6.67)

which yields

/ Iy iS V(- y)y) = / 2y (Vs B) (. y)2y).
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/d4yi(D_1)‘“’(x —y)B,(y) = /d4yd4z Qy)eVs(y, z, ) 2). (6.68)

Analogous to egs. (6.56]) we expand the 3-point vertex function to first order
in a,
Vfl;(ﬂf, Y, Z) = 71154{1’ - 2)54(y - Z) + 5VZ/;(‘T’ Y, Z)a
Vi (w,y,2) = 6.7"0"(x — 2)0%(y — 2)
— 278 (x — 2)7"S(2 — Y)Y’ Dos(x — y) + O(a?), (6.69)

where we have assumed that . = Z. — 1 = O(«). It will be helpful to use
egs. (6.49) and (6.69) to write the quantum action in the form

0, Q,B] = / d*z (Q [—Hy —eB] Q- %BHH‘X’B,,)
+ [ ataaty (mx) S — y) - (VieB) (@, y)] Q)
+ 3BT (@ = )BW)). (670

Apparently the first two lines of eq. (6.70]) are just equal to the classical
action like in eq. (6.36)). Similarly the quantum equations of motion (6.68))
may be rewritten as

[Ha + cB@)] o) = [ d'y [0 - ) = (VaeB) (o)) 20),
HyBula) = [ T (a = 9)Buy)
— /d4yd4z Qy)eVs(y, z, 2)Qz).  (6.71)

Now we have reached a good starting point for the calculation of radiative
corrections to the relativistic energy levels.

6.2 The quantum equations of motion for the
hydrogen atom
In this section we apply the quantum action formalism elaborated in the

previous section to the case of the hydrogen atom. The calculation of the
corrections to the hydrogen energy levels is performed in section [6.3]
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We will rename the electron and photon fields from the previous section,
(2,9, B), back to their original names,

(2,0, B) — (T, T, A). (6.72)

Keep in mind, however, that their meaning has changed from the quantum
fields in subsection to their expectation values as in subsection [6.1.5]
Further we will regard the photon field A as a pure background field, while
the dynamical quantum part of A is to be considered in the self energy 3 of
the electron.

The quantum equation of motion for an electron in an external photon
field A as given in eq. is a Dirac equation for ¥ that includes radiative
corrections,

[=i0+ -+ @] Wia) = [ dly (S~ y) — (Vied)(w9)] Vo). 673

The correction terms on the right-hand side of this equation comprise a
variety of contributions which are collectively denoted as Lamb shift and the
major part of which is due to the modified self energy of the electron in the
hydrogen atom as compared to a free electron.

In this chapter we will calculate the order a® corrections to the energy
levels. In order to do this we have to discriminate photons of different wave-
lengths against each other. Hard photons, with momenta of the order of the
rest mass m, are important only in the immediate vicinity of the proton, i.e.
over distance scales ~ m~!. They contribute only to high energy processes
which are encountered e.g. in the Uehling potential. The coulombic part of
the proton potential is generated by soft photons with momenta of the order
of the electron momentum, ma. Their wavelengths are of the order of the
atomic size, ~ (ma)~!. Their contributions to the vacuum polarization are
derived in appendix [A]in the limit of small photon momenta since ma < m.
However, there is another energy scale to cover, the ultra soft (US) scale,
consisting of photons with momenta of the order of the binding energy, ma?.
Those photons do not contribute to the Coulomb potential but to a shift of
the energy levels. Will we introduce an ultra soft cutoff K, which satisfies

ma? < K ~ma < m (6.74)

to separate the ultra soft from the soft contributions. It is important to realize
that this procedure breaks Lorentz covariance. In the following when we
speak of soft and ultra soft photon momenta or non-relativistic electrons we
refer to the CMS. Throughout the whole chapter we will perform calculations
for ultra soft and soft photons separately.



6.2. THE HYDROGEN QUANTUM EQUATIONS OF MOTION 97

6.2.1 The photon field

Let us apply the above mentioned separation to the photon field A by dividing
A into two parts,

A= A> + A%, (6.75)

where A~ contains only contributions from soft photons (momentum & 2 K)
and A< those from ultra soft photons (k < K). The ultra soft part is simply
taken as a free photon field whereas the soft part yields the background
potential of the proton. A~ is taken to be the solution to the second line of
eq. , where the right-hand side is set to be the 4-current of a proton

at rest in the origin,

/ dy (DY (4 — ) A2 (y) = —id"(z),  J” = edod(@).  (6.76)

Let us choose the Coulomb gauge, VA> = 0, and use eqs. |D and |D

to write down the solution to this equation,

d3 k eiEJ?

(2m)3 k2 4 1100(0, k)

Az w) = —ie [y Duule — )7 () = o [

«
= 77#0; + 6(514; (x),

3 kT
d’k e 00

o (0, k). (6.77)

ed A (r) ~ —77#062/

In the modification e§ A~ to the Coulomb potential we have kept the first non-
trivial term of the geometric series since it contributes to the O(a®)-
corrections to the energy levels. The vacuum polarization II is calculated in
to the first order in « for soft photon momenta, k? < m?. edA> is then

obtained from eq. as

d3k eiEﬂE .
_ 2
6514;(55) = MNuo€ /W?H(O,k’)
40

= ois 5°(Z). (6.78)

We will solve eq. with the Coulomb part of A~ and treat the correction
term A~ as well as the ultra soft field A< as a perturbation. The ultra soft
contributions then appear to lowest order only in the electron self energy and
not in the three point vertex function,

(5Vsed) = 0V7eA”, 2 =34 ¥<. (6.79)
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Correspondingly the soft field contains the Coulomb potential and correc-
tions to it, while the soft vertex function contains corrections to the way the
electron interacts with the potential. The complete contribution of the ultra
soft field, however, is accounted for in the ultra soft self energy <.

In the following we will consider the electron field ¥ to be the exact
solution to the equation

[—ia +m— 70%} V() =0, (6.80)

while the remaining terms in eq. (6.73)) are included in a perturbation Hamil-
tonian HM,
HOW(z) = 6 A7 (2) ¥ (x) - /d4y Bz —y) = (V5 eA™)(,y)] ¥(y).
(6.81)

The solutions to eq. ([6.80) are of course the ones derived in chapter ,
while the radiative corrections to the Dirac energy levels are given by the
expectation value of the perturbation Hamiltonian H®.

6.2.2 The soft vertex function

Let us write down the Fourier transform of dV3eA,

d4p d4p/ iprip’ I / e /
(6VseA)(z,y) = / @m)i 2n) ¢ YoVy (p,p)eAu(0 —p),  (6.82)

with the momentum space expression in Feynman gauge,

: d*l 7, S + Dy*S(p 4 1)y
14 / — 2 v m 2
oVi(p,p') = ie /(%)4 I — 0" + 0" 4+ 0(a?).  (6.83)

The correction to the vertex function is given in appendix in the limit of
small photon momenta as

2 F QU
Vy(p.p) = ’V”%% (ln% + g) - %Zsmq”, g=p —p,  (6.84)
This expression includes contributions from all scales. We have to exclude
the ultra soft photons, however, since these are to be considered in the ultra
soft self energy X< only. Thus we have to calculate the first order correction
to the vertex function, 6V5, from eq. by inserting the ultra soft cutoff
IC and using free electron propagators,

Ug! (ﬁ)(svzfu(ﬂp’)us(ﬁ)
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d*l
NN TN AL 5.2
5@ uS (p )’7 Us(p) e /]C (27’()4
‘ Uy ()" (;yﬁ’ +] - m) yH (p +7 - m) Yots (D)
((p" +1)2 +m? —i0%) ((p+1)2 + m? —i0*) (12 + m2 — i0+)
~ 05ty (') 7" us (P)

— ie? / o App'ty (P') 7" us(P)
x (2m) (2p'l — i0%) (2pl — i0*) (12 + m2 — i0+)
—y - /
= s ()" u.(5) (5 + Z1(p.) ) (6.85)

where Z5 = 14 65 is the renormalization factor specific to the ultra soft
regime,

Zo =77+ Z5. (6.86)

In going to the second line of eq. (6.85)) we have neglected / against m in the
numerator and [? against pl and p'l in the denominator. We calculate §V;
for non-relativistic electrons, i.e. in the CMS we have

1 1 0
pZE(U), p’ZE’<U,>, qu’—p%E<,l7,_U), (6.87)

where
F~E=——2 P i? =07 " = v* cos f (6.88)
/1 — vz Y )
To calculate the integral I we perform the [%-integration in the complex plane,
closing the contour above the real axis. Further we write

. .
=i, i=. By = /12 +m2, (6.89)

K
f(pp’)—@/ﬂ?/@ L L
’ 2) E} ) AT 1—Gl/E 1 - §'1/E,

1 1

112 /da: / d cosV
E} 2(1 = (I/E)|zv + (1 — z)v'| cos )2
0 1

1
dl 12 d
/ x . (6.90)
0

1—(/E)*(z04 (1 — x)v")?
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For non-relativistic electrons (in the CMS) we have v < 1 and may expand
I(p',p) to linear order in v2, using ¢ ~ 4m>v?sin /2,

1

K
l2
I(p,p) = —/E—lg(l — 2 cos@)/dm (1 + E—lz(xf)'—i- (1-— a:)U')2)
0

0
2
= —{ (arsinh£ — 1) (1 — v+ q_2>
My 2m
4 2
+ (arsinh £ — —) <U2 — q_) }
my 3 6m?2

2 2
z—{q—<ln%—§)—v——l+ln%]. (6.91)

3m? m, 6 3 M.y

The definition of the electron charge,

uy (p)oVs'us(@| , , =0, (6.92)
p :p = —mM
¢ =0
enforces
2 2K
2522521—9{”—+1—1n—} (6.93)
| 3 My

It appears worrisome that the velocity v? appears in the counter term since
it will become —A /m? in position space. In order to check that this term can
indeed be absorbed into a counter-term, we have to inspect the derivative
of the ultra soft self energy, d,3=. So far, however, the soft vertex function
reads

1qm 24

2 /oK 11 5mg,
=4 (1 K ) a 1574, (6.94)

> o < _ s
5V3 — 6V3 5V3 ’y 37T m2 27T m

Thus we are able write down the first part of the perturbation Hamiltonian
(16.81)) explicitly,

. 402 m 31 . i YT

+ /d4y Nz —y)¥(y). (6.95)



6.2. THE HYDROGEN QUANTUM EQUATIONS OF MOTION 101

6.2.3 Renormalization of the free ultra soft self energy

In this subsection we check that the renormalization of the free ultra soft self
energy is consistent with the result (6.93)) for the soft vertex function. Let
us write the self energy of a free electron in terms of its Fourier transform,

4
Viree(® — y) = / P () (6.96)
ree (27T>4 ree ’ .

with the momentum space expression in Feynman gauge,

Stree (D) = 62/ (d4l S+ Sup — bm + O(a?). (6.97)

2m)4 12 +m2 —i0F

The self energy is renormalized such that it vanishes for a free electron, and
that the residue of the free electron propagator is one,

ﬂs(ﬁ)zfree(p)us(pa) = Oa as(@aﬁxfree(p)us(@ = 0. (698)

These are the two conditions which constrain Zy and Z,,. We make the
separation Z; = Z; + Z7 again. The electron propagator in eq. (6.97) is
substituted by a free propagator, so that

Us (D) [Zfee () + 0, — 05 Jus(P)
_ie? / d' (@) (= — 1+ m) Yus(p)
@2 (2 +m2 —i0%)((p+1)? + m? — i0")

D) [ g o 1
d3l 1
= e’ m s (p)us( ﬁ)/ 2m)%2E} E — Gl/E,

a1 1 —ol/E,
= S Us s In
” (P)u ﬁ)/ B2 —20l/E 1+ l/E

Us(p)us(p) (1 - —) /KdE—2 ( ;é—;> : (6.99)

In the limit of m, — 0 we have

>1IQ
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l

dl 1A mg arctanm—7
/ /dl( E2 E4)_>K_76m7m—,y—>lc’

so that we obtain a condition for the Z-factors,

2
75— gz =2k (1 - “—) . (6.100)

T 6

Let us now check our result from subsection on Z= = Zg by calculating

the derivative of X7,

Us (D) [0pEiree (p) + 25 — 1us(p)

d*l 1 1
.9
— —ic*u,(p) |0 . «(P).
ie"s(P) ”/ @m) (2 +m2—i0t) ' ]b+l+m—z'0+%] us(7)
(6.101)
In order to calculate the derivative with respect to p we note that
Oy = (V) O = =" Opn (6.102)
and hence
O —— s = 7 S (6.103)
Php+A prApL AT
For the present case we thus obtain
d* ug(P)us(p) m?
Usg 0 E< 5< s =—1 2/ > >
u (ﬁ)[ P free(ZZ)) + \II}U’ (]5) e (27’(’)4 (l2 + m% — ZO+) (pl _ Z-O+)27
(6.104)
which can be calculated using
i K oK fdiPm?
m
=arsinh— —1—In— — 1, =, 6.105
/ B = arsin " n m / B 3 ( )
0
According to eq. (6.98) we then obtain
2 2K
25:23:1—9(?’—+1—1n—), (6.106)
T\ 3 M.y

in agreement with eq. (6.93)).
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6.3 Calculation of the energy corrections

Now we will calculate the radiative corrections to the energy levels. One
should note that to the order o only the Schrodinger energy levels enter the
calculation. For the same reason we will often times approximate the Dirac
wave function by the non-relativistic Schrodinger pendant.

6.3.1 The energy corrections

The shift of the energy levels caused by the perturbation Hamiltonian (6.81))
is given by

1 _ .
OBk = = / ' U o (2) HOW 1 (2), (6.107)

where T is the temporal extent of the integration range. In previous chapters
we have simply calculated the energy levels and afterwards presented them
like in eqs. and as measured relative to the ground state. In
QFT, however, we will on several occasions encounter intermediate results
containing divergent terms. Those unphysical contributions may be absorbed
into the Z-factors in eqs. (6.83)) and by specifying renormalization
conditions on ¥, 9,3 and 0V3. Additionally, we have introduced the arbitrary
cutoff L so we can not make sense of the direct result of eq. . In
any case, however, the unphysical, arbitrary terms cancel out whenever a
measurable quantity is calculated. E.g. Bethe (1947) derived a physical
result from eq. by simply calculating the difference dFE,; — 0 Ffee,
where 6 Fp. is the energy shift of a free electron that follows from eq. .
In the following we will therefore calculate the quantity

AE,, =0E,, — 0B 4 (6.108)
so we save ourselves a lot of trouble by directly canceling out the Z-factors,

the K-dependent terms and a lot of other terms that we otherwise would
have to carry through the calculation.

Inserting eq. (6.81]) into eq. (6.108)) yields
TAE,, = /d4x[\I/nkm(x)e5A>(x)\I/nkm(x) — ‘iJL_LO(x)e(S/{f(m)llll,_l,g(x)]
= [y (B () = ) V() — T 10— )01 100

. / A 2dy [T o (2) (V5 €AY (2, 1) Voo (1)
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— Uy 10(2)(0V5 eA”) (2, y) W1 10(y)]. (6.109)

In order to calculate the main part of the Lamb shift we need to consider eq.
(6.97) where S = S, represents an electron propagator in the Coulomb field.
We separate Y into soft and ultra soft parts again,

Y =%+ ¥5, (6.110)

However, soft and hard photons do not feel the binding of the electron in the
hydrogen atom so the electron looks nearly free at these energies and [ AN
changes only negligibly for the different bound state levels. We may thus
approximate

/ [‘I/nkmz‘l’nkm - @1,71,02‘1’1,71,0} ~ / [‘i’nkm2<‘1’nkm - @1,71,02<‘P1,71,0} .
(6.111)

The remaining self energy comprises only ultra soft contributions, or more
specifically,

NS (x = y) = ie* Ay (x — y)Se(x — y)y", (6.112)
A;VCU — y) = 77#1’/ @G*i‘ﬂ|yofﬁo\+i§(g*f), (6113)
K
AT N —4E |20 —y0
Se(z —y) =sgn(a® —y°) Y W) (@) TG, () e Bl
n’'k'm/’
+ (continuum states), (6.114)

where we have employed Feynman gauge in the photon propagator. Substi-
tuting the propagators (6.113]) and (6.114)) into the self energy (6.112)) yields

K
Y (z —y) = isgn(2® — ) Z /dqqu

/kl ’

. "Yu\I]n’k’m’ (f) \Ijn’k'm’ (y)f}/uelq(ffg)fi(En/k”+q)‘x07y0| , (6 1 15)

where ¢ = |¢] and thesum ) ,,, , is understood to include continuum states.
This result is to be inserted into egs. and ( m

6.3.2 Soft contributions

Let us separate the energy shift into two parts,

6Eu = 6ES, + 5E5, (6.116)
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due to soft (S) and ultra soft photons (US). According to eq. (6.95)), we have

—

4o m 31 io? VT
Ey= | d20l, (&) |— (I + o= =Y
Ok /d Wt (7) {BmQ ( K 120) D) = g 7 | Y (@)

40’ m 31
=2 (2 2 ) [ (D)
3m?2 (n2IC * 120)‘ e (9)|
L Pl (@)W (D). (6.117)

4mm
To order o, only the lowest order parts of |¥|? contribute. According to the

5
results of section [£.4] this leaves only us with
2
Cy,
(L1 (0))%6 1

Uy 1 (7)
(W () 2 T | =22 Gy = 2
03 m3a®
(5k R —3 Ok,—1, (6.118)
where, of course, it is more common to write d; _1 = ;9. The first part of
§ES, is thus obtained as
dma® m 31
In— 4+ — ]9 6.119
3703 (nzlc+120> Lo (6.119)
Let us now turn to the second part of eq. (6.117)
io? NT io? or or
— RAVARC B |ph—= T—
4mm s drm BT
o? 0T _ = = 0T
=3 / d’x leFUVWr (UVsD)TT—g@]
a? 3 or
=503 /d T [O’V T—3} ®, (6.120)
where we have used eq. (4.43) to write y &~ —idV/(2m) in the second line
and performed a partial integration in the third line. The commutator may
be written as
= 0T . 2(K—1)
|:O'V, F:| = 47T53($) + T—?” (6121)

S? as in chapter . Again we approximate

where K =1+ 25L = J?
the Dirac wave function by its Schrodinger equivalent so that the result of

eq. (6.120)) becomes
b 1+Fk
010 — (1 =9, . 122
( to = (1= 00) iy s 1)) (6.122)

mao
2mn3
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The last term is not present for [ = 0, i.e. k = —1. Thus we may write this
expression most conveniently as

5

mao
- 6.123
2mn3 (2l + 1)k ( )
Taking eqs. (6.119]) and (|6.123)) together, we obtain
4mad m 31 ma®
S, =—— [(n—+ — |6 - ———
nlk = 33 <n ST 120) PO o320 + 1)k
ma® 4. m 31 1
=—|l=In—+—|0o— ———|. 6.124
— {(3 "okt 90) O kIt 1) (6.124)

Despite the fact that soft contributions to the Lamb shift are rather small,
they are still very important from the theoretical side because they allows
us to eliminate the arbitrary parameter K in combination with the ultra soft
contributions.

6.3.3 Ultra soft contributions

The largest fraction of the Lamb shift originates from the ultra soft self energy
(6.115)) which we are now going to calculate. Since we aim to calculate the
difference AE,; = 0E,; — dE; _1 we will drop any contributions occuring in
the calculation that do not depend on the hydrogen quantum numbers n, k,
m. The ultra soft contribution to the energy levels reads

K
dqgqdS) _ .. , 1 1
SEUS = & / kM2
0

n'k'm/
(6.125)

nkm

(I = / &5 U gt (B)Y €T o (). (6.126)

Keep in mind, however, that the sum ) ,,, , also includes continuum states.

Let us abbreviate I = Iﬁ,;’j;m', U =V, im, ¥ =V, and separate I into a

transverse and a longitudinal (and temporal) part,
1P = >+ 1], (6.127)
where

117 = =P + [1q* /¢, 12 =|(1 -7 /) (6.128)
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The first term in brackets in eq. (6.125)) is approximately 1/(2m) and there-
fore we make only a small error be writing

1 s V()Y ()T (F)y U (F)
ZE—I—E’Jrq Z/dd 2m

n/k/ ! /k/ /

U(7 053(Z — Y)V U (y 1

2m m

Hence this part approximately cancels out in the difference ((6.108)) and may
be dropped. Next let us look at the longitudinal part of I in the remaining

part of eq. (|6.125)),

|[H|2 B _q2’ fd?)l’ lI,/Teiq?E\I;P + | f d3$ \II’T'yO’?(je’q””\I/P (6 13(])
E,~E,—q ¢*(En — B, — q) -
Using
(—mofﬁ +0m — 9) U, (7) = B0, (7) (6.131)
r
we may rewrite the second term as
> [o R 2 N 2
‘ / &y vt [—wow 440 = 2 e“ﬂ V| = (B, — By) / Py U Ty
r
(6.132)
The longitudinal part thus reads
H ° _Ex El tq / 3,0/ ’
APz Vel Ty 6.133
E—F —q (6.133)

Since the wave function is exponentially damped by a factor of the order ma,
while the phase factor of the ultra soft photon varies with angular velocity
g ~ ma?, we may use the dipole approximation and set €@ ~ 1. Then by

the orthonormality of the wave functions,

Ik 1
Er VN = 8,000 Oy = B LT ~ - 6.134
[ & 2 Gm g (OB

Thus we may also drop the longitudinal part since it only gives a constant
contribution. Let us turn to the transverse part. We may again use the
dipole approximation and perform the spherical integral to obtain

dQ 2 P
=3 evon

2 .
= §|]|2. (6.135)
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Again we make use of the dipole approximation so that the energy shift reads

2 > K
SEY = 3—: IR (—IC + (Ew — E,)In m) : (6.136)
n' k' m/ n n

where we have used that K > |E,, — E,/|. Let us consider the first term on
the right-hand side. The sum over the squared integral reads

P~ > /d3xd3y\ll () 7Y () ()7 (Z). (6.137)

77//7’4/'/7 / l kl ’

Due to the negligible overlap we make only a small error by using complete-
ness relation to replace

>V HYNE) = 6 (F - §). (6.138)
/k/ /

This replacement together with the orthonormality condition of the wave
functions yields a constant result for the first term in eq. (6.136)) so it may
be dropped. We now want to combine our result for JE, from eq. (6.124])
with 6 EVS in order to get rid of the arbitrary and unphysical scale K. For

this we need to calculate the quantity \ﬂ2(En/ — E,). Using eq. 1) to

write y & —i&ﬁ(p/(Zm), we may rewrite the overlap integral as

B B Hf= =% v/
]:/d3l'\:[//’7\1/%/d3{['90 {07 ZO'V}SO :/d3$LW (6139)

2m m

Then we note that, to this order of accuracy, Hs@nim = En@nkm, where Hg =
—A/(2m) — a/r is the relative-motion, stationary Schrodinger Hamiltonian
from eq. (3.16). With this knowledge, let us first inspect the quantity

S P(Ey - B, = _—/df”w Hs, V| + [V, Hs| V) ¢
' K m!
- —%/d%gﬁ 6 —g,ﬁ] + [6,—%} 6) 2
_ 2”_0“90( 5)|? ~ zmo‘ St (6.140)

In the second line we have performed a partial integration of one integral,
which gives us a minus sign, and then rewritten the factor E,, — F,, as Hg
acting on . This allows us to make use of the completeness relation to take
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out ¢’ and one integral. The resulting commutator simply yields a d-function.
Consequently, to this order of accuracy, we have

Ama’ 203 = 1
Ooln K+ — 1%E,-E)ln —————

n’ k' ,m’
(6.141)

SEN =
nk T 3ns

where we have regarded the fact that I = ffll,;’jém', given in eq. , is of
the order a. First we observe that the logarithmic term containing K vanishes
for non-S-wave states and hence we may replace K with some arbitrary value
as, for example Ryd = ma?/2. But the dependence on K vanishes even for

[ = 0 since combining eqs. (6.124]) and ((6.141]) yields the total energy shift

Ama’ 31 1 3
B =—— (= +In—= ) 6o— —
ARV Kmﬁ na2) Lo 8k(2l+1)}

203 Ryd

«“ AP(Ey — E)ln—2C
T 2 I TR

n' k' m/

(6.142)

Following Bethe| (1947)) we now introduce the average of the logarithm in eq.

(6.142)), the so called Bethe logarithm, viaE|

3

o n 17k m 12 1 1 |En — En/|
which is independent of the magnetic quantum number m as we will show
in subsection [6.3.4 In this notation the fifth-order correction to the energy

levels reads

dma’ 31 1 3
SE,, = 2 =) G- o —Iny(n, )| (6.144
£ 3 [<120+ noﬂ) T TR )} (6.144)

Thus the final values for the energy levels, relative to the ground state, in-
cluding the result of the Dirac theory (4.68) read

1 1 3 1 8a? (19 1
AEy =Ryd|1— —4a? (24—~ )2 (2o
k Y [ e <4+4n4 |k]n3) 3 <30+ noﬂv(n,l))

IStrictly speaking this can only be interpreted as an actual average in the case of
S-states, where may we rewrite eq. ((6.143)) as

5 o 2 — )1 12

> fa (B~ E)

Iny(n,1) =

For [ # 0, however, the denominator in this expression would vanish.
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8a3 (/31 1 3 ]
3123 ((m + In —) 5l 0 — m —1In 'y(n, l)) :| + O(OZ )
(6.145)

6.3.4 Calculating the Bethe logarithm

Let us reformulate the overlap integral

/TV
/ Bz L7 (6.146)
im
by writing —iV /m = [Hg, 7] and hence
Ink;/ I:(En/_ )Jnk/G]]z/m/’

nkm
00

ik = / dr g ()i (1),
0

G _ / dQQL, & Q. (6.147)

From eq. - we see that, to this order in a, J may be solely expressed by
. Also from eq. - we see that

the radial Schrédinger wave functions g2,
only allowed values are m' = m, m+1 and I"=141, or in terms of k and £/,
K=k+1, —k—1+1. (6.148)
Inserting this into the sum of the Bethe logarithm (6.143)) yields
-1 |K|-1/2
S > P = (B - B
k' =—n m/=—|k'|+1/2
m+1
[|Jnl 1|2 Z (|Gl 1m|2+|G—lm|>
m/'=m—1
m+1
HIE S (i) e
m/'=m—1
From eq. (B.13) we have G, ~2™*! = é;,i_Q’m = 0 as well as
(- 52—

IRV = O (R T N
G, = *eéx , G, =e, ,
\/_(25 —1) 21 -1
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GlHLmEl _ <& \/<l + % +m)(l+ % +m) Aim _ o (I + %)2 m?
m 8 V220 + 1) » Tm a1
12— (L 4+m)? 9
~—I,m=+1 — 2 =—l.m = m
H — 2 s — )
Cim o2 (20—1)20+ 1)’ i = (20 —1)(21 + 1)
(6.150)

The sum in the Bethe logarithm thus becomes

TR ()

kw2 — (g, — B, 6.151
> I = ) e (6.151)
so the complete Bethe logarithm ((6.143)) reads
m2a?n® <~ U2+ (4 D]
1 N = nl nl
wy(m ) = =g ; 20+ 1
Ew = B 31 1En = B (6.152)
. n .
Ryd Ryd ~’

where we have to regard the fact that J is of the order (ma)~'. The major
contribution to eq. comes from the continuum states. This expression
has to be evaluated numerically and a simple numerical calculation performed
by the author yields

Inv(1,0) = 2.985, 6E; 1 =3.359-10"° eV,
Inv(2,0) = 2.817, 6Fy 1 =4.293-107°% eV. (6.153)

But already this crude result improves the results of the Dirac theory tremen-
dously. The shift of the ground state energy level 0 E; _; is by far the largest
and simply including this shift in eq. and ignoring all other order
mad-contributions reduces the relative deviation from experiment down to
~ 3-107% i.e. two orders of magnitude for all non-S states. But even for the S
states this already reduces the deviation below 5-10~7. And also the shift for
the 2S state in eqs. accounts for 1038 MHz of the 1057 MHz measured
for the 2S;/5-2P; /5 splitting by Lamb and Retherford (1947). Over the years
detailed calculations of the Bethe logarithm have been performed. In table
we present very accurate results from |Drake and Swainson| (1990) for the
states displayed in the previous tables. These values have also been used
to compute the energy levels corrected up to order o’ from eq. in
table . Jentschura and Mohr| (2005)) have calculated the Bethe logarithm
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Table 6.1: Numerical results for the Bethe logarithm from [Drake and Swain-
son! (1990) for some of the lowest lying hydrogen states and the corresponding

fiftth-order corrections from eq. (|6.144)).

State | Invy(n,l) OE,i (eV)

1S1/9 | 2.984128555765498 | 3.35940976992458 - 107
2512 | 2.811769893120563 | 4.29589892444639 - 10~°
2P 5 | -0.030016708630213 | —5.32544917436815 - 10~®
2P3)9 4.01908763410275 - 108
3512 | 2.767663612491822 | 1.28018610080462 - 1076
3P1/2 | -0.038190229385312 | —1.44212817216688 - 10~°

3P3/2 1.32662347478746 - 1078
3D3/ | -0.005232148140883 | —3.28393634350078 - 10~
3Ds)2 5.02231859736224 - 107°

4S1 /2 | 2.749811840454057 | 5.41329635333724 - 10~
4P1 /5 | -0.041954894598086 | —5.82013533143648 - 10~°

4P3/5 5.86053567915214 - 10~
4D3/5 | -0.006740938876975 | —1.27966851564170 - 10~
4Ds 5 2.22453278753488 - 10~
4F5/5 | -0.001733661482126 | —1.12999848892155 - 10~*
4F'7 1.21501976498660 - 10~1°

for states up to n < 200. One can see that radiative corrections improve
the results of the Dirac theory by roughly a factor one hundred. Also the
famous splitting between the 25, /5 and 2P /5 levels is calculated to this order
of accuracy to yield ~ 1051.62 MHz which deviates only by 0.6% from the
experimentally observed 1057.83653507 MHz.
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Table 6.2: Experimental values of the hydrogen energy levels as given in
Kramida (2010) are compared with the relativistic energy levels E,; includ-
ing corrections up to fifth order in o as given in eq. (6.145). The lowest
order radiative corrections improve the accuracy of the pure Dirac theory by
roughly a factor one hundred.

State | Exp. levels (eV) | AE,; (eV) | Deviation
1S1/9 0 0
2P /2 10.1988055286 10.1988058225823 | 3-10~°
2S1/2 10.1988099034600 | 10.1988101717357 | 3-1078
2P3)9 10.1988508929 10.1988511739767 | 3-1078
3P1/2 12.087492922 12.087493247092 | 3-107°
3512 12.087494224 12.0874945416994 | 3-1078
3D3)2 12.087506341 12.087506667992 | 3-1078
3P3/2 12.087506364 12.0875066845422 | 3-1078
3Ds)2 12.087510821 12.0875111462192 | 3-1078
4P1 /9 12.74853166921 12.7485320020757 | 3-107°
451 /7 12.74853221952 12.7485325492255 | 3- 1078
4D3)2 12.7485373313 12.7485376638598 | 3- 1078
4P3/9 12.74853733962 12.748537671 3-1078
4Ds 2 12.74853922041 12.7485395531119 | 3- 1078
4F'5 /5 12.748539221 12.7485395497574 | 3-1078
4F'7 12.7485401632 12.7485404938828 | 3- 1078
Continuum | 13.598433770784 | 13.5984341184646 | 3 - 1073
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Chapter 7

The two-particle Dirac equation

The treatment in this chapter is from Marsch (2005)).

7.1 Preparations

Let us consider the relativistic two-particle system consisting of electron and
proton bound together in a hydrogen atom. The general Dirac equation for a
single particle of mass m and charge e reads in the Hamiltonian formulation

10V (z) = (—eAO — i7"V — ey°7A + ’yom> U(x), (7.1)

where W is a four-component Dirac spinor as familiar from chapter |4l In the
case of the two-particle problem, however, we consider ¥ to be an element
of the two-particle Fock space,

U(z) = Up(z) @ Ve (x), (7.2)

where ¥, and W, represent four-component Dirac spinors describing the pro-
ton and electron, respectively. Analogous to chapter 3| we call the positions
of proton and electron 7, and ., respectively and change to the CMS,

S My T, + M

R= pp ele
M

Ve=V,+ V. =0, V=V,=V.=-V, (7.3)

0, T'=Te — Tp,

where M = m,+m, and we let the vector potential A represent the Coulomb

potential,
Q@

eA = — e (7.4)

115
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The Hamiltonian for this system then reads
H= (—% +iy°9V + fyomp> ® (—% — '3V + 'yome> , (7.5)

where m, and m. means the proton and electron mass, respectively. Further
we define the nuclear and electron spin operators,

- 1 N 5 1 .
I= 5(’75707) ® 1, S = 511 ® (v7°7), (7.6)

to obtain the following explicit expression for the Hamiltonian of the hydro-
gen atom

" —;.—L—ﬁmp AV o 7 tn}e —2iSV (7.7)
211V —2—my, —2iSV =% —m,

In the following it will be useful to express the Hamiltonian in a spin basis,

=), e=+Hel-), a=")Q+), a=[-)al-). (78

Again, we make the ansatz suitable for a stationary problem,

U(t,7) = e P (T), (7.9)
and obtain for eqs. (7.1)) and (7.7,
—E-%+M —2iSV 21V 0

—2iSV  —E—2+uM 0 2iIV
U(7) =0,

21V 0 ~E-%—uM  —2iSV

0 2iIV —2iSV ~E-2-M

(7.10)

where M = m, + m, und p = (m, — m.)/M. Before we proceed to the
actual derivation of the solution let us consider the total angular momentum
operator,

J=L+S5+1, (7.11)
where L = —i7” x V. One finds that

[H,f] :\(fyof?xﬁ)(@]l—]l@(”yof?xﬁl

_[n.1]
("7 x V)@ 1+l (1" x V) =0. (7.12)
=[#.1] =[#.5]

Correspondingly there exists a basis which diagonalizes the Hamiltonian and
the total angular momentum operator simultaneously. This will proof useful.



7.2. DERIVATION OF THE SPHERICAL SOLUTION 117

7.2 Derivation of the solution to the spherical
Dirac equation
We define the operators
K;=1+2IL, Kg=1+2SL. (7.13)
Before in inspecting their spectrum and eigenbasis, we note that
GV = —i§E, 56, &V = h (—z’@r + 6, x 6)

:ih(—GT—I—QS—L) or ih(—@r—kﬁ)
,

r

= %h (—ar?" + Ks/[) , (7'14)

where we have defined a helicity operator

o cos) e ¥sinf
h=oat = ( e?sinf  cosd > ' (7.15)

Further we introduce the variables

x = Mr, e:M, Dg/r = =00+ Kgp (7.16)

so that the Dirac equation (7.10]) reads

—e—2%+1  LhgDg —LhDy 0
%hsDS —6—%4—# 0 —%h[DI
‘ ' U(z)=0. (7.17)
f%h[D[ 0 —e — % — U %hsDS
0 —Lh;Dy lhgDg — —e—2—

Let us now consider the operators Kg/;. Their commutator reads
(Ks, K] = 4i (§ x f) Lo (7.18)

In order to solve eq. ([7.17)) we have to find a basis, in which the commutator
(7.18) vanishes. Let us insvestigate the algebraic properties of Kg/;. The
total spin operator is given by

Q=5+1I. (7.19)
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One should note that

Ki+Kg=2+J°—L*- Q" (7.20)

In the following we seek a basis of eigenvectors,
Kig¥ = kW, (7.21)

or, using eq. ([7.20)),
X L g=0, j=I
F=14 GG+ )~ 104 1) —alg+ 1) =4 141, g=1 j=l+1 .
—l, g¢g=1 j=1-1

(7.22)

One can see that £k = 1 for the singulet state and k = +1,42, ... for the
triplet states. In the spin basis of eq. (7.8)) the matrix elements of Kg/; read

1+, L. 0 0
| oL 1oL, o 0
Ks=1 9 0 1+Ls L. (7.23)
0 0 L, 1-1I,
1+L; 0 L. 0
| o0 1+, 0 L
Kr= L, 0 1—-Ls 0 (7.24)
0 L, 0 1-1I4

We now make the following ansatz,

\II(f) = wl ($)¢1 (9’ 90)+¢2(37)¢2(97 90) +"7D3($)¢3(97 80)+¢4(95)¢4(97 90)’ (725>

where

$1=Yim-1€1, P2 =VYimes, 3=VYmes, d1=Y miie4, (7.26)

and where Y},,, are the spherical harmonics. The operators Kz ; then become

m B(—=m) 0 0

Ks = B(gm) 1_om 1—Em B(Om) (7.27)
0 0 B(m) —m
m 0 B(-m) 0

Kr= B(Em) 1T)m 1—Om B(om) ’ (7.28)
0 B(m) 0 —m
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where LY, = B(£m)Y]me1 and

Bm)=+(I-—m)(I+m+1)=+/(k+m)(k —m—1). (7.29)

Note that B(m — 1) = B(—m). We now choose a new basis such that the
singlet and triplet states live in different subspaces,

1
Oy = —(e2 — e3) Vi, d, =Y,,,_161,
0 \/5( 2 —e3)Y 1 1,m—1€1
1
oy = E (e2 + €3) Yim, O3 =Y mi1€4. (7.30)

The change of the basis (7.26) to (7.30) is conducted via the orthogonal

transformation matrix

1 1
0§ 0 X
e I G B ot T
V22 V2 V2
0 0 0 1 0 0 0 1

(7.31)
In this new basis the operators Kg/; become K’S/I = UKS/IU_1 =K, +tK_,
where

1 0 0 0
_ 10 m B(—m)/V2 0
=10 Bempa 1 Bm2 (7.32)
0 0 B(m)/V?2 —m
0 B(-m)/v2 —m —B(m)/v2
O I R =
0

—B(m)/V2 0 0

The matrix K, has the eigenvalues 0, —I, [ + 1, where 0 has to e excluded
as we have seen in the algebraic treatment (k # 0). The corresponding
eigenvectors read

VI+m)(+m+1)

1
SR V20 +1)(20 + 1) ﬁéff_n;lf(zli(;fﬁf !V
(7.34)
1 VI —m i)
I N e V2 T—m)i+m) |. (735

VI+m)(+m+1)
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In terms of the quantum number k there exists a common expression for both
eigenvectors,

1 V(k+m)(k+m—1)
= —o | sgnkVv2y/(k+m)(k—m) |. (7.36)

O VREE-D N\ )k —m 1)
Note further that K_FE; 5 = 0. Obviously the triplet and singlet states do not

mix. The same should be true for ®y. Setting K_P, = 0 implies, however,
that [ = 01i. e. k= 1. There we define

Er

N

k>0

T (0, ¢)
= o= VT DY a0, [ @ )+
+sgnky/(k+m)(k—m)Y_pm(0,0) (|4)@|=) +]|=) @ |+) +
/= m)k—m =D Y mial8,6) =) @) (7.37)
VEELY o1 (0, )
ST | s (7.38)
\/ k;fnzl Y_pm+1(0, 0)
(7.39)
as well as,
0
Sun(0,0) = L (|4) @ |-) — [y @ [4)) = 2L | ! (7.40)
V8 NEL —01

These objects satisfy Kj/g SIT Qe = kQgm. They represent solutions of the
spherical Dirac equation with quantum numbers (k,m). Further we note
that {K]/S,h]/g} =0 and h[/SQ =1 implies

Ki/sh1/sQum = —khi/sQm. (7.41)
Thus the explicit expression for h,s(2 reads
k— m+1 Ykm 1(0 90)
k% — m? Fsgnk k+m e Yim (6, )
2k(2k +1) | Lsenk o Yem(0, )

Y % Yk,m—l—l(ea ()0)

hS/I Tka(Qa 90) = (7-42>
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Finally we may write the wave function (7.25)) as

U(r,0,p) = (Fl(x),ihSFg(x),ithg(a:), h5h1F4(:v)> W, (7.43)

where we have already included an ansatz for the radial Dirac equation ([7.17)).

7.3 Solving the radial Dirac equation

Inserting eq. (7.43|) with the new ansatz for the radial part into eq. (7.17))

we obtain

—e—2+1 O +k —0, - % 0
—Oo 45 —e— g 0 0o+ 5 _
o, - & 0 cemw_, o | F@=0. (744)

Keeping in mind our previous experience with the Coulomb problem we make
the ansatz

F(z) = 27e*H(z), Z = K, v, k>0 (7.45)
to obtain, after a multiplication by —1,
er+ 2 0, +1-Hr 9 145 0
9, —1-t= e+ 2 0 0, +1-E ) = o
,8Z+1+% 0 e + 2 9. — 1+ b3 H(z) =0,
0 9, —1-F1 g 41452 es+ 2
(7.46)

where we have defined
er=(€e—1)/k, ea=(e—p)/k es=(e+p)/k es=(e+1)/k. (7.47)

Let us make the ansatz v

H(z) =) a2, (7.48)
i=0
where N < oo, which is required to make the wave function normalizable.
Using the substitution r = v 4 ¢ yields the recursive relation

o —k—r k+r 0 —e; -1 1 0
—k+r « 0 —k—r 1 —e 0 -1
C_ii = C_iifla
k—r 0 o k+r -1 0 —e3 1
0 —-k+r k—r « 0 1 -1 —ey

(7.49)
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or shorter,

M;d; = Nd;_. (7.50)
Four constraints may be derived from eq. ([7.50)). First we have

2
Mo@o =0 = det Mo =0 = v = k2 — Oéz, (751)
and second,
k+~
. a2
ap —a/2 | (7.52)
k=~
the third and fourth constraints read, respectively,
det NV =0 = 0 = ejesezes + (€1 + e4)(e2 + e3), (7.53)
€ieseq
Niy=0 = aN = egj‘ez?’&l , (754)
" eates
€1

where the first line is required in order to exclude the trivial solution of the
second line. From eq. ((7.53) we obtain the following relation for &,

(=)@ =)
K= \/ 17 . (7.55)

The as usual the energy levels may be derived from the termination of the
power series,

Myiy = Nay_1. (7.56)

By Gaussian elimination we can make one line on the right-hand side vanish.
This line then contains the following information

((k—r)er — a)ezesey
G- (v +reg)es(er + eq) — keges(er — ey)
—(Oé + 7"63)62(61 + 64) + k’€263(€1 — 64)
(k4 7r)es+ a)ereqes

Qin =0, (7.57)

Using eq. ([7.54) for @y we obtain the relation

2, 2 2, 2
o e] +e; e; +e3

= — . 7.58

(e2 + e3) (€1 + €4) o (6263 o1+ o4 +e1eq ey T o3 ( )
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Substituting the expressions from eq. ([7.47)) yields the equation

4e? — ((62 —M2)€2+1 e 1)€2+N2>

2k 2e 2e

a et — 2

2r €2

= V(1 —e?)(e* - p2). (7.59)
This equation implies that y < e < 1. We may thus write e = 1 — ¢ and
expand the square of eq. ((7.59) up to quadratic order in (,

052
0~ 20(1 = p*) = (=) = 13

~ VA= 17) = G5 — ) = 5-(1 = 40+ 6¢° = 1) (1426 +3¢%)
(7.60)

(1 —4¢+6¢* — p?)*(1+2¢ +3¢%)°

2r e?

0= (O‘>2(64_“2>2—(1—62)(e2—u2). (7.61)

2

In terms of the variable y = e we obtain the quartic equation

(1 + <%>2> yt— 1+ )y + (1 -2 <%>2> y? + it (%)2 = 0. (7.62)
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Appendix A

Elementary calculations in

QED

In this appendix we perform one-loop QED calculations concerning the vac-
uum polarization II and 3-point vertex function V3, given in eqs. and
, to the extend needed for the calculations in chapter @ We consider
unbound electrons and use the on-shell (OS) renormalization scheme. For
definitions and notation see chapter [0

A.1 The vacuum polarization

In this section we calculate the vacuum polarization II in the limit of small
photon momenta, k? < m?, to the linear order in «. Let us start from the

second line of eq. ((6.56)),

" (z — y) = —ie* Te[S(z — y)y*S(y — x)7"]
OGP0 + G (@))d N — ) + Oa?). (A1)

Let us choose Lorenz gauge, i.e. G = —0"9”. Using egs. (6.19) and defining
PH = ptv — krEY /K% the Fourier transform of IT reads

I (k) + 04k2 PP = —”2/ (jj>4 T (S~ ky5(0")

it [ g ko mp iy

emt - ((+ k)2 +m?) (B +m?)

d*l NH
= 4ie? /ng/ 5
ZEl l"‘l{?) +m2l2—|—m2)

125
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/dx/ g T ]\I;) (A2)

In the third line we have introduced Feynman parameters {z;} with integra-

tion measure
/an (n—1)! / (H de> b (i T — 1) , (A.3)

also we have performed a Wick rotation in the fourth line,

q= (—iqo, q), qg=1+ 1k, (A.4)

and, replacing x; — x, made the substitutions

N =21+ k)™ — (11 + k) +m?) n™
= 2¢"q" + 22(1 — x)K* P — ((72 + D) n*” + (linear in q),
D = x(1 — 2)k* +m>. (A.5)

Since the integral in eq. diverges we have to choose a way to regu-
larize it so the infinite parts may be absorbed properly into 4. We choose
dimensional regularization, i.e. we perform the integral in d — ¢ dimensions,
where d = 4. Also we replace e — e/i/? to keep e non-dimensional in d — €
dimensions. Inserting o = €2 /(47) and using the formulae

d‘q ()" _F(b—a——)F(a+ 9 —btatd/2
/(27r)d (@+D)"  (4m)42T ()T (%) Drreres, (4.6)
and
/ddqq“q”f(f) = én“”/ddqf(f)? (A7)

we obtain for eq. (A.2)
1" (k) + 0 4k P*

1
2
0

+ (22(1 — z)k*P* — D)

4—el(-1+%)
-1 2 D176/2 N
) 2 (47T)2—e/2 n

r(5) D_w]

(47-[—)276/2
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[ L)
_ ~€ 2 —€/2 2 v
= —16maf /dx (47T)T€/2D 2. 22(1 — 2)k2PH. (A.8)
0

Writing T1# (k) = T1(k)k*P* yields

(k%) = _2a | dxT (%) (47;52>6/2x(1 —x) —da. (A.9)

In the limit e — 0 we make use of the two approximations

2

r(%) =2 510, A6/2:1+§1HA+0(62), (A.10)
€

with the Euler-Mascheroni constant. Substituting further p? = 4we™ /1%, we

obtain

1

2a0 D a2

Nk*) == [dea(l—2)ln— — —= —d4. A1l

()= 2 [ dvall =) - 222 5 (A1)
0

In the OS-scheme, the polarization tensor is set to satisfy the renormalization

condition

I1(0) = 0, (A12)
which constrains d4 to
a (2 m?
po=—|-—In—|. A.13
=5 () (r13)
Thus we are left with
1
2c D
Nk == [ dra(l —z)In—. A.14
R (A1)

0

While the integral can be done in closed form, it will suffice for our pur-
poses to consider the case where photon momenta are small compared to the

electron mass, k? < m? (soft photons, see chapter @ In this case we may
expand the logarithm in eq. (A.14) to first order in k*/m? which yields

a k2 K
k) =——+0(—). A.15

(%) 15m m? * (m4> ( )
This expression causes a modification of the electron-proton interaction po-

tential which is hence no longer a pure Coulomb potential. The influence on
the relativistic energy levels is calculated in chapter [6]
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A.2 The 3-point vertex function

In this section we calculate the 3-point vertex function V3 in the limit of
small photon momenta, k? < m?, to the linear order in . Let us start from

eq. (6.69),

Vi(2,y,2) =76 (2 = 2)6%(y — 2) + 0V§ (2., )

Vs (2,y, 2) = 070" (x — 2)8%(y — 2)

— 7 S(x — 2)7"S(2 — y)y’ Das(x — y) + O(a?). (A.16)
Employing Feynman gauge the Fourier transform of V3 reads
d*l
1 M — no_ 2

VS (p7p) Zefy € /(2 )4
e [ L))
7 @0 (7 + 2+ m2) (p + D? + m2) (12 + m2)

d4 % _|_N#
= Zy* —@e/ng/ q’Y%’Yﬁ’Y
(@ + D)’

dd‘ Ly S\
/ng/ Ty
(@ + D)’
%
e? AT i € 1 NH
— 7 F - F(-) wy s
T d3(D) (< ) 27+2D)

2 D 1N
= AR [(f-2-m= S Al
efy+ /d3(<€ n/ﬁ)'y +2D) (A.17)

In the third line we have introduced Feynman parameters, substituted the
variable ¢ = [ 4+ x1p + xop’ and performed a Wick rotation. In line four we
have continued the integral to d = 4 — ¢ dimensions, performed it in line five
and expanded the resulting expression for small € in line six. Further we have
introduced the variables

¥ S(p + ) Dy (DY"S(p + D)y

D = z1(1 — 21)p* + 22(1 — 22)p* — 2pp/ w129 + (71 + T2)M* + 23M,,
NH =¥ (—xlp + (1 —x)p — m) " (1 — r1)p — 22 — m) v,
=2 ((1 —x1)p — xg;y)’) * (—xlp +(1—- xz)p’) —
—4m (1 = 221)p + (1 — 29)p )" + 2m>~*. (A.18)

In the OS-scheme we impose the renormalization condition such that e is
equal to the elementary charge as measured in low-energy experiments, i.e.

us (0")eVs (p, 1 Jus (D) o e = Cls (07 us(P)

:p = 2 )
=0

p? p? =p2=—m
k2 k2 =0
(A.19)
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where k = p’ — p. We make use of the relations

(p +m) us(p) =0, as(p) (p+m) =0, (A.20)

as well as

e () (0" + )" ua(P) = 0o (§7) (2" + 208"k, ) us (D), (A.21)

where S* = L [y#,+"], to rewrite uNu as

S ()N, (7)
= (2pp (w3 + 2122) + M*(2(1 — 23) — 2] — 23)) Ue (P")7"us(P)—
—mas(l — x3) ay (") (p + )" us(P)
—m (v2 — 21)(2 — 23) Ue (P") K" us (D)
— (2pp (23 + 2122) + M*(2(1 — 23)® — 27 — 23)) e (P")y"us(P)—
( —/

— 2imas(1l — x3)uy (p")S* kyus(D), (A.22)

where we have used the symmetry in xq, x5 in the last line. Thus the sand-
wiched 3-point vertex function reads

g (p") V5 (p, p)us (D) =t (p7) <F1(k)7“ - %Fz(/@swy) u (p), (A.23)

where
2 D 1N
(k) =2, — dF; [2-24mZ -2,
(k) 4 / 3 ( 22 D)
o m2x3(1 — x3)
Fy(k)=— [ dF: A.24
() = 51 [ ap =) (A24)
and
N = dpp/ (x5 + x129) + 2m>(2(1 — 23)* — 22 — 22). (A.25)
Considering on-shell electrons we can set p? = p? = —m? and pp’ = —m? —

k%/2 to obtain

D = kz.’Ele + (1 — 33‘3)27’17/2 + .Q?gm%,

N = 2m2(1 — das + 22) — 2k% (25 + x122). (A.26)
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For k? < m? we calculate the integral for F, in the second line of eqs.
to the zeroth order in k%/m? since the coefficient of F; in eq. already
includes k,

a

Fy(k) ~ Fo(0) = o . (A.27)

The first integral for F; in eqs. (A.24) may be expanded to first order in
k%/m? to yield

D 2 k2
/dF3 2 am™ +/dF3 (an(l et _&>
1t 1

m? (1 — x3)?

=n— -1+ —. (A.28)
v

The second integral in the expression for F} is also expanded to first order
in k?/m? to yield

1 N k2
-5 /dF3— =1L + —(ls + I3),
m

2 D
(1 — 4a3 + 23) My
I = | dF: =5+4In—
! / (1 —x3)? + x3m2 /m? ten
T3+ T1T9 11 m
L= [dF — o™
2 / (1 —x3)? + x3m2 /m? 6 TR

1—4 2 2
Igz/ng((Ilm2( 75+ T5) :§+—n@. (A.29)

1 —mx3)2+x3m2/m?)?2 6 3 m
We insert these results into the first line of eq. (A.24) to obtain

1
Fl(k;):Ze+23(2+——1n@+21n%
s € 1 m

K (1 2 m, k4

The renormalization constraint of the OS-scheme (A.19) enforces F;(0) = 1
and hence we set Z, to equal

1
Ze:1—ﬁ(2+——1n@+2ln%>. (A.31)
27 € L m

Finally, we may write the 3-point vertex function to the linear order in o and
k%/m? as

2 s QU
VE(R) = A* (1+ik—2(n@+§>)—ﬁzs by (A.32)

3mtm m 8 2r  m
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The order a corrections to the 3-point vertex function modify the way the
electron interacts with photons. They represent yet another contribution to
the level shift calculated in chapter [6]
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Appendix B

Useful formulae and special
functions

In this appendix many definitions, relations and identities are listed, which
have been used in the course of this dissertation. Concerning the special
functions, most of the relations are taken from the book of Abramowitz and
Stegun, ((1968)).

Associated Legendre functions The associated Legendre functions are
solutions to the equation

m2

1— 22

[(1 —2%) 02 =210, +1(1+1) — Pi(z) =0, (B.1)

where [, |m| € N, |m| <. Explicitly, they are given by
[(l-m)/2] —m— m
20 — 2k) =M=k (1 — 22) %2
P () = gy :
ml@) =D (1) 2l (I — k) (I —m — 2k)!

k=0

(B.2)

If m = 0 the associated Legendre functions are equal to the Legendre poly-
nomials, Py = P,. Since —I is equivalent to [ — 1 in eq. (B.1)), one can define
P_j, := P_1m. The Legendre functions have the properties

(I —m)!

P—m: _]- " ‘Pm7
b (=) (I+m)
2P — (l+m)Pym+(—m+1)Piim
im 2l—|—1 )
P imi1— Piim
V1—4a2P, = —== +211+1l+1’ a2y (B.3)

133
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The Legendre functions also satisfy the orthogonality relation

1

/ Az P () Pon (2)

-1

2 (I+m)!
T 2A+1(—m) Ou (B-4)

Spherical harmonics The spherical harmonics are solutions to the equa-
tion

1
1 —a?
where [ € N. Comparing with eq. (B.1) makes the close connection to

Legendre functions obvious. Consequently, the spherical harmonics are given
by

{(1 —2%) 02 =210, +1(1+1) + 2| Yim(z, ) =0, (B.5)

20+1 (I —m)! .
Vi (i, 0) = Py (1) €M% B.6
(2,0 \/ T Pinla) (B.)
where |m| € N, |m| <. From the identities (B.3)) follows
Y—l,m = Ii—1m, l,—m — (_1)m1/ljkm7 (B7>

U +m) - m) (+m+1(I—m+1)
ZCYZm - \/(2l I 1)(2[ _ 1)}/2—1,771 + \/ (21 T 1)(2l I 3) Y2+1,m, (B8)

5 ip _fU=m—=1)(—m)
VI = a2 Y = \/ @D 1) e

U +m+ D +m+2)
(20 +1)(20 + 3)

Y2+1,m+1- (B9>
From these relations it also follows that

. l —1)(l
Vv 1 - :UZeiW}YEm = _\/( m )( +m) Yzfl,mfl

20+ 1)(20 — 1)

(—m+1)(l—m+2)
* \/ (20 +1)(20 + 3) Yertmot. (B.10)

The spherical harmonics satisfy the orthonormality relation,

1 2
/d:p/dgoYl;L(x,go)Ykn(w,gp) = 0110mm, (B.11)
el 0
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and the completeness relation
00 !
DD Vinlw, @)Yinle',¢) = 6@ —a)o(e —¢).  (B12)
=0 m=—1

Taking the previous relations together, one can derive another important
relation,

1 27
/dx/dszm(:v,sO) & Yz, ) =
—1 0
1 27
— [ dx [ dpYinoog) [ 0y + B 2] Vi)
—1 0

o Omt1m/ [—m—1)(—m) [rmi ) (ltmt2)
=€+ 7 [51—171’ -1 Or41, (20+1)(20+3) %’

o Om—tav (I+m—1)(I+m) (I—=m+1)(I—m+2)
Te- V2 [_51—”’ @I+1)(20-1) + 01,00 B GTESGTRE ]+

— (I4+m)(l—m) (I4+m+1)(l—m+1)
+ € Oy [51—1,1' D=1 + 0141, TR @) } ) (B.13)

where &1 = (1,F4,0)/v/2.

Associated Laguerre polynomials The associated Laguerre polynomi-
als are solutions to the equation

[0+ (a+1—2)0, +n] L(z) =0, (B.14)

where n € N, a € R. Explicitly, they are given by

Ly(zx) =) < nra ) (z2)ff _ 1 gneplzez/U=2]| gy

_ | | 7F _ S\14a
—\n k k! n! (1—2) o

If & = 0 the associated Laguerre polynomials reduce to the ordinary ones,
LY = L,,. Further, the associated Laguerre polynomials satisfy the orthogo-
nality relation

[e.o]

r 1
/dx e L (x) LS (z) = w&m. (B.16)
n!
0
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Kummer function The Kummer function satisfies the equation,
(20, + (b—2) 0, — a] M(a,b,z) =0. (B.17)

Explicitly, it is given by

= (a) xj ar ala+1)x?
b, - —+ ... B.18
Mia.b.2) Zo by j BERE ST ST (B.18)

J

where (a)’ = T'(a + j)/T'(a) means the ascending factorial. If a is a negative
integer, the Kummer function may be expressed in terms of the aforemen-
tioned Laguerre polynomials,

M(—n,b,x) = — (x), n € N, (B.19)

Other useful relations are given by
M(a,b,z) =€e¢"M(b—a,b, —x),
x0; M(a,b,x) =a(M(a+1,b,x2) — M(a,b,z))
= (b_ 1)(M( >b_ 1717) o M(aabvx))
(b— a)M(a—1,b,x) + (a — b+ z)M(a, b, z)
(

bM a,b+1,z) +xM(a,b, ) (B.20)

Coulomb wave functions The Coulomb wave functions are solutions to
the equation

(%02 + 2* — 2nz — (1 + 1)] Fi(z) = 0. (B.21)
They are expressed most conveniently they in terms of the aforementioned
Kummer function,

ID(l+ 1+ 1in)|
20(20 + 2)

F(n,z) = (2z) e @2 M (1 4 1 — in, 21 + 2, 2ix).  (B.22)

Very important is the expansion in terms of spherical Bessel functions, j,

DI+ 1+1in)| _ =
F = 2L+ 1\ e ™2\ Ty B.23
1(n, x) (2 1 2) 2+1ze ;—z kJk (), ( )
20+ 3
b =1 b= ——
1 3 I+1 l+1 777

! (k= 1)(k—2) —1(l+1)
Ky Ty (2” b 2k —3 b'“‘g) |
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for K > [+ 1. In the special case n = 0 this reduces to
F(0,z) = zj(x). (B.24)

For positive n = u/k the Coulomb wave functions satisfy the completeness
relation

(e}

/dkFl Fl (%, k‘r') = g(S(T -7, p > 0. (B.25)
0

Bessel functions The Bessel functions and spherical Bessel functions of
the first kind, J and j, respectively, satisfy the equations

(4702 + 20, + 2° —v?] J, () =0, (B.26)
(4702 + 220, + 2* — I(1 +1)] ji(x) = 0, (B.27)

where v € C and [ € Z. The spherical and ordinary Bessel functions of the
first kind are related to each other by

™

Ji(z) = %JlJrl/Q(x)- (B.28)

Explicitly, they are given by

TV (=24
Julz) = (E) kz;r(u+k+1)k:!’

LAY = (—22/2)F
i) = (2> ;—(3/2)”’%!' (B.29)

The Bessel functions J, satisfy the very important completeness relation,

o0

/dkkJ J,(kr') =

0

5(7’—7“’).

r

(B.30)
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