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Mineral matter transformations, and therefore fly ash evolution, during pulverized coal combustion depend
on the amount, composition and spatial distribution of the inorganic matter within individual pulverized coal
particles. Thus, it is necessary to have information on the mineral composition of individual particles, as well as that
of the raw pulverized coal. A model has been developed to predict the variation of individual coal particle
compositions. It uses CCSEM data for a given raw coal as input and randomly distributes the mineral inclusions in
the coal volume. By random selection of monosize coal particles, it is possible to generate distributions of mineral
content for any particle size distribution of coal. The model has been checked by comparing computed results with
data on the compositional variations of narrowly size and density classified fractions of an Upper Freeport
bituminous coal. The results for individual coal particle compositions are used to generate information on the
variability of the composition of the fly ash generated during combustion.

1. INTRODUCTION

Understanding the processes that govern the size distribution and chemical composition of the ash within and
at the exit of a pulverized coal fired combustor is important because the ash influences fouling, slagging, and heat
transfer in boilers, as well as the downstream particulate control equipment. This understanding begins with not
only a knowledge of the amount, composition, and spatial distribution of the mineral matter in the coal particles, but
also with some knowledge of the variability of the mineral content of the coal particles.

In this paper a model is presented for calculating the distribution of mineral inclusions in pulverized coal of
different size and density fractions from knowledge of the mineral inclusions in the parent coal. A test of the
validity of the model is provided by comparing the mode! predictions of the variations in the composition of
different size and density fractions of an Upper Freeport coal with computer controlled scanning electron
microscopy ( CCSEM ) measurements of the mineral distributions. The results obtained for the Upper Freeport coal
show good agreement between the CCSEM data and the mode! results, and also give information on the variation of
individual coal particle compositions.

This study is part of a broader program on mineral matter transformations being funded by the DOE and
coordinated by Physical Sciences Inc, The coal classification was done by Foster Wheeler and the CCSEM analysis
by Huffman and Huggins at the University of Kentucky. The results of this study will be used as input into a model
of char combustion which allows for coalescence of the mineral inclusions and fragmentation of the char in order to
predict the composition and size of the fly ash.

2. EXPERIMENTAL

CCSEM analysis was performed on the Upper Freeport raw coal and several size and density fractions ( 63-
105 pum , and less than 1.3, 1.3 - 1.8, 1.8 - 2.85 , and greater than 2.85 g/cm® ) by Huffman and Huggins at the
University of Kentucky. The CCSEM analysis provides the content and size distribution of each of the mineral
species listed in Table 1. For details on the CCSEM analysis used to obtain these data, one can consult the
publications of these two specialists [2](3][4], as well as other authors [5](6].
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The main mineral species in the Upper Freeport raw coal are, by decreasing amount, Illite, Mixed silicates,
Pyrite, Quartz and Kaolinite. All the other species occur in concentrations less than 2 wt%. The CCSEM gives the
mineral inclusion size distribution for these five main mineral types and for the total minerals ( Table 1). For the
latter, all the sizes are equally represented in the range from 10 to 15%, except the largest size ( greater than 40 pm )
which reaches 36%.

The CCSEM data obtained for the Upper Freeport raw coal were used as input to the model. The CCSEM
data obtained for the four size and density classified samples were compared with computed values in order (o
validate the model. :

3. MODEL

The model has two objectives : first, it must simulate a raw coal volume with different types and sizes of
mineral inclusions inside, and second, it must produce coal particles from this computed raw coal volume, sort them
by density, and perform statistics on them. To accomplish these objectives two Fortran programs were created : Prl
and Pr2.

The major difficulty in simulating the raw coal volume is storing the information about the mineral inclusions
( type, size, location... ) and about the coal particles ( mineral composition, density... ) during the run. In the case of
the Upper Freeport coal, greater than five million inclusions must be stored in order to get at least one mineral
inclusion for each type and size. Only a super computer has sufficient memory to handle all of this information.
We used an IBM 3090-600E with 512 megabytes of real memory and 512 megabytes of expended storage.

3.1 Raw coal volume simulation ( Prl )

3.1.1 Definitions

The raw coal volume is cubic and divided into a cubic matrix with unit length of one micron. The mineral
inclusions are assumed to be cubic and are assigned to occupy sites within the raw coal matrix. Eventually the coal
matrix is divided into smaller cubes which are coal particles.

The model assumes 6 different possible mineral inclusion sizes, one average size for each size range given by
the CCSEM analysis. These sizes are defined using an integer number 1 from 1 to 6 and the D (1) values are,
respectively, 1, 4, 8, 16, 30, and 60 pm.

The model accounts for the five main mineral species of the Upper Freeport raw coal as defined by the
CCSEM analysis [4] ( see Table 1), and identifies them by an integer number J. To achieve a mineral mass balance,
a sixth kind of mineral, called "Other”, is defined. The "other” content, composition and size distribution are
calculated to fit the total mineral inclusion analysis given by the CCSEM data :

5
fn(6)=1-Z f,(J) and
J=1

5
fm's(6,l)=llfm(6).[fm,s(AlImineml,l) - ;: fn (D). fps(J, D] with
=1

6
fm's(Allmineml,I) = Z fm's(J,l)
I=1

where £, (J) is the mass fraction of the mineral J in all mineral
and f o (J, 1) is the mass fraction of the size I for mineral J.

The last species to be defined is the mineral free coal (J=0). The density of this last species is an input data
for the model and depends on the raw coal studied. A value of 1.2 g/cm3 was assumed for the Upper Freeport coal.
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3.1.2 Random location of the mineral inclusions

An inclusion is defined by the location ( X;, Yj, Zj) of its closest point to the origin of the raw coal volume,
and by its size D (1). X, Yj, Z; are randomly computed between O and L - D (1), where L is the size of the
simulated raw coal cube.

In order to avoid overlap between two mineral inclusions, all of the sites used by a mineral inclusion are
recorded. Then if a latter inclusion needs to use one of these recorded sites for its location, its location is randomly
computed again. This test is necessary to avoid inclusion overlap, particulary for the Upper Freeport ( 20.5 wi% of
mineral matter ) where almost 10% of its sites are mineral sites, but at a cost of a significant increase in run time and
memory requirement.

3.1.3 Mineral inclusion attribution to a coal particle

Knowing L, X;, Y;. Z;, D (1) and the coal particle size (Nspart ) which is to be created from the raw coal
volume, it is possible to attribute a given mineral inclusion to a coal particle. The coal particles and mineral
inclusions are identified as a function of their location in the raw coal cube by a characteristic integer given as :

3
Num=[Z INT {(Loc(k)+D(1)/2)/Nspart} .Nstepk]+1
k=1

where Loc (k) fork=1to0 3 are X;, Y;, and Z;, respectively,
L = Nstep - Nspart,
and INT ( value ) is the integer part of value.

All the inclusions within a coal particle will have the same identifying integer, Num, as the coal particle. A
coal particle will be allowed to contain a mineral inclusion if its size is greater than the inclusion size , if it contains
the gravity center of the inclusion, and if there is enough remaining space for the additional inclusion. If a mineral
inclusion is not in a coal particle, it is a pure mineral particle, keeping the former inclusion size; however, this case
was never encountered for the 84 pm Upper Freeport coal.

3.14 Running Prl

All of the illustrations in this presentation are given for the Upper Freeport raw coal and its four well
classified samples, previously described. Because the model is at this time only able to produce a monosize coal
sample, the results from the model will be given for the size 84 pm, which is an average value for the experimental
sample size range 63 - 105 um. The input file for a run consists of the CCSEM data for a given raw coal, chosen
coal particle size and chosen particle number. Typically, the Prl run time was 14'27" CPU, and 350 megabytes of
virtual memory was used to produce 5 100 981 mineral inclusions randomly distributed in a raw coal volume 840
ym large. As shown in Table 2, for a small number of biggest inclusions ( only 2 for the quartz ) we obtain an
increasing number of inclusions when the inclusion size decreases, to finally reach 4 994 227 inclusions of 1 pum (
98% of the total number ). This is a problem with this computation : i.¢., the biggest mineral inclusion size is not
statistically well-defined, and we are too close to the maximum of memory available, to increase the number of
inclusions.

The number of inclusion ( Ninc ) for a given mineral type J and a size I is calculated as follows :

Ninc (J,1)= INT [(V(J,1)/D (1) %)+ 0.5]
where V (J,1) is the volume used in the raw coal cube by the mineral J, calculated from the CCSEM data. In this

way the difference between the computed and the d coal sample mineral composition is always less than 0.1
wt% and the total mineral content is exactly the desired value of 20.5 wt%.

3.2 Coal particle characterization ( Pr2 )
Each individual coal particle is identified by an integer number, Num. Pr2 then calculates, for all the

computed inclusions, the amount of mineral inclusion J with the size I which falls in the coal particle Num. All this
information is stored and used to calculate the mineral content and composition, mass or density of every individual
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coal particle. A density classification is achieved and any kind of statistical analysis is possible for the whole
computed coal sample or any well classified size and density fraction.

The mineral inclusion listing and a parameter listing ( L, Nstep, Npart, D (1)...) generated by Prl are the two
input files necessary to run Pr2. Typically the run time was 2°15" CPU and 160 megabytes of virtual memory was
used to produce 1000 particles of 84 um.

4 Results

Comparison of experimental CCSEM data for density classified Upper Freeport coal to model predictions is
shown in Figure 1. Figure 1 shows good agreement for the mass distribution between the four density ranges and for
the total mineral content in each density range. The fourth density range, where .2 wt% of the whole sample and a
total mineral content of 91.6 wt% was calculated, does not give satisfactry agreement, but the reason becomes clear
from an examination of the particle statistics in each density range. Whereas 516, 399, and 84 coal particles were
obtained in the first, second and third density ranges, respectively, only one ended up in the fourth density range.
Thus, the current model is limited by the large amount of memory necessary for a run and the fourth density range
sample is too small to give representative results.

Good agreement for the mineral composition in the first two density ranges was also obtained ( Figure 1), but
for the same reason the last two ranges show disagreements. Even though the agreement is not good in the last two
density ranges the results do agree with the CCSEM data that the pyrite is the main mineral in particle greater than
2.85 g/cm®. The mineral composition cannot be statistically well determined because the sample size of the
simulated biggest mineral inclusions is too small.

A new slatistical approach is currently under development to reduce the representation of the smallest
inclusion size ( currently 98 % of the memory used by Prl ).

4.2 Individual coal particle information

Assuming the model is validated, we can study the mineral composition variation in individual coal particles.
The results, obtained for the Upper Freeport, show as expected that the density classification provides coal samples
with small variations in the total mineral content of individual particles ( Figure 2 ). From the whole sample, which
contains 18.08 wt% mineral matter per particle with a standard deviation of 15.20 wit%, we obtain four density
classified samples, which contain 10.16, 18.40, 64.40 and 91.60 wi% of mineral matter per particle but with a
standard deviation always less than 5 wt% (only 1.47 % for the first density range ).

From an examination of the mineral composition of an individual coal particle ( Figure 3 ), it appears that the
fraction of a given mineral varies greatly even through the mean value does not ( 32 wt% for illite ); the standard
deviation, more over increases when the particle density increases ( 8.93, 18.90, and 49.5 wi% for the first, second
and third density ranges, respectively ). Denser coal particles contain larger inclusions, which because of their size
they represent most of the mineral mass of that coal particle. This is why the mineral composition approaches the
limit of either 0 or 100 wt% for a given mineral, when the particle density increases. Table 3 shows variations in
compositions of a given mineral in individual particles. For the first and second density ranges the variation ranges
are around 40 and 70%, respectively.

We also observed that the classified sample that is most representative of the whole coal sample is in the
second density range ( 1.3 o 1.8 g/cm? ).

5_conclusion

This new computational approach allows information to be obtained information on the mineral composition
variation in individual coal particles, which can be useful for predicting the mineral transformations and the final fly
ash size distribution during pulverized coal combustion. Without using sophisticated and expensive experiments, it
is possible to obtain data on any classified samples and to compare them with fly ash composition. This information
will be used as input to a model of coal particle combustion. This model can also be used to design a process for
preparation of a well classified coal sample with a given mineral composition.
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Table 1: CCSEM data from J. Huffman and F, Huggins for the Upper Freeport raw coal

W% Size distribution (wt% )

mineral
mineral matter <2.5um 2.5-5um 5-10um 10-20um 20-40um >40um
Quartz 10 8 14 26 20 26 6
Kaolinite 7 15 9 15 25 19 16
Tllite 35 10 10 13 11 12 44
Mix.il. 19 12 16 15 21 12 23
Pyrite 18 4 2 13 13 14 54
All mine. 100 9 10 15 15 14 36

Table 2 : Number of mineral inclusion in 1 mm? of the raw Upper Freeport coal based on an average size,
in each CCSEM analysis size range

Mineral
Quartz
Kaolinite
lite
Mix. sil,
Pyrite
Others

Table 3 : Particle by panticle mineral composition variations for two density classified samples of an 84 pm Upper

Number of inclusions

1pum 4um 8pum 16 um 30 pm 60 pum
503988 13781 3199 308 61 2
604460 5667 1181 246 28 3
2014867 31482 5116 541 90 41
1268790 26433 3098 542 47 12
240402 1878 1526 191 31 15
361720 9304 1750 145 22 14

Range2: 13 to 1.8 glem?

Freeport coal ( wt%
Range 1 : less than 1.3 g/cm®
Mean Stdev. Min. Max.
Particlc number 516 - - .
Total mineral content 10.2 15 6.3 13.0
Mineral composition
Quartz 14.8 73 32 46.8
Kaolinite 9.1 6.8 22 388
1lite 32.1 89 12.9 59.1
Mixed silicates 25.5 9.3 72 576
Pyrite 94 72 1.3 389
Others 9.1 55 1.8 329

Mean St dev. Min.
39 - -
1841 4385 121
15.1 16.0 15
9.1 124 0.5
30.8 18.9 53
219 16.7 32
14.7 17.2 0.5
84 11.4 09
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Figure 2 : Model predictions of the total mineral content in different density classes for na 84 \tm Upper Freeport
coal sample
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Figure 3: Model predictions of the illite content in different density classes for an 84 um Upper Freeport coal
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NEW TECHNIQUES FOR THERMOCHEMICAL PHASE
EQUILIBRIUM PREDICTIONS IN COAL ASH SYSTEMS

M. Ramanathan, S.Ness, D. Kalmanovitch

University of North Dakota
Energy and Mineral Research Center
Grand Forks, North Dakota 58202

ABSTRACT

PHOEBE is a new computer code developed at UNDEMRC as a part of a long-term study
of coal ash deposition phenomena in combustion systems. The task of developing a new
code was undertaken to eliminate the various problems encountered with existing phase
equilibrium codes such as SOLGASMIX and PACKAGE. These codes were not able to
produce satisfactory comparisons with experimental data and the goal of PHOEBE was to
apply better techniques to calculate the minimum Gibbs free energy at thermodynamic
equilibrium. The new PHOEBE algorithm has been rigorously tested against standard
mathematical functions and is currently being tested against experimental data on coal ash
slags. This paper discusses the minimization and optimization techniques used in
PHOEBE.

L. Introduction

Understanding the behavior of inorganic constituents during coal combustion is
needed to predict the development of ash deposit formation, slagging, and fouling in a
combustor. This requires information on the formation of the various mineralogical phases
in the vapor, liquid, and solid states and their relationship to the relative amounts of the
inorganic elements present in the raw coal and to the variations in combustion conditions.
With this type of data, a better understanding of not only the deposition processes but their
mitigational aspects as well may be achieved. The calculation of the equilibrium species and
phase distributions provides a good starting point in approximating the requisite data.

The problem of obtaining the equilibrium values (x*1,...,x*") of n distinct species
comprising a thermodynamic system S at a fixed temperature and pressure has been
extensively addressed in the past, and the utility of obtaining the equilibrium values by
minimizing the Gibbs free energy of the system has also been thoroughly emphasized (1-
10). A variety of numerical packages (HALTAFALL, SOLGASMIX, PACKAGE,
SHIMPO-GOTOQ, NASA-CEC, etc.,) related to this problem have been reported in the
literature and their relative merits also discussed. Although the majority of these packages
seem to perform adequately on many test cases, they sometimes also appear to produce
quite erroneous results. (It must be pointed out that our experience with the above-
mentioned packages is limited primarily to SOLGASMIX.) This is not unexpected, since
conventionally, the calculations are simplified to the extent that the various interaction terms
in the Gibbs free energy of the system are represented only by the 'free energy of mixing'
terms, all other interactions being assumed minimal or nonexistent. It has been argued very
convincingly that it is indeed valid to approximate the activities of the species by their
respective mole fractions (11-13). Nonetheless, this minimality assumption has important
consequences for the stability (and hence the existence) of various phases within the
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system: even the introduction of a simple Lennard-Jones type potential in a non-interactive
system, it may be recalled, lowers the energy of the sytem, favors the formation of the
liquid phase, and would perhaps be more representative of the correct free energy of the
system.

This in turn leads to the problem of the availability, or lack thereof, of
thermochemical data. The most widely referred sources of thermodynamic data (16-18)
often lack data for many of the typical products in coal combustion systems. It is to be also
noted that the available thermodynamic tables are themselves extrapolated so that further
extrapolations to unreferenced compounds may lead to additional sources of error.

The organization of the paper then is as follows. In Section II the mass constrained
Gibbs free energy minimization problem is discussed in detail. A variety of standard
numerical methods currently available and their relative merits are also briefly discussed.

Section III describes PHOEBE, a Gibbs free energy minimization program currently under
development at UNDEMRC.

II. Mass-Constrained Gibbs Free Energy Minimization

Let S be a multicomponent thermodynamic system at a given temperature T and
pressure P comprising the species X1,.... X" and let G be Gibbs free energy of S . Let

A%;xig = by 1)
be the mass constraint relations for § where

A%y, = stoichiometry coefficient of atom (or element) a in species j in phase a,

xg = the number of moles of species j in phase o,

ba = the number of moles of atom (or element) a.

In Equation 1 the index o ranges from 1 through the number of phases Ny, the
index j ranges from 1 through the number of species Ng, and the index a ranges from 1
through the number of atoms or elements Na. The Einstein summation convention is used
in Equation 1 and in the rest of the paper. Implicit in Equation 1 are the nonnegativity
requirements,

Wg 20, 1SjSNg, 1SasN, 2)

that need to be satisfied by the molar amounts of the various species in the system. The
Gibbs free energy of S is written as

G = Xja ua] 3)

where the % are the chemical potentials of the species which are in turn approximated as
follows: let,
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ln=zxju 4)

be the total number of moles in phase a, and (lo)% the standard chemical potential of
species j in phase o % is then given by

Ty = { Xja(uo)uj , if ais a pure condensed phase
Xia(ho) + xiglnl 2% 1 if o is a gas phase
(o) % + xlgl *a , gas phasi
Xio)%j + Xigln [ szg_] , if ot is a solid-liquid mixture 5)

Note that, in Equation 5 the indices o and j are free indices and all implied summations
over aand j are to be disabled.

Equations 3-5 approximating the Gibbs free energy of the system are for an
assumed or a priori phase distribution. For the system S containing N, distinct elements
and N distinct phases the Gibbs phase rule may be written as

F = (Na-1-1) -Np 6)

with F denoting the number of degrees of freedom and r denoting the rank of the
stoichiometry matrix A% . The nonnegativity requirement

F20 7

on the degrees of freedom of the system then upper bounds the maximum number of extant
phases at equilibrium according to

1 <Np£Ng-r-1, 8)

and the system attains a free energy value G* at equilibrium which is minimal with respect
to both the possible phase distributions and the possible molar amounts of the species, the
latter subject to the mass constraints in Equation 1. Hence, with P denoting the set of all
possible phase distributions, which in view of Equation 8 is finite, and G®) denoting the
Gibbs free energy of S for a particular phase distribution pe P , the mass constrained
Gibbs free energy minimization problem takes the mathematical form

. min N, N, NN .
Fin peP inf [G(P)(xll,...,xN‘p | (xH,...,xﬁp)elR P, AGgixig =by ). 9)
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We wish to stress a couple of aspects regarding Equation 9. Firstly, it may be

. . . . . N,
argued from purely physical considerations that there must exist a unique set x*! 1....,x*N;

of molar values of the species that provides the correspondingly unique minimal of
equilibrium value G* of the free energy. At the mathematical level, the set

Q = {5 RN
144

| A%ixdg = by, W 2 0, 1<jSNg, 1<a <Ny} 10)

is a compact (closed and bounded) convex subset of the NpNs-dimensional real number
space IRNSNP . The Gibbs free energy G as approximated in Equations 3-5 is a concave,
smooth (i.e., infinitely differentiable) function on the positive hyperociant of IRNSNP and

hence in the interior of Q. A theorem of Kuhn and Tucker (19) then asserts that any local
minimizer of Equation 9 is the global minimizer, i.e., that there exists one and only one
minimizer for 9. Further, this unique minimizing point is given by (20-22)

J’ xigeAG
) im @
* = —_——
x*o A = oo J’e-m 11)
Q

In physical terms, interpreting A as time, Equation 11 merely expresses the fact that the

equilibrium mole values of the species are given in the asymtotic limit A = o of their
expectation or average values.

The second aspect regarding Equation 9 that needs to be stressed is that of the
minimization over the possible phase distributions. The total number of possible phase
distributions or equivalently the cardinality P | of the set P is bounded above by

Na-r-1 Ny N :
Pl £ 3 (N )N ). 12)
Np=1 k1 ky
Nk1+'"+Nle Ng

The estimate in Equation 12 is conservative and in practice the total number of phase
distributions actually realized are considerably lower. Despite this, for a fairly large system
(Ng2 50, N3 2 10 ), the phase distribution count grows very rapidly and the problem
becomes computationally intractable. Various schemes are being studied and a few
important results obtained in this regard. A report on these results will soon be appearing
in a forth-coming paper (31). The perhaps most interesting trend that we have observed so
far in our numerical studies is that the species appear to behave in the manner of 'bosons’
preferring to occupy an already existing phase rather that ‘creating' a new one. Our more
rcc%rln studies are expected to shed further light on this rather intriguing aspect of the
problem.
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1. PHOEBE

A computer program called PHOEBE for calculating the equilibrium mole values
and the Gibbs free energy of a given thermodynamic system has been developed
inplementing the ideas discussed above. PHOEBE is intended primarily for personal
computer use and is fully menu driven. The user generates a specific thermodynamic
system from a large database and the equilibrium evolution for the system as a function of
temperature can be studied. The average run time for a system comprising approximately
50 species and 10 elements over a range of 10-12 temperatures is about 2 hours. There
are no restrictions on the number of species or elements or phases except as dictated by
available memory. A mainframe version of PHOEBE is currently under development.

The minimization algorithm adopted is a combination of the "variable metric"
algorithms (23) and the projection gradient method (24). Given a point x(%) in the interior

of the feasible region Q, a sequence {x(™ Ine N } is generated converging to a local ( and
by convexity, to the global) minimum of G. If M&) denotes the constraint matrix of the
subset of constraints currently active at iteration step k, the idempotent projection matrix P
(superscript T denotes matrix transpose),

P = I - M®T MEMBT)-1 ME) 13)

is constructed to project the gradient of G into the orthogonal complement of the kernel of
M), It may be observed that the projection matrix P in Equation 13 reduces to the identity
matrix when restricted to the kemel of M), It should also be observed that if the sequence

of points so generated is a sequence of regular points (25) of  the first order optimality
conditions are satisfied (26). If non-regular or degenerate points are encountered in the
generation of the sequence leading to the so-called degeneracy or linear dependency
problem, these degenerate points need to be appropriately 'sidestepped' (27),(28). (In any
event, a generalized inverse of M(OM®)T may be made use of to enter the orthogonal
subspace of the kernel of M(K),) The convergence of the sequence is accelerated in its later
stages by utilitzing the Hessian of G, or if the problem is too large, by approximating the
Hessian by a suitable symmetric positive definite ratrix. The rate of convergence varies
between being linear and superlinear.

In addition to the real Hermiticity of the active or binding constraint matrix
M®M®T its nonnegativity, meaning that each matrix element of M&M)T jg
nonnegative, has some important consequences. The eigenvalues of MIMOIT are all real,
and in view of the Perron-Froebenius theorems (29-30), the positive eigenvalues are all
distinct with the largest positive eigenvalue bounded below by the minimum of the row
sums and bounded above by the maximum of the row sums. Also, the existence of a
nonnegative eigenvector with eigenvalue equal to the spectral radius of ME®M®T may be
asserted. These remarks apply to the Hessian of G as well and are actively utilized in
resolving the degeneracy problem if and when it arises.

1V. Conclusions



We have been able to develop a fairly satisfactory algorithm for obtaining numerical

solutions to the mass-constrained Gibbs free energy minimization problem. PHOEBE
performed quite satisfactorily in test runs on known binary and ternary systems. Some
coal systems have also been analyzed and excellent results obtained. However, a few of
the coal systems analyzed also produced unrealistic results which led directly to the
identification and resolution of the degeneracy problem discussed earlier. Our current
attempts are now directed towards representing the free energy of the system more
accurately and towards accelerating the convergence of the iterative scheme. We expect to
detail these extensions and include comparitive studies of program output and experimental
data in a forthcoming paper (31).
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DEPOSITION OF BEULAH ASH IN A DROP-TUBE
FURKACE UNDER SLAGGING CONDITIONS
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Grand Forks, ND 58202

INTRODUCT ION

The deposition characteristics of coal ash in combustors is a major operational
parameter when considering the applicability of a fuel for utilization in a given
system. Recent research has shown that drop-tube combustion and deposition experi-
ments can be effectively used to study ash-formation and deposition furnace behavior
of coal under carefully controlled conditions (1,2,3). The drop-tube experiment has
many advantages over the usual pilot-scale combustion system with respect to deposi-
tion studies. A small quantity of coal (400 grams) is needed to perform many tests
and the coal feed rate can be carefully controlled. The flow pattern of the fly ash
and products of combustion over the ash deposition surface can also be controlled as
well as the temperature of the gases and the substrate, gas composition, and resi-
dence time. In order to best understand the processes involved in coal ash deposi-
tion detailed knowledge of the coal characteristics, combustion conditions, and
temperature history of ash particles and deposit surfaces must be obtained. Fur-
thermore, a detailed knowledge of the mineralogy of the various species within the
coal allows comparison of the mineralogy of the ashes and deposits formed during
combustion. This comparison can give valuable insight into the mechanism of ash
formation and the processes involved in the growth and development of strength which
lead to the problem of hard-bonded deposits on heat transfer surfaces in the boiler.

The coal chosen for study in this paper is a Beulah, North Dakota lignite. The
lignite has been well-studied by a number of researchers and is considered to be
somewhat characteristic of the Northern Plains lignite coal. The lignite has high
moisture, low ash fusion temperatures, and high alkali - alkaline earth elements
present in the ash. A benefit of the coal is the lower sulfur content on a sulfur
per million Btu basis compared to eastern coals and high reactivity. The deposition
characteristics of the coal are of particular interest as the fuel is known to cause
heavy fouling deposits in utility boilers. Indeed, the boilers designed to burn the
lignite are about 50% larger than comparable boilers designed to burn high ash-
fusion eastern coals. The Beulah Tlignite is also of importance in ash deposition
studies as the coal contains inorganic species both in the mineral phase as well as
within the organic matrix of the coal. Extensive research at the University of
North Dakota Energy and Minerals Research Center has shown the importance of the
organically-bound species on the deposition characteristics in pilot-scale combus-
tion testing (4). Techniques have been developed which can quantify the relative
amount of an element which is organically bound or mineral bound. In general, the
technique, called chemical fractionation, determines the amount of an inorganic spe-
cies present in a series of leachates using water, ammonium acetate, and hydrochlor-
ic acid (5). The water removes the inorganic species which was loosely associated
with the carbonaceous matrix. The ammonium acetate removes a portion of the
inorganic constituents, by ion exchange; these constituents are chemically associ-
ated with the coal matrix, usually in the form of salts of carboxylic acids. The
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hydrochloric acid dissolves the acid-soluble mineral grains such as carbonates, some
oxides as well as sulfates and organically coordinated inorganic elements. By
comparing the amount of inorganic constituents removed from the coal with the origi-
nal composition, the amount of inorganics present as insoluble material can be
calculated. The insoluble material usually includes inorganic elements associated
with acid-insoluble discreet mineral phases such as quartz, pyrite, and clays. In
the case of Beulah 1lignite, chemical fractionation shows that the bulk of the sodium
and a large fraction of the calcium is organically bound. These data contrast with
eastern coals, where most of the inorganic constituents tend to be associated with
the acid-insoluble fraction.

The fate and behavior of the organically bound elements and their reactions with the
mineral bound species are of great interest in relation to the deposition character-
istics of the coal. Therefore, a detailed understanding of the processes that
affect the deposition characteristics of Beulah lignite will give valuable insight
into the fundamental aspects of coal ash deposition.

TABLE 1

DROP-TUBE FURNACE RUN CONDITIONS USED TO PRODUCE
INTERMEDIATE ASH FROM BEULAH COAL

Coal Size, ym 53-74
Coal Feed Rate, g/min 0.314
Primary Air, L/min

1.
Secondary Air, L/min 3.
Quench Gas, L/min 3.

(oY= Yol

Temperature, °C

Secondary Air 930
Furnace Tube skin 1500
Gas Temperature at Inlet to Quench Probe 1450

EXPERIMENTAL PROCEDURE

A sample of Beulah lignite was characterized using chemical fractionation and compu-
ter controlled scanning electron microscopy (CCSEM). The latter technique provides
the identification and size distribution of the coal minerals. Details of the tech-
nique can be found elsewhere (6). Pulverized coal samples were then burned under a
range of combustion and deposition conditions in the EMRC drop-tube furnace facil-
ity. Details of the drop-tube facility can be found in other publications (1).
However, for the purpose of this study, it is important to note that the drop tube
furnace has the capability of studying the formation of ash intermediates as



TABLE 2

DROP-TUBE FURNACE RUN CONDITIONS USED TO PRODUCE ASH DEPOSITS
BEULAH DEPOSIT RUN

Feed Rate, g/min 0.272

Coal Size, um 53-74
Primary Air, L/min 1.0
Secondary Air, L/min 3.0
Quench Air, L/min 8.0

Temperature, °C
Secondary Air 1000
Furnace Tube Skin 1501
Gas Temperature at Constrictor 1478
Substrate 475

® Distance from tip of injector

well as the formation of deposits over a wide range of temperature and residence
times. In this study, the determination of intermediate species (entrained ash) and
deposits formed under slagging (1450°C) conditions was defined by the gas
temperature at the region of the probe and residence time (0.6 to 0.8 sec). The
intermediate ash species were cooled with a gas quenching probe and collected using
a six-stage multicyclone. Ash deposits were produced by accelerating the fly ash
and products of combustion through a ceramic nozzle and impinged on an oxidized
boiler steel substrate. In all cases where deposition was studied, the substrate
consisted of pre-oxidized carbon steel and was controlled at a given temperature.
The conditions used to produce the intermediate ash and deposits are summarized in
Table 1 and 2, respectively.

In all cases the intermediate ash from each stage of the multicyclone and deposits
were analyzed by x-ray diffraction, scanning electron microscopy and scanning elec-
tron microscopy point count (SEMPC) techniques. The SEMPC technique was developed
at the EMRC to quantify the various phases present in an ash sample. The technique
involves the analysis of about 240 points on a polished section of a deposit or a
dispersion of ash on cellotape using the electron microprobe facility of the elec-
tron microscope with a thin window energy dispersive detector. The compositions of
each of the points are transferred to a Lotus® spreadsheet which classifies each
analyzed point based on chemical composition. The range of classification includes
a total of about 30 phases including coal mineral phases, derived mineral phases,
crystalline phases, amorphous phases and unclassified phases. Full details of the
technique can be found elsewhere (7). Major advantages of the technique include:
quantification of the phases, chemical composition of the phases and chemical
composition of the point analyzed. The latter is particularly useful for studies
where there is insufficient material for bulk chemical analysis. Another important
advantage is the ability to determine physical characteristics of each point based
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on the chemical composition. For heterogeneous samples such as deposits and fly
ash, the chemical composition of the points will be different. However, using the
Urbain model of viscosity recently improved by Kalmanovitch and Frank (8), the
chemical composition can be used to calculate the viscosity at a given

temperature. From these calculations a distribution or population frequency of the
viscosity can be determined. This has two advantages. The first is that it
describes the heterogeneity of the sample with respect to a key parameter in the
deposition process, namely the viscosity of the 1iquid phase. Second, it allows
comparison of the viscosity distribution of specific areas with other areas from the
same sample or other samples.

RESULTS AND DISCUSSION

Characterization of Coal

The chemical fractionation results for the coal, Table 3, shows that the bulk of the
sodium, magnesium, and calcium are organically bound. The elements removed by HC1
include significant amounts of aluminum, calcium, and iron. The extractability with
HC1 suggests that these elements are associated inm the coal as carbonates, acid
soluble oxides and organically coordinated elements. The elements remaining after
the water, ammonia acetate, and HC1 extractions consisted of portions of the alumi-
num, iron and most of the silicon. The aluminum is 1ikely associated with clay
minerals, the silicon with clay minerals and quartz, and the iron is associated as
pyrite.

The mineral grains present in the 53-74um sized fractions of coal were sized consis-
tently with the multicyclone particle size controls. The results of the CCSEM
mineralogical analysis of the 53-74um sized fraction coal are listed in Table 4.
The data shows that the major mineral phase present was aluminosilicate. The alumi-
nosilicate is defined in the 'technique as mineral grains which contain predominantly
Si and Al with no significant presence of another element. Oxygen is not detected
by this technique. The aluminosilicate is found to be predominantly in the less
than 11 micrometer size range. Only about 30 wt% of the mineral was observed to be
larger than 11 microns. There was very little aluminosilicate observed in the size
ranges below 2.1 microns. Quartz was also observed in the coal. The bulk of the
quartz was in the 4.4-8.0 micron size range. There was very little quartz in the
smaller size fractions (less than 2.1 microns) and little quartz above 11 microns.
There was very little Fe-aluminosilicate or K-aluminosilicate detected in the coal
, sample. However, some Ca-aluminosilicate, that is mineral grains containing Si, Al,
' and Ca, was observed in the sample. The bulk of this phase was present in size
; ranges less than 4.4 microns. The other mineral phases which were observed in
f significant quantities were pyrite (Fe and S rich grains}, barite (Ba and S rich
} grains), and gypsum (Ca and S rich grains). The pyrite was present in size ranges
below 11.0 microns with the bulk observed in the 8.0-11.0 micron range. The barite
y was present in the sample both in the large size fractions, above 11.0 microns, and
) the smaller size fractions, between 1.2 and 8.0 microns. The gypsum was present in
i significant quantities between 2.1 and 11.0 microns. An important aspect of the
mineralogy is that there was no mineral phase observed which contained sodium even
though this element is present in the coal ash. Furthermore, the level of calcium
present in the various mineral phases does not account for the total amount of
calcium present in the coal ash. This data confirms the chemical fractionation
data.
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CHEMICAL FRACTIONATION RESULTS FOR BEULAH (6.2% Ash)

TABLE 3

Initial Removed by Removed by Removed by Remaining

(vg/g mf coal) _ H,0 (%)  NH0Ac (%) HC1 (%) (%)
Sodium 5,700 42 57 1 0
Magnesium 2,600 1 97 2 0
Aluminum 3,500 0 0 32 68
Silicon 7,230 1 4 2 93
Potassium 100 65 26 9 0
Calcium 9,700 0 74 26 0
Iron 3,500 0 2 83 15

TABLE 4

BEULAH CCSEM MINERAL COMPOSITION AND DISTRIBUTION
(Results expressed as wt¥% minerals)

.
StZE CATEGORIES (MICRONS)

TOTAL WT. £ TOTAL WT.%

Mineral types <1.2 1.2-2.1 2.1-4.4 4,4-8,0 8.0-11.0 >11.0 MINERALS MINERALS
{Coal Basis)
QUARTZ 5.7 7.7 14.5 21.7 29.0 19.1 19.5 1.17
KAQOL INITE 41.5 39.5 42.1 53.6 38.1 n.? 51.6 3n
FE-ALUMINOSIL {CATE 2.4 1.3 0.3 0.7 0.0 0.0 0.4 0.03
K-ALUMINOS I L1 CATE 0.0 0.0 2.3 0.0 0.0 0.0 0.5 0.03
CA-ALUMINOSILICATE  20.9 24.7 16.4 2.2 0.0 0.0 6.3 0.38
IRON OX1DE 3.6 0.5 0.7 3.9 0.0 0.0 1.6 0.09
PYRITE 4.4 2.1 7.2 1.1 15.3 0.0 4.5 0.26
GYPSUM/BARI TE 1.5 5.4 0.4 0.0 0.0 0.0 0.5 0.03
CALCITE 0.0 0.0 0.7 0.0 0.0 0.0 0.1 0.01
BARITE 2.3 71 6.1 7.4 0.0 9.2 6.3 0.38
GYPSUM 0.0 0.5 2.8 6.6 12.4 0.0 4.5 0.28
UNKNOWN 17.7 10.5 6.5 2.8 5.2 0.0 4.1 0.24

Characterization of Intermediates

Table 5 1ists the results of the SEMPC anal
tions quenched at a gas temperature of 1450

53-74um Beulah 1

ignite.

of anorthite, (Ca0-Al 203
akermanite, (Ca0+), MgO (S10
The anort

derived material.

=(Sio

and gehlenite, 2Ca0-Al 0
e and melilite are prodic
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recrystallization from a melt phase. The quartz is a residual coal mineral phase.
The kaolinite derived material is defined as a point which has a Si/A1 molar ratio
corresponding to that of kaolinite but has extraneous elements associated with it.
The kaolinite derived material and the unclassified material are assumed in our
interpretation to be amorphous. In all cases where x-ray diffraction was performed
on the same sample as analyzed by SEMPC the latter technique found more crystalline
phases than the x-ray diffraction. The points which are overlaps of two adjacent
phases may be unclassified. However, these are statistically rare and would not be
expected to affect the interpretation of the data as amorphous phases. In general,
the SEMPC data shows that the size fractions above 1.2 microns tend to alumino-
silicate phases with Tittle sulfate present. The presence of kaolinite derived,
anorthite, and melilite phases, shows that there was significant melting and inter-
action between the Ca, derived from the organic matrix, and the aluminosilicate
mineral phase (kaolinite). The relative amounts of quartz in the different size
fractions follows the same trend as observed in the CCSEM analysis of the coal. The
chemical composition of the material collected in the first five multicyclone fil-
ters contained very little sodium. The material in the final filter contained pre-
dominantly sodium-calcium sulfate, 76%. The data shows that the sodium and sulfate
species tend to be present in, or associated with, the finely dispersed phase, that
is, the phase below 1.2 microns.

TABLE 5

SEMPC RESULTS FOR BEULAH MULTICYCLONE SIZE FRACTIONS
(Results expressed as number %)

STAGE # 1 2 3 4 5 6

SIZE, um >11.0 8.0-11.0 4.4-8.0 2.1-4.4 . 1.,2-2.1 <l.2
MASS, % 76.2 4.8 7.5 4.2 3.6 3.7
Phase

Ca0 3 0 0 0 0 0

Fe-oxides 7.2 2.3 0 0.6 0 0

Kaolinite* 36.2 50.4 63.5 60.2 60.1 10

Anhydrite 0.4 0 0 0 0 5

Anorthite 5.1 3.1 2.9 6.4 1.2 0

Quartz 4.7 2.3 0.7 1.2 0.4 0

Melilite 1.7 2.3 5.8 1.2 1.2 0

Na-Ca-Sulfate 0 0 0 0 0 76

Unclassified 41.7 35.7 34.3 33.9 36.6 8

* kaolinite-derived

Characterization of Deposits

Figure 1 shows the general view of the slag droplet formed on the probe plate.

There are two distinct regions, the sintered material near the base and the glassy
droplet on the surface of the sintered material. The sintering material at the base
of the deposit and slag droplet were each analyzed by the SEMPC technique. Table 6
compares the SEMPC data for the two samples.
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Figure 1. General view of slag formation on the probe plate.

SEMPC DATA FOR SINTERED AND SLAG SAMPLES OF BEULAH ASH (1450°C)

TABLE 6

PHASE, percent

Calcium oxide
Montmorillonite-derived
Calcium silicate
Iron oxide
Kaolinite-derived
Anhydrite
Anorthite

Quartz

Melilite

Dicalcium silicate
Calcium derived
Unclassified
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The results of the SEMPC analysis indicates that there are different phases present
in the base of the deposit than in the slag at the top of the deposit. The SEMPC
analysis of the base of the deposit corresponds very well with the analysis of the
first stage of the multicyclone. A11 the phases observed in the first multicyclone
stage were observed in the base of the deposit and the relative proportion of the
phases are very similar. However, there was more calcium derived and less kaolinite
derived material in the deposit base than was observed in the multicyclone. This is
presumably due to the effect of residence time, milliseconds for the multicyclone
sample compared to minutes for the deposit.

The slag deposit had similar phases to the base deposits. However, there were some
significant differences. There was only one calcium aluminosilicate phase, that of
anorthite, observed in the slag samples. This contrasts with the base where calcium
silicate, dicalcium silicate, and melilite were observed in the base as well as the
multicyclone samples. No calcium oxide was observed and the level of calcium-
derived material was much lower in the slag as compared to the deposit base. The
data indicates that the sample was approaching thermal equ111br1um due to the long
residence time and the higher temperature, approaching 1450°C. The composition of
the material excluding quartz and iron oxide phases, would give a predominantly
calcium aluminum silicate system. The normalized Ca0-Fe0- A1203 Si0, composition
when plotted on the equilibrium phase diagram show that the composi 1on Ties in the
primary phase of anorthite with a liquidus temperature of about 1400°C.

The SEMPC also gives data on the chemical composition of the sample studied.

Table 7 compares the chemical composition of the sample base and slag deposit. Also
included in Table 7 is the Si/A1 molar ratio and the chemical composition of the
unclassified points and the silicate phases observed in the two samples. The latter
data is obtained by deleting the compositions of the quartz, iron oxide, calcium
derived and anhydrite points from the data base and recalculating the average
chemical composition.

The composition of the base was very different than the slag. Most notable differ-
ences were with the levels of 5102, A120 , Ca0, and SO,. The base had less Si0, and
A1,04 and greater Ca0 and SOy than the sTag. This confirms the earlier observation
that the initial deposit adhésion and growth is via a sulfate mechanism whereas the
slag is via a silicate based matrix (9,10). The Si/Al molar ratio for the base and
slag are relatively similar. This indicates that there is 1ittle change in the
transport of silicate and aluminosilicate species to both types of deposit. The
higher levels of Ca0 and SO; in the base of the deposit would suggest that there is
a preferential deposition of the calcium-rich species on deposit surfaces still
cooled by the probe. The level of 303 tends to indicate that the sulfation of the
calcium occurred after the deposition of the calcium rich grains.

The CCSEM data on the coal and the chemical fractionation data indicated that there
was relatively limited mineral bound calcium in the coal, the bulk was organically
bound. This would tend to indicate that the transport of calcium would be as finely
dispersed calcium oxide/calcium sulfate particles. However, the SEMPC data on the
multicyclone samples indicate that significant calcium was associated with the large
size fractions which were also rich in aluminum and silicon. It was also noted that
the SEMPC data for the first multicyclone was very similar to the SEMPC data for the
base of the deposit. This indicates that the major mass transport to the deposition
probe is via the large size fractions. The presence of such a high level of calcium



TABLE 7

|
|

CHEMICAL COMPOSITION OF DEPOSITS (SEMPC)

Wt. %
$i0,
A1203
Fey03
Ti0,
P50g
Ca0
Mg0
Nay0
K20
S0

Si/A1 molar ratio

Base

25.5
10.0
21.0
0.7
0.0
31.3
2.0
0.2
0.1
8.8

2.05

Slag
39.8
16.5
30.7
0.4
0.0
9.8
0.3
0.8
0.3
1.3

2.17

CHEMICAL COMPOSITION OF UNCLASSIFIED AND SILICATE PHASES

Wt. %
S$i0,
A1,04
Fe,05
TiOZ
P50
Ca0
Mg0
Na,0
Ky0
S04

Base

24.9
13.5
10.7
1.0
0.0
37.6
2.6
0.1
0.2
9.1

Slag
50.6

'24.9

11.3
0.6
0.0
13.1 1
0.4
1.1
0.4

1.3 3

associated with the aluminosilicate species indicates that melting and assimilation
occurred at the relatively high temperatures.
expected to see a temperature below the gas temperature of 1450°C. These high
temperatures and relatively short residence times preclude the formation of sulfate
species. However, calcium aluminosilicate phases, both liquid and crystalline, are N
The reaction of calcium with the aluminosilicate k

stable at these temperatures.
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phases is evidenced by the presence of phases such as melilite, anorthite, calcium
silicate, and dicalcium silicate in the multicyclone fractions. These phases are
not the product of thermal decomposition of mineral phases but are products of
recrystallization from a calcium rich melt phase.

The level of calcium in the multicyclone fractions precludes total reaction with the
aluminosilicate phases, and once deposited, the calcium rich material will tend to
react with sulfate at lower temperatures. This leads to the low level of calcium in
the slag deposit. This process can be understood if one considers that the material
which will form a melt phase at these temperatures will be the elements intimately
associated with the aluminosilicate phases. Refractory oxides such as calcium oxide
which have not reacted to any extent with the aluminosilicate will not be associated
with the phase forming the 1iquid drop and will tend to be expelled from the surface
of the droplet and removed by the scrubbing action of the gas stream. Substanti-
ation of this process can be seen with the analysis of the relative levels of sodium
in the two samples. The sodium was observed to be present predominantly in the
final filter of the multicyclone along with calcium su1fate The stability of
sodium sulfate is less than that of calcium sulfate at 1450°C. Therefore, the low
level of sodium in the base deposit is due to the fact that it was not transported
along with the aluminosilicate phases. The relative enrichment in the slag is due
to thermal dissociation of the sulfate species and reaction with the aluminosilicate
phase. Sodium has a greater affinity for aluminosilicate melt phase than calcium at
14509, A large proportion of the sodium is present in the very small size frac-
tions. Under the conditions used the bulk of the sodium must have been carried past
the deposit probe along with the gaseous products of combustion. This shows why
sodium is such a problem in the cooler regions of the boiler, i.e. the convective
pass where conditions tend to increase the stability of sodium sulfate and other
alkali-rich species.

CONCLUSIONS

The detailed analysis of a Beulah lignite sample and the deposits formed from the
fuel in a drop tube furnace at a gas temperature of 1450°C has given valuable in-
sight in the mechanisms of mass transport and deposit initiation and growth. The
coal was shown by chemical fractionation and computer controlled scanning electron
microscopy (CCSEM) to contain aluminosilicate species and organically bound calcium
and sodium. The entrained ash, as sampled using a multicyclone, was shown, by using
a novel technique called scanning electron microscopy point count (SEMPC), to con-
tain high temperature calcium silicate and calcium aluminosilicate phases in the
size fractions above 1.2 microns and calcium and sodium-calcium sulfate in the less
than 1.2 micron range. The deposit formed from the coal ash with a probe surface
temperature of 350°C and gas temperature of 1450°C was comprised of a small sintered
base with a molten slag droplet on the surface; both sections were characterized
using SEMPC. This technique showed that the deposit base had a similar chemical
composition and phase assemblage as the largest multicyclone fraction, i.e. above
11,0 microns. The slag deposit however, had lower Ca0 and SO3 than the base of the
deposit and the calcium aluminosilicate phase observed was consistent with that
expected for the melt phase from thermal equilibrium phase diagrams. Further analy-
sis of the SEMPC data showed that the bulk of the material was transported to the
probe surface with the aluminosilicate fraction. The different levels of Ca0 in the
two sections of the deposit were consistent with the observed association of calcium
with the aluminosilicate phases in the multicyclone samples and the known relative
thermal stability of calcium aluminosilicates over calcium sulfate at 1450°C. The
level of sodium was Tow in both samples of the deposit, and low in all multicyclone
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samples except the final filter material. The low level of sodium in the deposit is
consistent with the sodium being present in a finely dispersed form which was
carried past the deposit with the combustion gases.

The study has shown the importance of detailed analysis of the coal, intermediates,
and deposits in understanding the mechanisms and processes which affect deposit
formation and growth in a drop-tube furnace. The results of this study can be
summarized as follows:

o Organically bound calcium will react with clay species to form calcium-rich
aluminosilicates at short residence times.

o The bulk of the calcium is transported via these calcium-rich
aluminosilicates.

o Sodium (organically bound) as sodium calcium sulfate was formed in the
smallest size fractions.

0 The mass transport to the cooled metal surface tends to be that of the
largest size fraction of the multicyclone (above 11 microns).

o
o

Sulfation of the calcium tends to occur after deposition and only in the
cooler regions of the deposit (nearest the metal surface).

o The matrix in the slag section of the deposit is predominantly calcium
a1uminosi1icqte and tends to approach thermal equilibrium.

0 The similarity in Si/Al molar ratio in the base and slag sections of the
deposit indicates similar transport mechanisms throughout the deposit
growth cycle.

o Relatively low concentrations of Ca in the slag was indicated to be due to
the poor assimilation of refractory calcium oxide rich regions into the
melt phase.

0 Sodium enrichment in the slag relative to the base was consistent with the
great affinity of sodium in silicate melts.

0 The low level of sodium in the deposit indicates that the sodium was
entrained in the gas phase and passed over the probe and deposit under then
slagging conditions.
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A CLASSIFICATION OF COAL-FIRED BOILER DEPOSITS

Roderick M. Hatt
Island Creek Corporation
Lexington, KY 40579

Susan M. Rimmer
Department of Geological Sciences
University of Kentucky
Lexington, KY 40506

INTRODUCTION

Ash deposition in boilers has been studied by numerous
investigators from virtually all areas of physical science.
Several books (1) (2), and publications too numerous to reference
have been published on this subject. Unfortunately the
information flow between boiler operators and researchers has

not always been ideal. In the absence of a workable
classification system, valuable information concerning the nature
and conditions of formation of boiler deposits may be lost. Field
observations can greatly enhance information derived from
laboratory study, and can lead to a more meaningful interpretation
of the causes and, ultimately, to the solution of boiler deposits.
As such, the system proposed here provides basic steps in the
documentation of field observations together with a simple
megascopic and microscopic classification scheme.

Whereas this system was designed to describe deposits from
coal-fired steam generators, it may be applied to other
environments or equipment with similar high-temperature mineral
transformations. This system only addresses cooled deposits, as
opposed to those that exist at the higher temperatures of boiler
operation.

DEPOSITS IN BOILERS: FIELD OBSERVATIONS

Boiler Description

The type of boiler influences the properties and significance of
the deposits (3). A simple description of the boiler and
operating conditions provides information on processes and
environments to which the coal and ash may have been exposed.
This description should include, at a minimum, firing method
(stoker, PC, cyclone), unit size including steam flow, heat input
and plan area, and, if known, gas temperatures and velocities
through out the system. All of these variables can influence
deposit formation (4). Much of this information, in addition to
the proximate, ultimate and heating values for the design fuel, is
provided on the boiler manufactures' perfomance sheet.

Fuel Description

Variations in ash content and composition of the feed coal can
lead to a variety of boiler problems as discussed by Hatt (5). A
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detailed description of the feed coal is important and could
include, where available, proximate, HHV, total sulfur, sulfur
forms, ash-fusion temperatures, and ash chemistry. Other, more
detailed coal analyses can be helpful in determining coal quality
impacts on deposit formation (6).

Location of Deposits

The physical appearance of the deposit should be given using the
megascopic system presented below, together with location and
extent of the deposit, preferably by providing a simple sketch of
the boiler in a side and top sectional view (as shown in Figure
1) . Photographic documentation is useful but can be difficult to
obtain. The location of deposit samples taken during the boiler
inspection can be documented on this sketch. Samples should be
taken to represent the entire deposit. Guidelines on sampling can
be found in the British Standard (7), and in a future publication

(8).
MEGASCOPIC CLASSIFICATION

Boiler deposits can be classified as either molten deposits
(slags) or deposits bonded by sulfate salts (fouling deposits) (3).
Each type of deposit has characteristics that can be used to
describe the material and can provide clues about the conditions
of formation. Figure 2 shows an outline of the megascopic system.

Slags or Molten Deposits

Slags or molten deposits can be classified into four basic types.

Metallic - These slags have a metallic luster and are
usually associated with the combustion of
pyrite-rich coals under reducing conditions.
The high specific gravity of the metal
generally allows it to separate from the slag,
and to remain isolated from any subsequent
oxidizing atmospheres (Figure 3a).

Amorphous - Amorphous slags are dark, solid, glassy, and
generally show a conchoidal fracture.
Amorphous slags are usually found in the higher
temperature regions of the boiler (Figure 3b).

Vesicular - Glassy slags with trapped bubbles (a sponge-
like appearance) can be classified as
vesicular. These are usually associated with
higher temperature regions in the boilers.
Trapped gas bubbles may be distorted due to
viscous flow (Figure 3c).

Sintered - Deposits that are composed of partially fused
particles may be classified as sintered. These
are gritty in texture, are typically found in




the upper furnace and convection passes, and
may be associated with vesicular slags
(Figure 34d).

Additional useful information could include physical
characteristics such as tube imprints, gas flow direction, color,
and size.

Fouling Deposits

Fouling deposits are differentiated from slags according to the
type of bonding that occurs between particles. In slags,

bonding is produced by melting or fusion of the ash particles;

in fouling deposits, the ash particles are bound together by
sulfate salts (3). Gas temperatures in furnace regions where
fouling occurs are generally lower than those associated

with slagging; there is, however, some overlap where both bonding
mechanisms can occur. Fouling deposits are generally dull in
luster, have a gritty or brick-like texture, and lack the glassy
and vesicular textures observed in slags. Distinguishing features
include color, shape, size, internal structures such as
laminations, and strength. The location and orientation of the
deposit with respect to the tubes and gas flow can provide
additional information. Strength is one of the most important
characteristics of fouling deposits, and may be categorized using
the following relative index:

Very Strong - Deposits are hard, and may be broken only with
the aid of a hammer, chisel or other tool.

Strong - Deposits can be broken by hand but do not
crumble easily.

Weak - Deposits crumble when handled.

Unconsolidated - Deposits are not bonded and result from

accumulations of material which settle out of
the flue gas.

Although qualitative in nature, this strength rating provides an
indication of the degree of bonding in the deposit, and can be
used to determine the level of difficulty that removal of a
deposit could present.

MICROSCOPIC CLASSIFICATION '

Microscopic examination of ash deposits indicates the degree
and nature of bonding. This microscopic classification systenm N
is designed to be used with both polarized-light and scanning J
electron microscopy. It is analogous to the megascopic system in (
that it differentiates between slagging and fouling deposits based
on the presence or absence of sulfate salts. In many cases

several phases may be discernible under the microscope, i.e. both

amorphous and vesicular, or sintered with sulfate salts. This can 4
make the categorization of some deposits problematic, and in these

cases all of the appropriate descriptions should be noted. Figure i
4 is an outline of the microscopic system.
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Amorphous Slag Phases

Amorphous slags are usually alumino-silicate melts with varying
amounts of basic (fluxing) elements. Using a polarizing
microscope, crushed samples can be used to show the conchoidal
fracture. Magnetic minerals can be identified by placing a magnet
near the glass slide on which the crushed sample is mounted in oil
or water. 1In thin section, amorphous slags do not exhibit any
birefringence. Conchoidal fracture can also be observed using a
scanning electron microscope. Quartz can be trapped inside of the
slag as an inclusion; dendritic species can be formed during
cooling of the deposit during unit shut down. Mullite needles are
also present in some samples. (3) The presence of bubbles and
their shape provides information on the viscosity and gas flow
direction. Figures 5a & 5b shows several examples of amorphous
slags‘viewed microscopically.

Partially Fused or Sintered Phases

Sintered phases are characterized by the presence of fused ash
particles. The degree of fusion can vary within a single sample,
and can tend towards complete fusion of the particles, i.e., the
formation of an amorphous slag. The degree of fusion between
particles has been correlated with the strength of the deposits
(2) and with the chemical composition (7).

In the classification system presented here the degree of fusion
between particles is not quantified; only the presence or absence
of fusion is noted. If the ash exhibits no fusion or bonding,
other classification systems, such as that proposed for fly ash by
Fisher (8) or Roy (9) can be used. In addition, sintered deposits
may contain non-bonded or slightly bonded particles, which add
considerable bulk to the deposit. Figures 5¢ & 5d show examples
of sintered ash particles.

Sulfate Salt Bonding

The presence of sulfate salt or similar bonding material is
indicative of fouling mechanisms. The classification of these
deposits is similar to that of slag, i.e. totally bonded versus
partially bonded.

Total Bonding

When the individual fly-ash particles are bonded totally by
sulfate salt, the deposit is generally hard and is representative
of the classic fouling deposit. Another category of a totally
bonded deposit occurs where sintered deposits are enveloped in a
sulfate "glue." The combination of both sintered and fouling bond
types makes these deposits particularly hard to remove. These
dual-bonded deposits represent slagging and fouling at the same
location, and possibly at the same time. Sulfate-salt bonding is
not generally associated with amorphous slags. (Figure 6a & b)
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Partial Bonding and Surface Crystals l
\

Partial sulfate salt bonding and surface crystals can be observed
in some deposits, with the degree of bonding increasing towards

totally bonded types of deposits. The presence of this partial

bonding can add strength to a sintered type slag. (Figures 6c &

6d)

CONCLUSIONS '

The classification system presented here represents an initial
attempt in the description of boiler deposits. The use of such a
system should aid in communication about the nature of deposits
encountered, allowing the engineer or operator to more precisely
communicate his problem with the researcher.
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Figure 3, Examples of different types of slags:
b, Amorphous; c, Vesicular; d, Sintered.
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Figure 5. Microscopic view of slags: a, Dendritic crystals in
amorphous slag (plain polarized light, thin section);

b, Mullite crystals in vesiculr slag (plain polarized light, thin
section); c, Sintered slag with quartz crystal (PPL, thin section);
d, Sintered slag (SEM, plain mount).
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Figure 6.
bonding (plain polarized light, crushed sample in oil); b, Total

Microscopic view of Fouling Deposits: a, Total sulfate

sulfate bonding (cross polars, thin section); ¢, Partial sulfate
bonding of sintered deposit (SEM, plain mount); d, Surface crystals
on sintered deposit (SEM, plain mount).
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INTRODUCTION

The complex chemistry of coal combustion involves hundreds of species in gaseous, solid,
and liquid phases, with some of these being solution phases. We have developed new robust
calculational techniques capable of defining the total chemistry of coal combustion and of the
complex solid and liquid silicate and sulfate solutions involved.!? The results indicate that coal
combustion chemistry is more complex than had been believed and that kinetic factors can
enhance fouling and corrosion by liquid condensates. In this paper, we examine the changes
in chemistry due to additions of CaCOj (to desulfurize the gaseous effluents) and of NaCl
and CaCl; (which are recommended as deicers or to increase the conductivity of effluents in
electrostatic precipitators).? The results reveal the chemical changes due to these additives;
these should be important in defining a strategy for making such additions. In addition, we
also impose an expected kinetic constraint on the chemical reactions. Such constraints should,
ultimately, prove to be very important in real systems. Ultimately, in order to take these into
account in deducing the total chemistry of combustion, a coupled calculational-experimental
study of combustion should be carried out to define the important kinetic factors.

CALCULATIONAL METHODS

A robust updated version of SOLGASMIX* was used to perform these calculations using
data on the large number of possible species in the F*A*C*T® data base. In addition to the
gaseous, solid, and liquid species in the data base, we incorporated a method for calculating the
thermodynamic properties of liquid silicates®™® and a method for calculations of the properties
of sulfates using the data deduced in our analysis of the NagSO4-Ca504-MgSOy4 ternary molten
salt system and of the Ca504-MgSO4 and Na2S04-CaSO4-MgSOy4 solid solutions that crystallize
from the sulfate melts. This analysis led to an assessed phase diagram for the ternary sulfate,
which was necessary in order to define the chemical properties and the range of stability of the
corrosive liquid sulfate phase that forms from the coal combustion condensates.

COMBUSTION OF ILLINOIS#6 COAL

We have previously examined the equilibrium combustion products of Illinois #6 coal and
have imposed an expected kinetic constraint on the formation of NaAlSi3Og and NaAlSiO4
to illustrate the importance of kinetic factors.!? In this paper, we compare these constrained
equilibrium calculations with calculations performed with the addition of CaCOj, NaCl, or
CaClz. These additions lead to changes in the total chemistry, and our results can be used
to deduce strategies for making such additions. The overall composition of Illinois #86 coal is
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given in Table L. In the calculations that follow, we combusted 100 grams of coal with an excess
of oxygen (237 grams Oy added as air). To this mixture, we added 6.25 grams of CaCOj, or
0.4 grams of NaCl, or 0.4 grams of CaCl;. The additives lead to complex changes in the total
chemistry.

In Tables II, 111, and IV, we present a selection of the results of our calculations of con-
densates with and without CaCOj; addition that illustrate the important changes in chemistry
brought about by the additive. In Table II, we give calculations for the composition of liquid
silicates at temperatures where they are present. With no added CaCOj, a molten silica-rich
silicate exists down to about 1260 K, where a small amount of sulfate forms. With the addition
of CaCOj, the amount of molten silicate is increased significantly at the higher temperatures,
mostly because of an increase in the CaO content. As a consequence, the liquid is not as silica
rich and will be considerably less viscous than when no limestone is added. Because the activity
coefficients of all the basic components of the slag are generally higher at low silica than at high
silica contents, and also because of the high CaO concentration, this slag reacts more readily
with $02 + 302 (and SO3) in the gas phase than does a high silica slag and forms a liquid
sulfate phase between 1350 and 1400 K with CaCOj; additions. This temperature is consider-
ably higher than the temperature of first formation of liquid sulfate with no CaCOj addition,
because the activities of the basic oxides (CaO, MgO, and Naz0) in the silica saturated acid
slag are significantly lower than in the less acid slags found with limestone addition and because
the tendency to form sulfate increases with a decrease in temperature, i.e., the standard entropy
of reaction of the oxides with gaseous SOz and O; is negative.

For the case with CaCOj addition, the decrease in the amount of slag at 1350 K (to 0.15 g) is
accompanied by the appearance of a significant amount of sulfate, largely Na;SOy4, as exhibited
in Table ITI. These relative amounts remain essentially the same, at least down to 1300 K (Table
III). The slag disappears by 1250 K (Table II) and somewhat more sulfate appears (Table I11)
at the expense of the slag constituents and CaSiO; (Table 1V). The SO3 (SO + 10,) in the
gas phase is a stronger “acid” at these temperatures than even SiO;. Thus, one of the reactions
that has taken place to a small extent between 1250 K and 1300 K is

CaSiOy + S0, + %Ozﬁ0a504 + §i0, (1

with the product SiO; appearing as a new phase (Table IV). At yet lower temperatures, the
liquid sulfate crystallizes to form two solid solutions and there is an increasing tendency for
reactions of the remaining alkaline earth silicates or aluminosilicates with SO; + %Oz to form
sulfates. Consequently, upon cooling, solid CaSiO3 (wollastonite) disappears before 1150 K, and
CaAl;Si204 (anorthite) and CaMg(SiO3)2 (diopside) disappear before 1050 K, with a consequent
increase in the amount of sulfate solid solutions and silica at both temperatures. Essentially,
all of the alkali and alkaline earth oxides are thus converted to sulfate before 1050 K. This
result holds with or without limestone additions because of the excess of oxides of sulfur in the
gas. The total amount of sulfate is, of course, much larger with limestone additions because of
an increased amount of CaS04 with a consequent decrease (relative to no limestone addition)
in sulfur oxides of 68% at 1050 K and 1000 K. In real systems, kinetic factors could lead to
desulfurization percentages less than this. The kinetics of reactions to form sulfates from solids
such as CaAl;Si;0g, CaSiO;, or CaMg(Si03); could be too slow to go to completion. If field
data indicate this to be true, then our calculations can be used to define a strategy for improved
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desulfurization. In addition, because a significant amount of SO; remains in the gas, greater
desulfurization is possible in principle with larger additions of CaCO3 ‘

The addition of 0.4 grams of NaCl does not lead to large differences in the chemistry. NaCl
is largely present in the vapor at high temperatures, which reacts at lower temperatures to form
either the oxide or sulfate and HCI by the reactions

2NaCl + H;0=2Naz0 + 2HCI (@)

2NaCl + SO; + H;O=2 NaySOy(s or 1) + 2HCI 3)

where the oxide in (2) could enter the slag or form a solid silicate. More HCl than NaCl is
present in the vapor at 1300 K or lower with a liquid sulfate appearing between 1250 K and
1300 K.

For very large additions of NaCl (3.5 grams) to 100 grams of coal, the amount of Na;Q in
the slag increases noticeably. However, most of the NaCl is in the vapor phase at the higher
temperatures. In this case, the amount of HCI exceeds that of NaCl at 1250 K, at which
temperature & liquid sulfate is also present. (There is no sulfate phase at 1300 K.)

With the addition of 0.4 grams of CaCl;, there is a significant decrease in the amount of
slag (e.g., 0.49 grams at 1300 K), largely due to the formation of solid CaAl;SizOg (anorthite)
by the reactions

CaClz + Na2022CaO0 + 2NaCl(g) (4)

at high temperatures and
CaCly + HR0—CaO + 2HCl(g) (5)

at low temperatures, where the CaO produced reacts with slag and aluminosilicates to form
solid anorthite.

With no constraint on the formation of NaAlSi3Os (albite), there is a similar effect on the
amount of slag produced with NaCl additions. Removal of this constraint on albite formation
with NaCl additions would be justified because albite forms at considerably higher temperatures
with NaCl additions than without these additions, and the causes of the kinetic constraint
would not hold at such temperatures. However, in order to explore this class of reactions
more completely, we will have to perform analyses of alumina containing slag systems that are
consistent with the liquidus temperatures of anorthite and albite and incorporate these analyses
into our calculations. The possibility of reducing the amount of slag and the temperature range
of liquid slag stability by suitable additives is important enough to expend an effort on the above
analyses. Irrespective of the results of the above analyses, the volatility of sodium chloride and
the increasing tendency of chlorides to form sulfates and HCl as temperature decreases partially
controls the changes in the final products of combustion with chloride additives.

DISCUSSION

Our calculations provide information that could be useful for defining strategies for the use
of additives. Two results of our calculations for limestone addition are clearly significant for
desulfurization strategy. First, more slag is produced and it is considerably less viscous than
those produced with no additives. Secoudly, the CaO from the limestone forms silicates at high
temperatures that react with sulfur oxides at lower temperatures to form sulfates. There is a
good likelihood that this sulfate-forming reaction will not go to completion because of kinetic
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barriers to reactions involving complex silicates. Consequently, addition of limestone at lower
temperatures would avoid the complexity and kinetic problems involved in additions to the coal
and if the additives can desulfurize effectively at temperatures of about 1200 K or below, the
amount and temperature range of stability of the corrosive liquid sulfate would be minimized.

Additions of chlorides as deicers tend to produce gaseous HCl at low temperatures, and
boiler designs and materials of construction should be chosen to minimize corrosion by this
species. With large chloride additions, the stability and amount of molten slag produced will be
very different from the case with no additions. Precise results require development of means to
represent the slag chemistry with alumina as a constituent. Our calculations suggest that large
additions of CaCl; and NaCl might decrease the amount and temperature range of stability of
a liquid slag.

Further work is necessary to extend our slag model to incorporate alumina as a component
to better define the total chemistry, especially for the case with chloride additions. In addition,
a coupled experimental-calculational research program would help to define important kinetic
factors to incorporate into our calculations as constraints and could ultimately permit us to
define the total combustion chemistry of coal.
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Table I. Composition of High-Sulfur Illinois #6 Coal Used for the Present Work

Coal Constituents

Ash Constituents

Species Wt % Species Wt %
C 60.15 Si0q 46.77
H 4.26 Fey 04 16.22
N 0.97 Al;0, 18.47
S 3.41 CaO 6.91
cli 0.05 MgO 1.28
H;0 10.54 S0O; 4.35
[0} 7.30 Nay0 4.96
Ash 13.32 Unknown 1.04
TOTAL 100.00 100.00
Table I1. Calculated Slag Compositions
(Weight Percent)
Temperature (K)
1800 1700 1600 1500 1400 1300
w/o CaCOy
510, 57.47 65.63 74.63 77.27 78.62 78.08
FeO 23.57 16.15 7.41 1.92 0.32 0.06
Ca0 10.27 6.65 3.61 222 1.03 0.51
Na,O 7.07 9.43 11.71 15.81 18.98 20.87
MgO 1.63 2.13 2.64 2.79 1.04 0.48
wt (g) 9.78 7.45 6.02 4.46 3.72 3.38
§.25 g CaCO; added
5i0; 42.16 44.11 45.90 46.65 47.56 71.27
FeO 19.41 9.86 4.63 1.88 0.64 0.06
Ca0 31.46 36.40 38.48 40.13 34.97 4.49
Na;0 5.63 785 897 9.26 13.74 2391
MgO 1.34 1.80 2.03 2.09 3.10 0.27
wt (g) 11.87 8.85 7.84 7.62 5.14 0.16

344




99°6 PI'L 10°§ -= - - - -— -— -— (8)

- 8g¢ $1°21 £20 -— - -— - -— — - YOSIW
29°96 9818 LL'66 -— - - - - - - *0s®D
PIoS
92'¢ T £5'g e - - - -— - - (8)
pe'l 96'F zro 520 - - = - - - YOS
88°8% (444 1% Ly'6% - - - - -= - Y0os®0 2
89°6% 2¢°09 8Lg¥ 62°08 - -— — — — —— vosteN «
PIIoS
- - - - 502 29T 89°T - 197 - (8)
- - - — 12°0 01°0 100 - 100 - YOS
- - - -= 9261 firad 68'8 - 2T'g - *0s®D
-- - - - £L°08 99°96 o1'16 —= LLP6 - fQsteN
pmbr1
£00%D £00%D £Q0®0 £0D®D £00®D £00®D £00®D 500%0 £00®0 £00®0
M MOYIM M Moy M oYM M moYPIM M MO
0501 0SIT 0521 00€T 0seT
(yuad194 1481 )
$378SUIPUOY) EJ[ng PI[OS pu® UNOW ‘[II I[qEL
N\, ™ ™~ IS - T e




Table IV. Solid Condensates (in grams)

w/o CaCO3 w/CaCO3

1350 1250 1150 1050 1350 1250 1150 1050
CaAl;Si304 4.85 4.87 1.73 - 7.16 7.16 7.16 ——
Fez0; 2,56 2.56 2.56 2.56 2.56 2.56 2.56 2.56
Si0, 1.25 3.82 4.50 5.02 0.00 0.21 3.10 5.05
AlgSizOp3 118  —— —— = .=
MgSiO; 033 040 039 015 —— ——  —— 008
Al,S8i05 —— 1.34 3.17 4.17 —— - - 4.17
CaSiO; —— - - - 5.78 5.55 - ——
CaMg(5i03), - —— —— —— 0.85 0.85 0.83 _
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A PHYSICAL AND CHEMICAL BASIS FOR UNDERSTANDING INORGANIC MINERAL
TRANSFORMATIONS IN COALS BASED ON MODEL-MINERAL EXPERIMENTS

S. Srinivasachar, J.J. Helble, and A.A. Boni
PSI Technology Company
Research Park, P.0.Box 3100
Andover, HMA 01810
Abstract

Ash deposition depends on the size, surface composition and surface
state of the transformed coal minerals. It is currently assumed that the
minerals found in coals can be described in terms of their elemental chemical
oxides. Ve hypothesize that each mineral represents a unique physico-chemical
entity that undergoes a complex transformation as it is processed by the
combustion environment and eventually reaches an oxidized state. We have
performed drop-tube furnace experiments, with representative combustion
conditions, on two important coal minerals: pyrite and illite. Comparison is
made with an Eastern coal containing large quantities of the above minerals.
There is evidence of exothermic and endothermic reactions, fragmentation,
kinetic and transport-limited oxidation, and formation of both complex glasses
and crystalline phases, at different stages in the mineral transformation
process. These processes determine the final size, composition, and the surface
state of the ash, vhich cannot be predicted by thermochemical methods alone.

INTRODUCTION

Ash deposition on heat transfer surfaces is the most severe problem
associated with the combustion of coal. Besides lowering heat transfer rates,
hence plant efficiencies, frequent maintenance and unscheduled shutdowns for
removing these deposits substantially adds to the cost of power generation. It
is therefore critical that for a given pulverized coal (p.c.) fired boiler,
appropriate coals be selected and operating conditions be maintained to minimize
ash deposition and its detrimental effects. Presently, empirical indices based
on the elfmintal oxide composition are used to rank a coal’'s fireside
behavior.™' These slagging and fouling "factors" are only applicable to very
specific types of coal, coal ash and boiler units and extension of these
factors to different coal/ash types or combustion conditions gives results which
are uncertain at best. This can be attributed to Ehe fact that different coals
contain different amounts and species of minerals,” and their specific physical
and chemical transformations govern the state in which they arrive at a heat
transfer surface and deposit. Slagging and fouling factors that are defined and
used at present average out the expected behavior of the coal ash, i.e. they
consider the coal and ash to be homogeneous and represented as a sum of
individual elemental oxides. The detrimental deposition characteristics of ash
resulting from some problematic individual minerals or their combinations is
thus masked out. An understanding of the transformations of individual minerals
in coal is therefore needed to develop a better predictor for ash deposition.

Iron and alkali-bearing minerals, for example, pyrite and illite

respectively have long been recognized as a major source of wall slagging.
The behavior of excluded pyrite particles under combustion conditions has been
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reported by our group in detail previously 45 and is only summarized here. The
focus of this article is on transformations of illite under similar processing
conditions. The stickiness characteristics of illite transformed in a
combustion environment is also examined.

EXPERIMENTAL

All combustion and deposition experiments were performed in a
resistance-heated entrained flow reactor, operated under laminar flow
conditions. Schematics and detailed description of the reactor is given
elsevhere and the deposit collection probe is shown in Figure 1. Samples of
size-graded illite were entrained in an air stream and injected axially into the
isothermal furnace via a water-cooled injector at a rate of about 0.3 gm/minute.
Air vas used as the furnace gas, and was injected separately through the top of
the reactor. Gas temperature was held at 1500 K for the transformation
experiments, but was varied for the stickiness determination experiments. For
the former set of experiments, the particle residence time was varied from 0.8
to 2.5 seconds in the isothermal section, while it was held constant at 2.5
seconds for the stickiness tests.

The particles were collected via one of the following techniques:

1. isokinetic sampling, via a water-cooled, nitrogen-quenched probe. At
the exit of the probe, all particles passed through a seven stage
Pollution Systems Control Corp. cascade impactor, providing on-line size
classification of all particles larger than 0.1 microns. Smaller
particles were collected on a backup filter. In experiments where size

- classification was not required, a total filter was used.

2. deposition of a portion of the supermicron particles on a deposit
collection probe. The capture efficiency is determined from the ratio of
the mass of the deposit on the mullite tube to the mass of the particles
that passed through the projected area of the substrate tubes. The gas
temperatures at the deposition location, although intended to be the
same as the furnace temperature, are 70 - 100 K lower.

Chemical Analysis of Illite

The illite examined in this study was a Cambrian shale from the Silver
Hill formation, Jefferson 9anyon, Montana. This illite has been characterized
in detail by Hower et al.. The chemical composition (weight percent) of Silver
Hill illite is as follows: SiO2 (55.1), A1203 (22.0), K20 (8.0), Fe0 (1.34),

Fe,04 (5.3), Mg0 (2.8), Na,0 (0.08), Hy0- (1.0), Hy0+ (6.4). H,0- represents the

weight loss at 110°C while H,0+ is the weight loss on ignition. The composition
of illite in various coals may be slightly different from each other, and
therefore their behavior in the furnace may be somevhat different. One of the
anticipated differences could be the fraction of the iron that is present in the
ferrous state, as this will have significant impact on the its melting
characteristics. However a study of Silver Hill illite can provide information
as to the transformations undergone by "generic" illite in the combustion zone.
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RESULTS AND DISCUSSION

Transformations of Illite

Samples of illite in the size range of 53 to 75 microns, exposed to high
temperatures in the reactor for different residence times were examined by
scanning electron microscopy (Figure 2). Illite particles in the feed are
angular with an aspect ratio of about 1.5 to 2.0 for most particles. Upon
exposure to 1500 K for a residence time of approximately 0.9 seconds, the color
of the sample changed from a greenish gray to dark brown reflecting the
oxidation of iron to the ferric state. Particles lose their angular form
partially (Figure 2b) and vitrification is evident, although the overall
morphology still resembles that of the original particle. Also isolated pore
formation and gas evolution through these pores is evident. Examination of
particles subjected to 1500 K for 2.5 seconds, shows that a much larger fraction
had completely molten (Figure 2c). Several large pores are present on the
particle surface, suggesting gas evolution and even some bloating as a result of
trapped vapor trying to escape through a molten matrix. Gas evolution during
heating consists of the release of the chemically bound hydroxyl groups. At
slow heating rates, dehydroxylation does not occur until 600-700°C. At the
high heating rates in our experiments, even higher particle temperatures would
be reached before this step occurs. This endothermic step further delays the
breakdown of the illite structure and its transformation into a glass.

The equilibrium behavior of illite can be determined from the
K20—A1 0 —SiO2 phase diagram. The phase diagram (Figure 3) shovthhat the
minimum meltifig point appropriate to illite composition is 985°C. Vith
addition of Mg0 and other components (particularly FeO, Fe 0 )}, a much lower
eutectic melting point would be expected. The behavigr of 1211te during the
firing of ceramics was studied by Segnit and Anderson” in an electric muffle
furnace at heating rates of 100°C per hour and a soaking time of 4 hours.
Clearly under these conditions one would be closer to equ111br1um than in our
experiments. They determined that glass formation started at 850° C, and
vitrification was complete at 1000°C. Some pore formation was seen at 1050° C,
and much more bloating and pore opening was evident at 1100%c. A comparison of
the equilibrium behavior and the Segnit and Anderson work with our results shows
that the transformations of illite under p.c. firing conditions would not
approach the equilibrium condition, either during the heat-up stage or while
cooling, for example when approaching a heat transfer surface after combustion
has been completed. One would expect that under actual combustion temperatures
which are higher than in our experiments (1500°C), and given that illite is
associated with the coal during combustion (hence, even higher particle
temperatures), illite will be completely molten before it arrives at a
deposition surface. It then becomes important to describe the phase change
kinetics and their impact on viscosity as the ash particle cools down. This
transient viscosity variation will determine the deposition potential of the
incoming ash particles.

Composition analysis of the raw and transformed illite particles was
performed to determine if there was any preferential movement of potassium or
iron to the particle surface. Surface analyses proved inconclusive since there
wvas considerable compositional variation between different particles. A clearer
picture of the selective mobilization of specific elements can only be obtained
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by analyzing the particle cross-sections. We intend to do this as a next step.
Ve also determined size distribution of the burnt illite particles using the
cascade impactor. Data showed that all the particles were collected on the top
stage of the impactor (d_ > 8 microns). This means that there is no vaporization
of the illite (especia119 of the potassium) when it is not associated with
carbon, nor any fragmentation into the 1 - 5 micron size range. Association
with carbon would only mean that it would melt more quickly, thus impeding any
fragmentation, although the higher temperatures might cause some vaporization.

Stickiness Behavior

Capture efficiencies of transformed illite particles were determined in
the manner described in the experimental section. The capture efficiency is the
fraction of the particles that both impact and stick. Impaction efficiency is
determined from Stokes number considerations, and for the particle size (53-75
microns) and the velocity range used here, the impaction efficiency is unity.
Figure 4 shows the capture efficiences for different furnace temperatures and
particle impaction velocities. When examined as a function of temperature,
there is a dramatic increase in the rates of capture above 1400 K, except for
the highest velocity. As the temperature is increased, the viscosity of the 7
incomingoparticles decrease, and below a critical viscosity (approximately 10
poise) the particles are sufficiently deformable that the energy of impact is
dissipated, and the particles stick without rebounding. One would normally
expect that the capture efficiency would increase as the particle velocity
‘increases - however, in our case the particles are large enough that all of them
impact even at the lowest velocity. The observed reduction in the capture
efficiency with increasing velocity must therefore be due to deposit erosion
from the incoming particles. Microscopic observation of the deposit also showed
that it vas bonded at the higher temperatures, whereas at 1400 K, even though
the capture efficiencies were high, the deposit was powdery and very friable.
Quantitative analysis of these data will require consideration of both
deposition and erosion.

Comparison of Illite and Pyrite Transformations

In a previous study,4’5 the transformations of pyrite were examined in
the same entrained flow reactor setup. A comparison shows that the physical and
chemical changes associated with the oxidation of pyrite is much more complex
than for illite. Pyrite decomposed to pyrrhotite (Fe 77S), and this was
followed by its oxidation to a molten sulfide-oxide m?igure, subsequent
crystallization of magnetite (Fe,0,) from the melt, and finally formation of
hematite (Fe 03). Particle température exceeds the gas temperature during this
process due %o the exothermic oxidation of sulfide. There was also a residence
time region in which the particle remained molten. This constituted 80 percent
of the total time for oxidation to magnetite. But, once magnetite formation was
completed, the particle solidified, so that deposition was favored only as long
as the pyrite was partially oxidized. Illite, on the other hand, does not
exhibit such dramatic changes upon heating. Once the illite particle is molten,
it is expected to remain as such until the gas, hence particle, temperature is
lowered. Besides the formation of glass, the predominant reaction for illite
seems to be the loss of the hydroxyl group, an endothermic reaction. Further
analysis by EXAFS and Mossbauer techniques would reveal how the chemical
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structure of iron and potassium in the illite-derived glass changes.

Based on limited data on the behavior of the minerals in coal,11 the
similarity with the behavior of the pure minerals is borne out. In Kentucky #11
coal, vhere the minerals are finely and uniformly dispersed through the coal
matrix, examination of the ash size distribution showed that a large degree of
coalescence was taking place. The final ash composition showed glasses with
compositions ranging between illite, kaolinite, and silica, suggesting that the
molten illite had incorporated the other minerals within its matrix. This data
are also not inconsistent with little fragmentation seen with pure illite and
that illite is expected to melt under combustion conditions. Mossbauer data on
iron showed that only a small portion of the iron was in a glass, and the level
of iron present as hematite increased as the oxygen level in the gas was raised.
This is consistent with model calculations for oxidation of the pure mineral.
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Figure 2.

10k 5.0KY

b) Res. time ~0.9 seconds

c) Res. time ~2.5 seconds

Scanning Electron Micrographs of a) raw and b), c) Burnt Illite
at Different Residence Times (T as = 1500K) for 53-75 Micron
Particle Size Fraction g
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Figure 3.

Figure 4.
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STUDIES OF TRANSFORMATIONS OF INORGANIC
CONSTITUENTS IN A TEXAS LIGNITE DURING COMBUSTION

C.J. Zygarlicke, E.N, Steadman, S.A. Benson, and W.H. Puffe
University of MNorth Dakota Energy and Mineral Research Center
Box 8213 University Station
Grand Forks, ND 58202.

INTRODUCTION

The effects of coal composition and combustion conditions on the mecha-
nisms of ash formation are being investigated at the Energy and Mineral
Research Center (EMRC). The objective of the study is to develop a unified
understanding of formation of ash components during pulverized coal combus-
tion. This understanding will aid in predicting the formation of ash depo-
sits, erosion of boiler parts and formation of fine particulate that is
difficult to collect.

The approach used to obtain a better understanding of inorganic transfor-
mations that take place during combustion of pulverized coals involves the
following key elements: 1) an effective multidisciplined means of character-
izing the original coal for its inorganic content; 2) a controlled, small-
scale combustion regime that can be quickly and easily manipulated to simulate
the time and temperature profile in a full scale utility boiler; and 3) an
effective means of characterizing the combustion products, such as fly ash
generated in the small scale combustor. The abudance and mode of occurrence
of inorganic components in coal are quantified using a combination of computer
contro11edlsgagnjng electron spectroscopy (CCSEM) and chemical fractionation
techniques *“*7+* ., The CCSEM 1is used to determine the size and abundance of
mineral grains in the coals. Chemical fractionation is used to quantify the
abundance of organically associated elements. Ash is produced under carefully
controlled combustion conditions using an entrained flow reactiog gr7dgop tube
furnace system which simulates full scale utility boiler regimes > » * . The
resulting ash is collected in a multicyclone which size-classifies the ash.
The size segregated ash is characterized using a scanning electron microscope.

There are many methods of ash deposit and fly ash characterization which
greatly enhance the ability of researchers to determine, with reqsonable
accuracy, the size distribution and composition of fly ash™» "» » °, This
allows for inferences to be made concerning the crucial factors involved in
the transformation of inorganic components and also allows for the direct
comparison of original mineral material with fly ash. In this particular
study the mechanisms of coal ash formation were investigated for Monticello
lignite from Titus County, Texas. The Monticello lignite was carefully
prepared, analyzed, and combusted. The resulting ash was analyzed and
compared to the original inorganic components in the coal.

EXPERIMENTAL

Coal Characterization

Monticello coal was characterized using a variety of analytical tech-
niques. Stangard ASTM coal and coal ash analyses were performed. Chemica16 o
fractionation® and computer-controlled scanning electron microscopy (CCSEM)’:



were used to ascertain abundance and distribution of inorganic components, as
well as the size and type of mineral grains in the coal.

Chemical fractionation was used to selectively extract elements from the
coal based on solubility, which reflects their association in the coal.
Briefly, the technique involves extracting the coal with water to remove
water-soluble elements. This is followed by extraction with IM ammonium
acetate to remove elements that are associated as salts of organic acids. The
residue of ammonium acetate extraction is then extracted with 1M HC1 to remove
acid-soluble species in the form of hydroxides, oxides, carbonates, and organ-
ically coordinated species. The components which remain in the residue after
all three extractions are assumed to be associated with the insoluble mineral
species such as clays, quartz, and pyrite.

The CCSEM analysis was performed on a 53-74um sized fraction of
Monticello lignite. Approximately 1000 mineral grains were type-classified
based on elemental compositions, and sized according to average diameter. The
size categorization of the grains was selected to be consistent with multi-
cyclone cutpoints used in size-classifying the fly ash produced from this same
coal fraction in the drop tube furnace. The CCSEM technique tends to under-
estimate the true average diameters of the mineral grains. Since the coal
sample that is analyzed is a cross-section, the mineral grains observed are
also cross-sectioned. This means that a mineral that has been sliced exactly
at its average diameter is rare. To verify the CCSEM sizing technique, the
coal minerals were also sized using a coulter counter analysis of a low
temperature ash sample.

Fly Ash Production and Characterization

Fly ash was produced using an entrained-flow tube furnace, also known as
a drop-tube furnace. The drop-tube furnace is a laboratory scale furnace
system that has the ability to mimic conditions of commercial combustors
without the high cost associated with pilot-scale combustion testing. The
combustion temperature, residence time, and gas cooling rate can be closely
controlled and monitored. Table 1 gives the combustion parameters used to
produce the ash. nge specific details of the EMRC drop-tube furnace are
described elsewhere “). Fly ash was cooled by means of a fly ash quenching
probe and collected using a multicyclone. The multicyclone aerodynamically
separates the fly ash into 6 stages or aerodynamic categories. Each of the
fly ash samples collected from the 6 stages was mounted in a suitable SEM
mount and characterized using scanning electron microscopy and electron micro-
probe analysis. A technique called scanning electron microscopy point
(SEMPC), which was developed at the EMRC, was employed to determine the rela-
tive abundance of phases present in the fly ash particles. The types of
phases identified include: (1) phases that resemble the original components
in the coal, (2) phases that have molar and weight ratios of elements that are
consistent with known crystalline species, and (3) unclassified species that
do not fit in the first two categories. This information is used to compare
not only the compositional changes in the ash, but also the changes in phases
as a function of particle size. §pecif1c information regarding the SEMPC
technique can be found elsewhere''.
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RESULTS AND DISCUSSION

Coal Characterization

The chemical fractionation results for the Monticello coal are found in
Table 2. The large percentage of aluminum, silicon, potassium, and titanium
remaining after the extraction implies that these elements were mostly asso-
ciated with insoluble minerals as clays, quartz, and possibly rutile (titanium
oxide). The results suggest that significant amounts of the alkali and
alkaline earth elements are associated in the coal as salts of organic acid
groups. For example, most of the magnesium, calcium, and strontium were
removed by the ammonium acetate extraction. Potassium appears to be
associated with a clay mineral. The iron was distributed as roughly half
acid-insoluble sulfides (probably pyrite) and half organically coordinated or
acid soluble minerals.

The Monticello coal has a relatively high ash content of 15%. From the
chemical fractionation analysis it was calculated that at least 77.8% of the
ash or 11.7% of the coal consisted of discrete mineral phases. Table 3 shows
the distribution of discrete mineral phases in the Monticello 53-74um coal, as
determined by CCSEM. Nine minerals were observed in this size fraction of
Monticello coal including: quartz, kaolinite, Fe-aluminosilicate, K-alumino-
silicate, Ca-aluminosilicate, iron oxide, pyrite, rutile, and an alumino-
silicate-gypsum mixture. The Fe and Ca-aluminosilicates were probably a type
of montmorillonite and the K-aluminosilicate was most 1ikely i1lite. One
limitation of the CCSEM technique is that it is difficult to accurately
classify clay minerals, except for kaolinite and in some instances, illite.
Quartz was the most abundant mineral and was the dominant phase in all of the
size ranges except for the >8.0-11.0pm range where kaolinite was the major
phase. Figure 1 shows the abundance of five important mineral types observed
in the six size categories. Quartz and Ca-aluminosilicate (montmorillonite)
show approximately 70% of their mass in the >llum size range. A1l five
minerals shown in Figure 1 have a slight increase in content in the 2.1-4.4um
size range. Kaolinite is evenly distributed in a 1.2-11.0um size range.

Fly Ash Characterization

The results of the SEMPC analyses are listed Table 4. Hauyne, which is a
sodium - calcium aluminosilicate with sulfur, was observed in all of the sam-
ples except the 2.1-4.4ym range. The highest content of hauyne was observed
in the 1.2-2.1um range. Calcium oxide (which refers to species such as CaCO;
and Ca0), montmorillonite-derived material, illite, and iron oxide were
detected only in small amounts in all stages. A1l size categories contained
significant quantities of kaolinite-derived materials with the highest level
found in the 1.2-2.1um range. Anhydrite was relatively enriched in the 8.0-
11.0um size fraction and on the final filter. Plagioclase in the form of
solid solution phases between end members albite (NaA1Si0,) and anorthite
(CaA1,S1,05), was observed at low levels, with none observed in the sample
from the 4.4-8.0 um size categories. The quartz content of the samples varied
markedly between size categories. In the >1lym and 4.4-8.0um size fractions,
25.4 and 31.8% quartz were detected, respectively. Melilite was present in
all of the multicyclone stages except for the 2.1-4.4um size range. The
sample from the 4.4-8.0um size category had the greatest number of
unidentified phases (45.5%), whereas the 8.0-11.0um and 2.1-4.4um size ranges
had the fewest unidentified phases (63.5 and 65.4%, respectively).



The chemical compositions (on an SO;-free basis) of each sample are
listed in Table 4 along with the Si/Al molar ratio. The most striking result
shown in Table 4 was the high level of Mg and Fe in the ash collected on the
final filter. The very high Fe and Mg contents in the final filter suggests
they may have vaporized and subsequently condensed to form submicron size
particles, or that they were organically associated which can also produce
very small particles during combustion. The chemical fractionation results
suggest that approximately 53% of the iron is associated organically and/or as
a carbonate mineral. The CCSEM data shows that a very low level of iron was
observed in the form of iron oxide/carbonate minerals. In addition, no
significant amount of pyrite was found.

The Si/A1 molar ratios did not indicate any apparent trends between the
multicyclone samples. The 4.4-8.0 size range had the highest value while the
1.2-2.1ym range had the lowest. The data indicated that the >11lum, 4.4-8.0um
ranges were relatively enriched with silica (presumably quartz), whereas the
8.0-11.0um and 1.2-2.1um ranges were relatively depleted in silica.

* The particle size distributions of the Monticello coal minerals, fly ash,
and Tow temperature ash (LTA), as determined by CCSEM, multicyclone, and coul-
ter counter analysis respectively, are shown in Figure 2. 1In all cases the
majority of the mass was present in the larger size ranges. The minerals as
determined by CCSEM show a bimodal distribution concentrated at the 2.1-4.4um
and >11 um ranges. The CCSEM technique tends to underestimate the average
diameter of mineral grains in cross-section. The LTA distribution shows
nearly the same amount of material at the 2.1-4.4um range as the CCSEM
distribution, however, it has more particles with sizes in the 4.4-11.0um
range and less particles in the >11lum range. Two possible explanations for
the differences between the LTA and CCSEM distributions are: 1) clay
aggregates, which may be counted as only one particle in the CCSEM analysis,
are usually broken up into smaller particles during the low temperature ashing
process and 2) the LTA samples include mass from organically bound elements
which are not quantified by CCSEM.

Figure 2 also shows that the fly ash distribution has very little mass in
the lower size categories, but most of the particles are >1lum. This is evi-
dence for the process of coalescence and expansion whereby variously sized
minerals and organically bound inorganics in a coal particle coalesces to form
a larger fly ash particle. Further expansion may be due to the escape of
gaseous or volatile matter.

Comparisons were made between the content of selected minerals in the
original coal and their corresponding phases in the fly ash on a percent mass
basis. The Monticello coal ash concentration was determined to be 15% on a
dry basis. From the chemical fractionation analysis it was calculated that at
least 78% of the ash or 12% of the coal consisted of true mineral phases
(referred to as mineral matter here). When comparing the percentage of coal
mineral phases to the inorganic phases present in the fly ash it must be
remembered that the fly ash consists of both organically bound elements and
mineral matter. The CCSEM analysis of coal minerals does not include the
minute, organically bound inorganics. Therefore, to compare the coal mineral
and fly ash data, the mineral data was multiplied by a correction factor of
0.78 to evenly weight the comparisons. The limits of experimental error for
this comparison procedure are approximately 10-20%.
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Comparison of the percent kaolinite in the coal to the percent kaolinite-
derived in the fly ash revealed that the concentrations for corresponding size
ranges were within 15% of each other except for the 8.0-11.0um range (Figure
3). Kaolinite in the coal had lower concentration than the kaolinite-derived
in the fly ash, excluding the <1.2um and 8.0-11.0um ranges. This suggests
that a large percentage of the finer grained kaolinite in the coal collects
extraneous inorganic matter during combustion which thereby increases its mass
to a higher value than what was seen in the original coal. Sodium, magnesium,
and calcium, most likely from organically bound cations, were the primary
additions to the kaolinite-derived mass. The distribution of quartz, as shown
in Figure 4, revealed a higher percentage of quartz in the coal than in the
fly ash for all size ranges. Both curves have the same trends of slope when
lines are drawn between the size ranges.

CONCLUSIONS

The Monticello 53-74um coal and its corresponding drop tube furnace fly
ash were characterized for their inorganic matter as a means of better under-
standing the inorganic transformations involved. The Monticello coal had a
high ash content of 15% and approximately 78% of the inorganic constituents
were determined to be mineral grains. The major mineral types identified
included quartz, kaolinite, and Ca-aluminosilicate (montmorillonite). Major
organically bound elements included sodium, magnesium, calcium, strontium, and
barium. Iron content in the Monticello coal consisted of roughly half
insoluble sulfides (pyrite) and half organically-coordinated or other acid
soluble species. Although the CCSEM technique provides valuable data
concerning the size and distribution of mineral phases, in its current stage
of development the CCSEM technique appears to underestimate the total mass of
minerals present. The CCSEM technique is best applied along with chemical
fractionation; the combination of these two techniques provides a very
complete picture of the form and nature of inorganic constituents present in a
low-rank coal.

The particle size distribution of the Monticello minerals, as determined
by CCSEM, had a bimodal distribution with over 60% of its mass >1luym. The LTA
distribution had only 33% of its mass >11um. The differences between the LTA
and CCSEM distributions may be due to the breakup of clay aggregates during
the low temperature ashing or the exclusion of organically bound elements in
the CCSEM analysis. The size distribution of the fly ash showed 90.9% of its
mass >11um. Apparently, smaller mineral grains and organically bound inorgan-
ics are agglomerating or being assimilated into the melt phase of other
material during combustion.

Analysis of the 6 multicyclone size fractions of fly ash using SEMPC
identified 13 types of inorganic phases. The most abundant phases observed
were hauyne, kaolinite, anhydrite, plagioclase, quartz, melilite, and
unclassified material. Hauyne, a complex aluminosilicate containing sulfate,
was mostly concentrated in the smaller size fractions. Kaolinite-derived
phases had a fairly uniform distribution in all of the size ranges except for
an anomalously low value in the final filter. The majority of the anhydrite
was found in the final filter fraction probably due to deposition as gaseous
or very fine particulate matter. Quartz content varied markedly between size
ranges. Higher levels of Mg and Fe were noted in the smallest size fraction
(<1.2um). These values may be a result of how the Mg and Fe was associated in
the coal; as a significant portion of both Mg and Fe are associated with the
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organic fraction of the coal. Therefore, the relative sizes of the resulting
ash particles containing these elements may be 1imited to a finer size
fraction.

In comparing coal minerals to fly ash minerals and phases on a percent
mass basis, several trends were noted. A large percentage of the finer-
grained kaolinite in the coal appears to have combined with other minerals or
extraneous inorganics during combustion. This was evidenced by the increase
of non-crystalline kaolinite (kaolinite-derived) in the fly ash as compared to
the original coal.
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TABLE 1

DROP-TUBE FURNACE RUN CONDITIONS

Monticello

Particle Size 53-74 um
Primary Air 1.25 L/min
Sec. Air 4 L/min
Vacuum 15 L/min
Quench Gas 3 L/min

Temperatures

Preheat Injector 1000°¢C
Furnace 1 .

In 1500°¢C

Out 1315°¢C
Furnace 2

Mid-Point 1280°¢C
Residence time sec.

TABLE 2

CHEMICAL FRACTIONATION RESULTS FOR
MONTICELLO COAL

Na

Al
Si
Ca
Ti
Fe

Ba

Initial % Removed ¥ Removed % Removed %
{ug/q dry coal) by H,0 by NH,0Ac by HC1 Remaining

315 31 31 0 18
1180 0 70 4 26
9110 0 0 5 95
23600 0 0 1 99
33% 21 5 0 74
7320 0 77 13 10
395 0 ¢} 15 85
2200 0 o] 53 a7
130 ¢} 72 11 17
100 ¢} 52 26 22
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TABLE 3

CCSEM MINERAL COMPOSITION OF MONTICELLO COAL
(Weight Percent of Total Discrete Minerals)

Mineral

Quartz

Kaolinite
Fe-Aluminosillcate
K-Aluminosilicate
Ca-Aluminosilicate
lron Oxide/Carbonate
Rutile
Alum-Si1i/Gypsum
Pyrite

Gypsum

Unknown

Coal

Total

Size Categories (micrometers) Total & Total Wt
Minerals
<1,2 1.2-2.1 2,1-4,4 4,4-8,0 8.0-11,0 >11.0 Minerals (Coal Basis)
0.39 2.82 10.47 8.16 2.09 55.41 79.35 4.34
0.1 0.61 2,13 1.6 2.65 0.0 7.09 0.39
0.02 0.4 0.25 0.0 0.0 0.0 1.40 0.02
0.03 0.27 1.26 1.05 0.0 0.0 3.04 6.7
0.14 0.58 0.68 0.0 3.42 3.42 4.82 0.26
0.0 0.10 0.10 0.0 0.0 0.0 0.9 0.01
0.03 0.12 0.32 0.0 0.0 0.0 0.48 0.03
0.03 0.13 0.07 0.37 0.0 2,73 3.34 0.18
o.0 0.06 0.07 0.0 0.0 0.0 0.13 0.01
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00
0.0 0.02 0.35 0.21 0.47 0.0 1.05 0.06
94.53
2.75 4.89 15.77 11.40 5.63 61,56 100.0 100.00
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TABLE 4
PHASES DETECTED BY SEMPC FOR MONTICELLO FLY ASH

Filter Stage 5 Stage 4 Stage 3 Stage 2 Stage 1
Particle Size

Cutpoints (um) <1.2 1.2-2.1 2.1-4.4 4.4-8,0 8.0-11.0 >11.0
Percent Mass 2.0 2.4 1.1 1.6 2.0 90.9
Phase (Number %)

Hauyne 1.6 11.2 1.0 0.0 2.9 0.5
Calcium Oxide 0.0 0.0 0.0 0.0 0.0 0.5
Montmorillonite + 0.0 0.7 1.0 0.0 0.0 1.5
Calcium Silicate 0.0 0.7 1.0 0.0 0.0 0.0
IMite 0.0 0.0 0.0 0.0 0.6 0.0
Iron Oxide 0.0 0.0 1.0 0.0 1.7 0.0
Kaolinite + 1.2 22.4 13.0 18.2 16.6 12.2
Anhydrite 28.0 1.4 0.0 2.3 6.3 0.5
Plagioclase 0.0 1.4 1.0 0.0 1.2 1.0
Quartz 0.0 2.1 16.3 31.8 6.3 25.4
Melilite 0.4 2.8 0.0 2.3 1.1 2.0
Pyroxene 0.8 0.0 0.0 0.0 0.0 0.0
Unclassified 67.9 56.6 65.4 45,5 63.5 56.3
Average

Composition, wt%

(S0;-Free)

Si0, 29.5 37.7 51.5 51.7 43.5 64.0
Al1,0; 10.2 18.2 15.2 11.6 17.5 15.1
Fe,0, 26.0 6.7 5.7 4.6 5.8 2.6
Ti0, 0.9 2.1 1.5 2.6 1.9 1.7
P,0g 0.2 0.3 0.5 0.4 0.4 0.5
Ca0 15.8 27.4 19.9 23.1 23.7 12.6
Mg0 16.0 5.6 3.7 4.0 4.6 2.3
Na,0 1.1 1.6 1.7 1.6 2.0 0.8
K ;0 0.1 0.3 0.3 0.3 0.4 0.4
(S0;3)* 8.70 6.4 4.2 3.7 4.6 0.7
Average Si/Al

Molar Ratio 2.5 1.8 2.9 3.8 2.1 3.6

*S0; added for comparison purposes.
+derived phases-resemble the original mineral in the coal.
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BEHAVIOR OF BAasic ELEMENTS DurRiNG CoAL COMBUSTION

G. P. Huffman, F. E. Huggins, and Naresh Shah
CFFLS, University of Kentucky
233 Mining & Mineral Resource Building
Lexington, KY 40506-0107.

ABSTRACT

X-ray absorption fine structure (XAFS) spectroscopy, Mossbauer
spectroscopy, and computer-controlled scanning electron microscopy
(CCSEM) have been used to investigate the reactions of Ca, Fe, and
alkalies in combustion systems. Ca may either transform to a Ca0 fume
that reacts with S0, to form CaS0O,, or may react with clays, quartz, and
other minerals to form slag droplets, or flyash. Similarly, pyrite may
devolatilize and oxidize exothermically to form molten or partially
molten iron sulfide-iron oxide mixtures, or may react with other minerals
to become part of .the slag. Alkalies in lignites (principally Na)
volatize and may react with either S0, to form sulfates or with clay
minerals (principally kaolinite) to form aluminosilicate slag droplets.

K in bituminous coal is contained in illite which melts and becomes part
of the slag phase. The calcium and alkali sulfates and the iron-rich
species are observed to be concentrated in the initial layers of
deposits, while the complex aluminosilicate slag droplets colléct to form
an outer glassy layer.

INTRODUCTION

The basic elements in coal ash (alkalies, Ca, Fe) exhibit an
interesting dual behavior during combustion. Not surprisingly, this dual
behavior is closely related to the way in which these elements are
contained in the coal being burned. 1In this paper, some recent
experimental results on the behavior of basic elements in combustion
systems are reviewed and qualitative models of their combustion reactions
are discussed.

EXPERTMENTAL PROCEDURES

Much of the data on which the current paper is based is summarized in
detail in several recent and forthcoming publications.’™”’ Bituminous
coals and lignites and a variety of combustion products obtained from
both pilot scale combustion rigs and drop-tube furnaces have been
investigated. The principal characterization techniques used were XAFS
spectroscopy, Mossbauer spectroscopy, and computer-controlled scanning
electron microscopy (CCSEM).
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EXPERIMENTAL RESULTS

The principal experimental observations for the dominant basic
elements are summarized below.

Calcium - In lignite, calcium is molecularly dispersed in the coal
macerals and is bonded to the oxygen anions in carboxyl groups, while in
bituminous coal it is predominantly contained in the discrete mineral,
calcite. A systematic change from carboxyl-bound calcium to calcite is
observed with increasing rank.'® During pyrolysis and gasification
reactions the molecularly dispersed calcium in lignite is observed to
agglomerate and, eventually, form Ca0.

A recent XAFS study of the combustion products of a lignite and a
bituminous coal detected two forms of Ca, Ca incorporated in
aluminosilicate glass and CaS0,‘®. Solids rapidly extracted from within
and above the flame contained all Ca in glass. In both superheater and
waterwall deposits, glass was the dominant Ca-bearing phase in the outer
(fireside) deposits, while CaSO, was dominant in the inner or initial
deposits. In work currently underway, the forms of Ca is samples
produced by combustion of Beulah lignite and other coals in drop-tube
furnace studies are being investigated by CCSEM and XAFS spectroscopy.
Typical results are shown by the ternary diagram in Figure 1. Here each
point represents an ash particle identified by the CCSEM analysis as
containing >80% Ca + Si + Al. The composition of each particle,
normalized to three elements, is then plotted on the ternary diagram. It
is seen that there are a substantial number of Ca-rich (principally CaO)
particles, and aluminosilicate glass particles with a fairly broad range
of Ca contents.

Iron - Pyrite and its oxidation products are the dominant iron-bearing
phases in both low and high rank coals, although bituminous coals
frequently contain substantial amounts of iron in clays and siderite.®
If pyrite is contained in a burning coal particle that also contains clay
minerals and/or quartz, it is likely to react with these minerals to form
an aluminosilicate slag droplet. Mossbauer spectroscopy has demonstrated
that most of the iron in flyash samples quenched from within or above the
flame of a pilot scale combustor, and most of the iron in the outer
layers of deposits, is contained in aluminosilicate glass.(®.*

Pyrite particles that are isolated within a coal particle or that are
liberated behave much differently. Recently, Mossbauer spectroscopy and
CCSEM measurements were conducted to determine the transformation
products formed from pyrite removed from coal in drop tube furnace tests
at gas temperatures of 1311 to 1727 K and residence times from 0.07 to
1.2 seconds in a 95% N, - 5% 0, atmosphere.‘®® Magnetite was the dominant
oxide formed, while pyrrhotite (Fe, ,S) was the dominant sulfide. CCSEM
results show evidence of extensive melting, even at the lowest gas
temperature. This is consistent with a thermodynamic model‘'®’ which
yields particle temperatures significantly in excess of the gas
temperature because of the exothermic oxidation of pyrrhotite. These
results are also consistent with the observation of iron-rich initial
layers observed in deposits‘®'*) that appear to have been formed from the
impaction of highly viscous liquid droplets. The inner layer is
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transformed to hematite over a period of time at the lower temperatures
within the deposit near the waterwall or the superheater tubes.

Alkalies - The principal alkali species in lignite is Na, believed to be
molecularly dispersed through the macerals and bonded to the oxygen
anions in carboxyl groups. K is low in abundance but can be inserted
into carboxyl bound sites in the coal macerals by cation exchange. In
bituminous coals, K is the dominant alkali and it is contained almost
exclusively in the clay mineral illite. Illite has a strikingly
different XAFS spectrum from that of cation-exchanged K in lignite.® Na
in bituminous coals is usually contained as NaCl, frequently in solution
in moisture adsorbed in coal pores and capillaries.!¥

The behavior of alkalies during combustion is strongly dependent on
their form in the coal. Carboxyl bound alkalies or alkalies in solution
volatilize. Several volatile species are possible, but NaOH is the most
likely for lignite.®?) K in illite is likely to remain with the
aluminosilicate particle and form a molten slag droplet. Partial melting
occurs at 900-1000°C because of eutectic regions in the K,0 - 5i0, -

Al,0, phase diagram.‘'®7) Volatile alkalies have a strong tendency to be
absorbed by the aluminosilicates derived from clays!’'®) and
significantly lower the melting point of the resulting slag. This is
illustrated by Figure 2 which shows the ternary Na - Si - Al diagram
generated from CCSEM data on ash particles collected during combustion of
Beulah lignite in a drop-tube furnace. Each data point indicates the
normalized three-element composition of a particle identified in the
CCSEM analysis as containing >80% Na + Si + AL. The Ca - Si - Al diagram
of Figure 1 is from the same sample. It is seen that the Na0Q, - §iQ; -
Al,0, slag particles fall into a relatively small range of compositions.

When volatile alkalies reach the upper regions of the furnace they
react with S0, to form molten alkali sulfates that react strongly with
metal superheater tubes.®) In a limited set of experiments, we have
used XAFS and CCSEM to determine that superheater deposits from a boiler
firing North Dakota lignite contained a mixture of alkali sulfate and
alkali-containing glass.‘!®

SUMMARY ARD DISCUSSION

On the basis of the results summarized above, qualitative models of
the behavior of the major basic elements during combustion can be
deduced. These models are indicated in the schematic diagrams of Figure
3.

Calcium in lignite is molecularly dispersed and bonded to carboxyl
groups in the macerals. It rapidly agglomerates into Ca - O clusters and
Ca0, while the calcite in bituminous coal devolatilizes to form CaQ. The
Ca0 may be given off from the burning coal particles as a Ca0 fume or may
remain with the particles and react with the clay, quartz or other
minerals to form a molten aluminosilicate slag. The Ca0 fume apparently
reacts with SO, to form Ca$0O, which is part of the initial, presumably
sticky, layer in both superheater and waterwall deposits®®,
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Pyrite that is liberated or isolated alone in a coal particle
devolatizes to form pyrrhotite which undergoes exothermic oxidation that
raises the particle temperature sufficiently far above the gas
temperature to exceed the melting point of magnetite.(®:!®> The molten
iron-rich particles impinging on the walls and tubes may be iron sulfide-
iron oxide mixtures or magnetite, depending on residence time and
temperature. Because of the high momentum of these particles, they
readily impinge on the walls and tubes, forming a major part of the
initial sticky layer for pyrite-rich coals. Those pyrite particles that
are contained in coal particles containing clay, quartz and other
minerals react to form molten aluminosilicate slag or flyash droplets
which stick on top of the initial iron-rich, layer.

There is less good experimental data on alkalies in combustion
systems. Nevertheless, some speculations can be made. It appears that
Na is bound to carboxyl groups in lignite and readily volatilizes,
presumably to NaOH, although other volatile species are certainly
possible. Sodium reacts strongly with clay (mainly kaolinite in lignite)
and quartz, both within the burning coal particle and in the vapor phase
to form aluminosilicate slag droplets or flyash. The volatile NaOH also
reacts with S0, to form NaSO, which has a low melting point (884°C) and
becomes part of the initial sticky layer.

Finally, K in bituminous coal is contained in illite which melts and
becomes part of the slag or flyash component of the ash stream.

While the simple diagrams of Figure 3 are consistent with the general
trend of slagging and fouling behavior observed in coal combustion
systems, it is clear that we have ignored many reactions and made a
number of speculations for which there is no firm experimental proof.

The current "model”, therefore, should really be considered as a point of
departure for future discussion and experimentation.
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THE CHEMISTRY OF SODIUM WITH SULFUR IN FLAMES

Martin Steinberg and Keith Schofield
Quantum Institute
University of California
Santa Barbara, CA 93106

INTRODUCTION

The use of fuel/air systems contaminated with sodium and sulfur
in combustion driven gas turbines is a source of turbine blade
corrosion. Sodium sulfate, which deposits on turbine surfaces or is
chemically formed there, has long been recognized as the active
corrosive agent.'? There is very little chemical kinetic information
for modeling this practical problem, and one is forced to invoke
chemical equilibrium to attempt any quantitative treatment.

Sodium/sulfur chemistry has been addressed in a very few studies.
Fenimore® reported a decrease of Na with the addition of SO, to rich
and lean H,/Air flames which he attributed to the equilibraiion of
Reaction (i).

NaOH + S0, = NaSO, + OH (1)
Durie et al®, in a study in rich and lean CH,/0,/N, flames assigned the
observed Na decay with sulfur addition to thé equillibration of
Reactions (2) and (3), respectively.

NaOH + S
NaOH + SO,

Nas + OH (2)
Naso; + OH (3)

They also felt that Fenimore’s data supported their model. In a mass
spectrometric study in a lean CH /Air flame, Fryburg et al’® identified
Naso,, NaSO;, and Na,SO, as gas phase products in lean methane-oxygen
flames. They reporéed clogging of their sampler inlet orifice which
limited their data gathering. 1In fact, it is not possible to conclude
whether the observed species are homogeneous gas phase products, or
are formed heterogeneously in the sample inlet probe.

The present study is an outgrowth of two previous efforts in this’
laboratory, sulfur chemistry® and sodium oxidation chemistry’, in .
HZ/O/N2 flames. Sodium/sulfur chemistry competes with the sodium
oxi&atlon chemistry and both are influenced by the flame
radical/sulfur chemistry interaction. A brief overview follows.

The radicals H, O, and OH in the hot burnt gases of H,/0,/N,
flames sharply overshoot their equilibrium levels through rapid
bimolecular chain Reactions (4-6)

H+0, = OH+0 (4)
O+H, = OH+H (5)
H, + OH = HO0 +0 (6)

which are balanced due to their large kinetic fluxes in an otherwise
non-equilbrated environment. Thus from measures of OH and temperature
the concentrations of H, O, OH, and 0, in rich or H, in lean flames
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are calculable. The radicals recombine through slow 3-body reactions.
With the addition of sulfur to these flames, radical recombination is
catalyzed and in turn the radicals establish balances between 50,, SO,
H,S, SH, S,, and S. As with the flame radicals, the concentrations of
these sulfur species also can be determined from measures of OH and T
and the total sulfur content. S04 is formed in the slow termolecular
Reaction 7.

SO, + 0 +M = 80; + M (7)

It can be assumed to be in steady state through Reaction 7 followed by
reactions of SO; with H and 0 regenerating S0,.

The oxidation of sodium in lean, sulfur free, H,/0,/N, flames was
found to exhibit an interesting chemistry.” The dominaht ‘oxidation
path occurs through a fast 3-body process

Na + Oz + M = Nao, + M (8)

and the NaO, then reacts with the radicals to produce overshoots in
NaOH concen%rations, which are balanced with small amounts of Na0. A
kinetic model was developed for this system from which the
concentration profiles of Na, NaO,, NaOH, and Na are determined from
measures of OH and T and the totai sodium concentration. The
sodium/sulfur interaction is imbedded in this complex but reasonably
understood environment.

EXPERIMENTAL CONDITIONS

Measurements are made in the laminar, premixed, one dimensional
flow in the post flame gases above a Padley-Sugden® burner of bundled
hypodermic tubing with an overall diameter of 2.2 cm. Sodium is
introduced as an aqueous NaNO, aerosol generated in an ultrasonic
nebulizer? and transported by a portion of the gas flow to the burner.
Sulfur is added as H,S and SO, to rich and lean flames, respectively,
to minimize thermal contributions these additives make to flame
properties. A schematic of the optical system is shown in Figure 1.
Temperatures are measured using the sodium line reversal method.
Sodium and OH are measured by laser induced fluorescence'’' using a
YAG pumped dye laser source beam passed through the flame parallel to
the burner surface. The fluorescence, from a slice of the laser
excited flame volume is collected by a 6 inch mirror, passed through
an image rotator, and focused into the vertical entrance slit of the
monochromator. The burner is mounted on a motor driven table
programmmed to collect data as a function of distance (and time) above
the burner surface. The monochromator output is detected with a
photomultiplier, the signal amplified, processed in a boxcar
integrator, and recorded.

One line of the sodium doublet at 589.0 nm was pumped with
fluorescence detection at 589.6 nm. Saturation excitation was
employed to eliminate quenching uncertainties. The OH(AZ'T - Xx2n)
(1,0), R,(6) transition was excited at 281.14 nm and fluorescence
detected at 314.69 nm from the (1,1), Q,(7) transition. The OH
measurements are absolute values calibrated against a high temperature
flame in which OH is at thermodynamic equilibrium,
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RESULTS

Measurements of temperature, OH, and Na have been made in 10-lean
and 9-rich H /oz/Nz flames contalnlng sodium with and without added
sulfur. The flame matrix is listed in Table 1. Measured (Na) and
(OH) profiles are plotted for a lean flame in Figure 2. It should be
noted that the decreases in (Na) with added so2 result from two
effects. The first may be the formation of some Na/S compound. The
second, which is dominant in lean flames, is the increased sodium
oxidation resulting from the sulfur catalyzed flame radical decay. It
is this interaction that complicates the analysis.

KINETIC MODELING

The sodium experimental data has been scaled to refer to the same
amount of total sodium in each flame. Sodium concentrations are the
order of 10" cm3, the radicals at least a few orders of magnitude
greater, with total sulfur at the 1 to 2% level. Thus all species can
influence (Na) but sodium has no effect on other species
concentrations.

Checks on the balanced chemistry of Reactions (1-3), suggested by
Fenimore? and Durie et al®, indicated no such equilibrations. Plots
of log K against T' for each of the reactions did not correlate the
data. Apparently the chemistry is more complicated, requiring kinetic
modeling.

With no sulfur present, the total sodium concentration, (Na),, is
given by Equation 9, and with sulfur by Equation 10.

(Na), = (Na)_+ (Nao,), + (NaOH) 6 + (Nao), (9)
(Na)T = (Na)| + (NaO,); + (NaOH)] + (NaO), + (NaX) (10)

The subscript "s" indicates the presence of sulfur and (NaX) is a
sodium/sul fur compound. To begin the analysis we will assume the
formation of a single, dominant NaX. Eliminating (Na), we obtain
Equation (11)

(1l +x+y + z)0
(Na), = (Na) (11)
(L+x+y +2 + w)s

where x = (NaoO, )/(Na), y = (NaOH)/(Na), z = (NaO)/(Na), and

w = (NaX)/(Na). Equation (11) relates the sodium concentrations with
and without sulfur at corresponding times in the proflles for a given
flame. The parameter (1 + x + y + z)_ is calculated using the
oxidation model for the sulfur free flames. We have used Equation
(11) to calculate the values for (Na), from the experimental values
for corresponding (Na) in the sulfur free flames. The parameter
(L+x+y+ 2+ W iS modeled to achieve a comparison between the so
calculated (Na) vafues and those observed experimentally.

A list of possible reactions have been written for the production
and consumptlon of NasO, Naso,, NasoO,, NasH, NaS, and NaS,. At the
sodium levels in this study tﬁere 1s llttle chance for tﬁe formation
of any disodium compounds, such as Na,SO,. Vibrational frequencies
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and bond lengths have been estimated for calculating thermodynamic
properties of the sodium/sulfur species.’ Estimates have been made
for the gas kinetic collision rates of all the bimolecular reactions.
Forward and reverse rate constants, related through the calculated
equilibrium constants, have been formulated with the dissociation
energy, Do(Nax), for each of the assumed NaX products, as a parameter
to be determined in the modeling progranm.

(Nao,) , (NaOH), (Na0), and (NaX) in the sulfur bearing flanes
were determlned using a steady state analysis for these species.
Three body rate constants for sodium with sulfur species were set
initially equal to the rate constants for the sodium-oxygen analogs.
Values for D,(Na-X) and attenuating multipliers for each rate constant
were then adjusted to achieve an optimal fit between calculated and
experimental values for (Na),.

A reaction scheme for NasO, added to the sodium oxidation model
is seen in Figure 3. A comparison of the calculated and experimental ;
profiles for (Na) are plotted in Figure 4. The optimal conditions
required only reattions (21), (23), and (24) from Figure 3. All the
remaining sodium/sulfur processes have negligible influence. NaSO and
Nao, are isoelectronic and it was assumed that the termolecular
formation rate constants for NasO and Nao2 are equal. The model
yielded a value for Do(Na-SO) = 70 kcal/mole. NaSO concentrations
varied from about 1 tO 24% of the total sodium in the rich flames with
lower temperatures favoring the higher concentrations. NaOH
concentrations ranged from about 1 to 16% with the higher
concentrations favored in the high temperature flames. There appears
to be little coupling of the sodium sulfidation and oxidation
chemistries., Application of the NaSO model to the lean H,/0,/N, flames
only made a small contribution to that chemistry.

Similar analyses have been conducted in the rich flames assuming
Nas, Nas,, and NaSH as the primary sodium/sulfur product. Na$ !
modellng does not quite approach the performance of the NasO model. ;
In addition the Nas optimal conditions require a value for \
Dy {Na=-sQ) = 81 kcal/mole, about 25 kcal/mole too large, ruling out Nas
as a dominant product. NaSH and Nas, exhibit poorer accommodations to
the experimental data.

Only NasO, and NasoO, are possible candidates in the lean flames.

NaSoO, was ruleé out as a meaningful product primarily due to the very

low %O steady state concentrations. NasO, has been examined as a
dominant product in both the rich and lean flames. Optimal rich flame
conditions for NaSO, required Do(Na-SO) = 70 kcal/mole. When applied
to the lean flames %his model consumed far too much sodium. Modellng
Naso, in the lean flames gave a very good approximation to the
experimental data with a value for Do(Na-SO) = 46 kcal/mole. The
application to the lean flame data in Figure 2 is seen in Figure 5.

In the lean flames NaSO, levels reach a maximum of only about 0.5% of
the total sodium. The ﬁigher values are favored in the richer and
cooler flames. NaOH accounts for 8 to 70% of the total sodium with
higher values in the leaner flames. It does appear, however, that
there is some increased NaOH formation occuring through the small but
effective NasSo, intermediate. In the rich flame this NaSO, model
makes a small, almost negligible contribution. .
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CONCLUSIONS

The sodium/sulfur chemistry has been modeled in a series of rich
and lean 0,/N, flames. It was found that simple equilibria
identified” in earlier studies can not account for the behavior
exhibited in the present data. Kinetic modeling has been conducted
assuming, as is often the case, that one sodium/sulfur product may
dominate. To a good approximation this seems to be the situation in
both the rich and lean flames. NaSO appears to be the dominant
sodium/sulfur product in the rich H,/0,/N, flames with Naso, dominant
in the lean flames.

The conclusions drawn for the lean flames are fairly firm. Naso,
is the only viable sodium/sulfur product in this oxidizing
environment. However, we must view the rich flame discussion as
provisional. It is possible that some combination of NasO with Naso,,
or even NaS or NaSH can provide a better description of the rich flame
behavior. Currently, these combinations of contributing sodium/sul fur
products are being examined.
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Table 1. Experimental Hydrogen/Oxygen/Nitrogen Flame Matrix and
Properties.
Hz/oz/Nz Temperature [H,0) [0,] [H,] [OH)
(K) (molecules/cmﬂ
0.6/1/1 1906-1929 1.0(18) 1.2(18) -— 3.8->0,7(16)?
1/1/2 2066-2100 9.9(17) 4.8(17) - 3.8->1.1(16)
1/1/3 1667-1730 9.5(17) 4.7(17) -—— 3.7->0.3(16)
1.4/1/3 2125-2197 9.8(17) 2,0(17) —-—— 3.5->1.4(16)
1.4/1/4 1810-1847 9.8(17) 2.1(17) - 3.6->0.5(16)
1.4/1/5 1654-1669 9.3(17) 2.0(17) -— 3.6->0.3(16)
1.8/1/3 2280-2405 1.1(18) 5.9(16) -—- 4.0->1.9(16)
1.8/1/4 2060-2228 9.8(17) 5.1(16) —-—— 3.6->1.4(16)
1.8/1/5 1825-1916 1.0(18) 5.3(16) - 3.2->0.7(16)
1.8/1/6 1695-1726 9.6(17) 5.2(16) -— 3.1->0.4(16)
2.2/1/4 2160-2308 1.0(18) -— 1.1(17) 3.8->1.3(16)
2.2/1/5 1975-2106 9.7(17) -— 9.8(16) 2.7->0.8(16)
2.2/1/6 1780-1897 9.4(17) - 9.4(16) 1.9->0.5(16)
3/1/4 2050-2167 9.7(17) - 5.5(17) 2.4->0.3(16)
3/1/5 1883-2010 9.1(17) -— 4.6(17) 1.2->0.2(16)
3/1/6 1775-1857 8.8(17) -— 4.4(17) 1.1->0.2(16)
4/1/4 1898-2042 9.1(17) -— 9.1(17) 1.0->0.2(16)
4/1/5 1767-1900 8.6(17) -— 8.7(17) 0.6->0.1(16)
4/1/6 1650-1788 8.2(17) —-—— 8.2(17) 0.6->0.1(16)

3concentrations, read as 3.8x10'® near

downstream to 0.7x10'" at 4.0 ms.
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MINERAL TRANSFORMATIONS IN SELECTED COALS -
SIZE AND COMPOSITION OF THE ASH

J.J. Helble, S. Srinivasachar, C.B. Katz, and A.A. Boni
PSI Technology Company
Research Park P.0. Box 3100
Andover MA 01810

ABSTRACT

The transformation of minerals during pulverized coal combustion has been
examined by burning utility sized coals (70% < 200 mesh) in a
laboratory-scale combustor. Experiments were conducted with several coals
possessing different mineralogies, with particular attention paid to Kentucky
#11 bituminous. Size and composition of the initial minerals and the
resulting ash were measured by a variety of techniques, including computer
controlled SEM, low temperature ashing, deposition on a cascade impactor, and
optical (Malvern) particle size analysis. Results for the Kentucky #11 coal
suggest a large degree of coalescence is occurring between illite, kaolinite,
and quartz minerals, with occasional iron incorporation into the resulting
glass. Partitioning of the acid-leachable potassium was found to split
between incorporation into the glass and vaporization. For other coals, such
as Beulah lignite, mineral fragmentation was inferred from the data,
presumably due to large quantities of large (>40 microns) pyrite present.

BACKGROUND

Deposition of ash on heat transfer surfaces is the most costly problem
associated with the combustion of pulverized coal. Although much research is
currently focused toward obtaining a better understanding of the factors
giving rise to deposition, current industry practice is to address the
problem in an empirical manner which often proves unsatisfactory and
inaccurate (1). In determining deposition indices, ash is treated as a
homogeneous medium, possessing uniform properties. This neglects the fact
that combustion generated ash is actually comprised of individual particles,
of a wide variety of sizes and compositions. By treating the ash as disparate
particles rather than as a homogeneous medium, it is possible that better
deposition indices could be developed. )

There are several components which must be addressed in determining the
deposition behavior of an ash particle, and by extension, of a particular
coal. Size, chemical composition and adhesive properties of the surface
layers (i.e. stickiness) are all important considerations. The stickiness of
ash particles has been addressed elsewhere (2,3); preliminary results of an
experimental study of the factors giving rise to the observed size and
composition distributions of ash are discussed herein. Several recent
laboratory studies have utilized the size of the ash particles to infer the
importance of various phenomena such as fragmentation, fines carry-over, and
coalescence (4-9). Utilization of size information coupled with mineral and

383



ash compositional information for a particular coal to provide an overall
picture of the important processes, is the focus of this study. Several U.S.
coals and one Australian coal are being examined, with the results from one
particular coal - Kentucky #11 bituminous - highlighted.

EXPERIMENTAL APPROACH

Combustion experiments were conducted in a laboratory scale drop-tube
combustor which incorporates a gas-fired svirl-stabilized section on the
front end to increase residence time and simulate particle concentrations
present in an actual combustor. Details of this system are provided elsewhere
(2). Ash particles were sampled isokinetically, quenched, and collected with
a variety of techniques depending upon the desired information. Size
distributions were obtained both by deposition on a Pollution Control Systems
Mark III cascade impactor, and by filtration and subsequent sizing with a
Malvern Instruments particle sizer. Chemical composition of coal minerals and
individual ash particles was determined by computer controlled scanning
electron microscopy (CCSEM) at the University of Kentucky.

RESULTS AND DISCUSSION

By comparing the initial distribution of minerals present in a pulverized
coal vith the final distribution of ash particles, it is possible to infer
the major mechanisms of mineral transformation occurring. Kentucky #11 was
chosen for this study, as it has finely disseminated minerals compared to
other bituminous coals, with a relatively low degree of extraneous or
excluded mineral matter. As it contains fairly large amounts of illite and
kaolinite, it presents an ideal opportunity for examining the transformations
undergone by clay minerals in the presence of carbon. The mineralogy of this
coal is summarized in Table I.

TABLE I !
Kentucky #11 Mineralogy and Ash Composition . {
Fuel Analzsis* Ash Analysis ]
Fixed Carbon 41.9 Si0 45.8
Volatile 33.8 A1263 19.0 |
Ash 20.3 Fe 03 20.4
Moisture 4.0 Caa 4.4
Mg0 0.9
Mineral Analysis K20 2.5
Na20 0.3
Quartz 19 SO3 5.2
Kaolinite 8
Illite 16
Mix. Silicates 23
Pyrite 24

*
for as-received coal
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Mineral size distributions for this coal were obtained by two techniques:
CCSEM analysis of the minerals in the utility grind coal, as well as Malvern
analysis of a small sample of the low temperature ash. Results from these two
measurements are compared in Fig. 1 with an ash particle size distribution,
obtained upon combustion of the coal in 7% oxygen at 1500 K gas temperature.
As the curves in the figure indicate, the mineral distributions agreed at
small diameters, but varied somewhat at the larger mineral sizes. While the
CCSEM indicates 80% by volume of the mineral matter to be < 13 microns in
diameter, the low temperature ash measurement indicates that 80X of the
mineral matter is less than 30 microns in size. As the two techniques measure
size on a different basis (the CCSEM measures a cross-section and infers
diameter, while the Malvern is a volume-based technique), this level of
agreement is encouraging. Preliminary results with coals having a high
percentage of extraneous mineral matter (Kentucky #9 bituminous and San
Miguel Texas lignite) yields better agreement across the entire distribution.

Examination of the ash size distribution, measured by a combination of
cascade impaction and Malvern techniques and also plotted in Fig. 1, reveals
that upon combustion, a large degree of coalescence is taking place. This is
evidenced by the uniform shift to larger particle diameters for the entire
distribution. Although both char and mineral fragmentation may be occurring,
the effects are lost when the utility grind coal is burned and the overall
distribution examined. For this coal under these combustion conditions,
mineral agglomeration and coalescence dominate.

Examination of the chemical composition of individual ash particles collected
under these conditions also suggests that coalescence is the primary
mechanism governing ash evolution. Figure 2 presents composition data for all
ash particles containing potassium + silicon + aluminum in greater than 80%
levels, excluding oxygen. Composition ranges for typical illite and kaolinite
particles are also presented. Pure quartz can be assumed to occur at 100% Si
on the diagram. Several conclusions can be drawn from this compositional
information. First, it is evident that neither pure quartz, illite, nor
kaolinite dominate the final ash. The resulting final ash composition is
clearly a mixture of these three minerals. The compositions suggest that
quartz is incorporated into both clay minerals, though the mixed silicates
present in the initial coal are likely contributing as well. Analysis of the
data on a particle by particle basis is currently under way to help resolve
the effect of the mixed silicates. It is also interesting to note from the
Figure that potassium levels do occasionally increase above the baseline
present in the initial illite, but it is not a dramatic increase. This
observation, coupled with fume measurements reported elsewhere (2), indicates
that acid-leachable potassium present in the raw coal can vaporize in
addition to being incorporated into the glassy ash particles.

The fate of the pyrite present in the coal can also be deduced from
examination of the final ash composition. Mossbauer analyses of ash collected
from combustion at two different oxygen levels are presented in Table II.

It is evident that only a small portion of the iron is incorporated into a
glassy phase under both oxygen levels. As anticipated, the level of iron
present as hematite increases as the oxygen level is raised, due to an
increase in the kinetically limited magnetite oxidation rate (10).
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Table II
Kentucky #11 Mossbauer Results

Conditions Magnetite Hematite Glass
5% 02, 1500 K 70 21 9
21% 0,, 1500 K 57 33 10

Different behavior was noted in experiments conducted with a North Dakota
Beulah lignite coal under this program. This coal was selected both for the
large amount of large (>40 micron) pyrite minerals present, and the large
amount of acid-leachable calcium. As the size distribution results presented
in Fig. 3 indicate, combustion at both 7% and 21% oxygen levels yielded ash
particles with distributions shifted toward smaller sizes relative to the
initial minerals. What this suggests is that pure minerals may be fragmenting
and influencing the distribution. It is anticipated that pyrite is the major
species contributing to this observed behavior, as pyrite fragmentation has
been noted in the literature under several conditions (11). Further
experimentation with both the Beulah lignite and synthetic chars containing
only pyrite is under way to test this hypothesis.

SUMMARY

Laboratory combustion experiments conducted with Kentucky #11 bituminous coal
at low oxygen levels (7% oxygen in the bulk gas) demonstrate that
agglomeration and coalescence of the included minerals is the dominant
transformation mechanism occurring. Results suggest a large degree of
coalescence is occurring between illite, kaolinite, and quartz minerals, with
occasional iron incorporation into the resulting glass. Lack of iron
incorporation was demonstrated by Mossbauer measurements, where
approximately 10% of the iron was present as a glass under both oxygen levels
studied. Acid-leachable potassium occasionally added to the glassy ash, as
evidenced by relatively high potassium concentrations in some particles,
though vaporization of the acid-leachable potassium was found to occur as
vell. For the second coal discussed in the study - Beulah lignite - mineral
fragmentation was suggested by comparison of the ash distributions with
initial mineral distributions measured by CCSEM. This presumably is due to
large quantities of large (greater than 40 micron) pyrite present.
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A KINETIC DESCRIPTION OF ALKALI TRANSFORMATIONS
IN COAL COMBUSTION SYSTEMS

S. Srinivasachar, J.J. Helble, D.0. Ham, and G. Domazetis*
PSI Technology Company
Research Park, P.0. Box 3100
Andover, MA 01810

*
State Electricity Commission of Victoria, Australia

ABSTRACT

A kinetic model was developed to predict concentrations of atomic and
molecular sodium species existing in both flame and post-flame zones of
pulverized coal combustors. To date, the model has successfully predicted
measured literature values of sodium species in the Na/H,/0,/N, system. At
all but the earliest conditions (< 1 ms) sodium hydroxidé is predicted to be
the dominant species. Atomic sodium levels decay rapidly, representing less
than one percent of the total sodium species present at times greater than 5
milliseconds for lean hydrogen flames (H,/0, = 0.6, temperature = 1650°C).
Incorporation of sulfur chemistry into the model did not change this
conclusion, as sodium hydroxide was still found to dominate. Further
development, however, awaits determination as to whether alkali sulfation
occurs in the vapor or the condensed phase, as well as the correct
corresponding kinetics. Efforts in these areas are discussed.

BACKGROUND

The release of alkali species during the combustion of pulverized coal can
seriously affect both deposition and corrosion of boiler components.
Deposition can be affected as follows: Subsequent to combustion, vaporized
alkali species will condense on, and possibly interact with, the fly ash
particles present in the flue gas. Alkali species are know to reduce the
viscosity of silica melts. If this interaction generates ash particles with
reduced viscosity below the critical point for deformation and adhesion - a
likely result - ash particle deposition may substantially increase, as
results have shown that reduced particle viscosities generate increased
sticking efficiencies (1,2). Direct condensation of alkali species on cooled
tube surfaces may also affect deposition by generating a sticky layer on the
tube surface, thereby increasing the sticking efficiency of impacting ash
particles. Corrosion can also be directly affected by condensation of alkali
species on the boiler tube surfaces. Clearly, the extent of influence the
alkali species exert on the deposition and corrosion processes will depend
upon the particular species present, as the various alkali compounds have
different vapor pressures and hence will condense at different temperatures
(locations) within a boiler.

Although it is accepted that the atomic alkali species is the vaporizing
species during combustion (except for coals with high sodium chloride
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content, in which case it is also as the chloride), it is presently unclear
vhen transformations to molecular oxide species occur, and at what point the
assumption of equilibrium is valid. For this reason, a kinetics scheme was
developed to follow the transformations of atomic sodium in a combustion
environment. The model, which employs the CHEMKIN chemical kinetics code to
solve the complex series of reactions, has been used to reproduce species
profiles for H,/0,/N,/Na flames appearing in the literature. Modified
species profilés resiilting from addition of sulfur to the reaction
chemistry, utilizing the preliminary sulfation kinetics scheme proposed by
Domazetis and Campisi (3), have also been generated, and are discussed
herein.

SODIUM VAPORIZATION

Sodium may occur in several forms within a given coal. It may be present as
NaCl inclusions, less frequently as small Na,SO, inclusions, or as
organically bound material directly attached”to the coal structure via
carboxylic acid groups. Both of these forms readily vaporize under the high
temperature environment of coal combustion, generating atomic sodium and/or
NaCl in the vapor phase. Sodium also frequently appears as a component in
the clay minerals such as plagioclase, NaCaAlSiO_, contained in coals,
though thermodynamic calculations have indicated” that sodium has low
activity in sodium - silica melts (4), thus suggesting that it may be
relatively inert to vaporization in this form.

Vaporization of both the chloride and organic forms of sodium occurs rapidly
at temperatures well below peak flame temperature, as measured by atomic
absorption at SECV and shown in Fig. 1. Sodium carboxylates dissociate in
the range 400 to BOOOC, forming NaZCOB’ vhich subseguently decomposes
further to form atomic Na at temperatiires below 900°C. Sodium chloride also
vaporizes rapidly under these conditions. Calculations indicate that in the
temperature range 1000 - 1100°C, NaCl will completely vaporize in
approximately 10 ms, and hence before char oxidation is fully under way.
Vaporization of NaCl resulting from reduction to the volatile metallic form
may compete with this process, via the reaction (3)

NaCl + coal / volatiles -> Na (g) + HCl (g) (1)

Upon vaporization, the atomic Na quickly encounters the complex chemical
environment surrounding the reacting particle. Many species, including H,
OH, CO, 0, and H,0 are present in this environment, and may potentially
affect the conversion of sodium to bound molecular states. Work in
laboratory hydrogen flat flames has indicated this to be true, as
experimental measurements of Na and OH coupled with kinetic modeling in lean
flames demonstrated that Na profiles roughly track the decay of H atoms (5).
In that study, the authors demonstrated that despite the existence of some
twenty forward/reverse reactions affecting sodium species in their hydrogen
flame, the complex sodium chemistry was dominated by just four reactions:
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Na + H,0 = NaOH + H (2)

2
Na + 0, + M = Na0, + M 3)
NaO2 + H = Na0O + OH 4)
NaOH + OH = Na0 + HZO (3).

MODEL DEVELOPMENT AND RESULTS

By utilizing these four reactions in conjunction with a detailed hydrogen
oxidation reaction sequence (6), CHEMKIN was used to determine species
concentration levels for comparison to the data of reference (5). Note that
the authors of reference (5) successfully modeled the kinetics in their
study using measured OH as an input; in the model described and tested
herein, OH is a predicted quantity. For typical lean flame data of H,/0 /N2
equal to 0.6/1/1, corresponding to an average measured temperature o% 1517 K
(6), sodium levels are predicted to decay rapidly. As the curves in Figure 2
demonstrate, this decay parallels the rapid decrease in atomic hydrogen
concentration. Sodium hydroxide is seen to be the dominant sodium compound
at all times greater than 0.5 ms, as predicted by the measurements and
calculations in reference 5.

Calculations were repeated under higher temperature conditions, where

H,/0 /N2 ratios of 1.8/1/3 yielded flame temperature of 2350 K. Under these
conditions (results not shown), atomic sodium persisted for longer periods
of time, and was present in levels comparable to NaOH. Again, the
concentration profiles predicted here agree closely with those measured (OH
and Na) and predicted by the investigators of the aforementioned study.

Calculations were also carried out subsequent to the incorporation of sulfur
into the reaction matrix. Sodium-sulfur species are of prime interest in
this study, as they are thought to play a major role in initiating
deposition in the cooler regions of utility boilers. Although several
studies have indicated the major sodium - sulfur reaction to be (7)

NaOH + SO2 = NaSO2 + OH (6)

the entire sulfur reaction sequence, including all anticipated reactions
with H, OH, and O was incorporated into the kinetic model discussed herein.
Values for the reaction rate coefficients for this set of reactions were
obtained from Domazetis and Campisi (3).

The effect of low levels of sulfur (0.4% by volume) on the sodium reaction
chemistry can be seen by comparing species concentrations in Figure 2 with
those presented in Figure 3, which includes sulfur. Temperature was assumed
equal in both calculations, as the small amount of sulfur added will have a
negligible effect. At 1917 K for the H2/02/N2 levels considered previously,
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NaOH is still seen to be the dominant sodium species. Both NaSO, and NaO2
are also predicted to occur, but at only 1% of the level of Naoﬁ.

Although vapor phase Na,S0O, was considered in the reaction sequence, the
calculations performed %o éate suggest that it will not form under these
flame conditions. The possibility has not been excluded, however, as we have
not yet identified a fundamental kinetic mechanism which permits the
formation of Na,SO, based upon collisions of gas phase species. This raises
an interesting point as to the exact origin of sodium sulfate, as sodium
sulfate is often identified in boiler deposits, and is frequently assumed to
be the cause of initiation of convective pass fouling. The limited
experimental data available to date indicate that vapor phase sodium sulfate
may indeed form at flame conditions (not specified) (8), as determined by
molecular beam mass spectrometry, though further evidence including a
plausible kinetics scheme has not been presented. An independent set of
calculations (3) suggest another mechanism for formation of NaZSO in the
"vapor," as a result of complexing of species such as NaQOH and Naéo during
condensation. This proposed non-elementary formation process has nof been
verified experimentally.

Efforts are currently under way on several fronts in the coal combustion
community in an effort to conclusively determine the point (and phase) of
alkali sulfation. Atomic sodium release and oxidation in coal systems is
being studied through atomic laser-induced fluorescence (9), while at PSIT,
techniques vhich permit direct measurement of alkali chloride and hydroxide
in the vapor phase (10) are being employed in a combustion experiment to
determine the location of sulfation. Traditional combustion experiments
geared toward inducing preferential condensation of the sulfate are also
under way at PSIT.

SUMMARY

In summary, a kinetic model utilizing sodium reaction sequences and rate
coefficients from the literature has been incorporated into CHEMKIN. The
model was able to successfully predict literature values of species
concentrations in lean H,/0,/N, flames doped with sodium. Extension of the
model to incorporate gas phase”sulfur chemistry suggested that NaOH will
still dominate under oxygen rich atmospheres, though Na0, and NaSO, will
also form. The absence of vapor phase Na,SO, suggests thit Na,S0 %ormation
is a condensed phase reaction, though fufther mechanistic information is
required before this can be conclusively determined. The possible existence
of this species under other conditions is currently under investigation
experimentally, as conclusive determination of the phase in which reaction
to form alkali sulfate occurs remains to be accomplished.
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CONTROL OF ASH DEPOSITION THROUGH THE HIGH TEMPERATURE
ADSORPTION OF ALKALI VAPORS ON SOLID SORBENTS
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INTRODUCTION

Coal usually contains sodium and potassium minerals in various chemical and physical forms.
During the combustion or gasification of coal, much of this alkali is released into the gas phase.
This vapor is usually in the form of alkali chlorides. In the presence of sulfur, alkali sulfates are
also formed. This alkali condenses on and reacts with ash to form low melting point phases that
enhance fouling'.

Cleaning of coal removes some of the alkali but is not effective enough to decrease the alkali
concentration to acceptable levels. A promising technique for the removal of alkali from hot
flue gases is by using materials (sorbents) that will adsorb and/or react with alkali vapors. In
general, the sorbents can be used in two ways. One method is by passing the alkali-laden flue
gas through a fixed bed of an appropriate sorbent. This process has been considered for alkali
removal from flue gases in the combined-cycle power generation from coal®®. The second
method is the injection of sorbents with coal for the in-situ capturing of alkali during pulverized
coal combustion. This method has received much less attention’.

The choice of a suitable sorbent depends on the coal properties and the process operating
conditions. In general, however, the important characteristics desired in a potential sorbent are
high temperature compatibility, rapid rate of adsorption, high loading capacity, transformation of
the alkali into a less corrosive form and irreversible adsorption to prevent the release of adsorbed
alkali during process fluctuations.

Previous studies in this laboratory®’ and those of other investigators™>*® have suggested that
bauxite, kaolinite and emathlite are promising alkali vapor sorbents. The purpose of this study
is to obtain fundamental information on the kinetics and the mechanism of alkali adsorption on
these sorbents.

EXPERIMENTAL APPROACH

The composition of the sorbents used in this study are given in Table 1. These sorbents were
used in the form of thin flakes with the approximate thickness of 0.5 mm. The flakes were
devolatilized and then stored under vacuum until used.

The apparatus used in the sorption experiments consisted of a tubular quartz reactor, an
electronic mlcrobalance and a movable electric furnace. A detailed description of this system
is given elsewhere®”. The experiments were perfomed in two groups. The first set of tests were
made at a sorbent temperature of 800°C under a flowing simulated flue gas (SFG) atmosphere.
The composition of the SFG was 80% N,, 15% CO,, 3% O, and 2% H,0 with a flowrate of 150
or 200 scem, depending on the experiment involved. Crystalline NaCl was used as the alkali
source. The alkali vapor concentration was varied between 50 and 230 ppmv, well below
saturation to avoid physical condensation.




In these experiments, sorbent flakes were suspended from the microbalance directly above the
alkali source which was placed in the bottom of the quartz reactor. The SFG was passed over
the alkali source to vaporize and transport it toward the sorbent. A second SFG line, split from
the first, entered the reactor a few cm above the first one and was used to dilute the alkali vapor
to a desired concentration. A few cm above the sorbent the gases mixed with purging nitrogen
coming down from the microbalance and went out an exhaust port. Thermocouples were placed
on the outside of the reactor near the alkali source and the sorbent to monitor the temperature
of each.

In the second set of tests the alkali source, either NaCl, KCl or K,SO,, was allowed to saturate
the simulated flue gas in the vicinity of the sorbent. The temperature in these experiments was
varied from 750 to 1135°C. Thermodynamic calculations showed that for all of these experiments,
essentially all of the alkali in the vapor phase remains in the form of the salt from which it was
vaporized (i.e., NaCl, KClI or K,;SO,).

EXPERIMENTAL RESULTS

Typical experimental weight gain profiles for the three sorbents tested in the first set of
experiments are shown in Figure 1. The results indicate a decrease in adsorption rate with
loading and a final alkali saturation limit. Bauxite is observed to have the highest initial rate,
while kaolinite has the largest capacity. The effect of varying the alkali vapor concentration on
the weight gain profiles for each sorbent was also tested. Typical profiles for kaolinite are shown
in Figure 2. It can be seen that an increase in the alkali concentration results in an increase in
the adsorption rate.

An important difference between the adsorption characteristics of the three sorbents is the
reversibility of the adsorption process. After saturation, the reversibility of the alkali uptake
was tested for each sorbent by reducing the alkali vapor concentration to zero. No desorption
was observed for kaolinite and emathlite, but bauxite lost approximately 10% of its total initial
weight gain. This suggests that the mechanism of adsorption is not the same for the three
sorbents.

The fresh devolatilized and fully saturated sorbents were analyzed using various chemical
analytical techniques to gain further insight into the mechanism of alkali sorption. Scanning
Auger microscopy (SAM) was performed on the samples to determine elemental composition and
alkali distribution. One important difference between the substrates revealed by these results is
in the ratio of sodium to chlorine adsorbed. Chlorine, which has a peak at 176 eV, was not
observed in the products of adsorption on emathlite and kaolinite. In contrast, chlorine was
partially retained by bauxite.

The cross sections of partially converted samples were mapped for alkali using SAM to study
the changes in the substrate during adsorption. The alkali content was observed to be largest
near the outer edge of the flake, decreasing rapidly toward the flake center. Similar results were
obtained for bauxite and emathlite, indicating that the sorption kinetics for all three sorbents are
influenced by intraphase diffusion under the experimental conditions used. Additional details can
be found in another publication®,

X-ray diffraction (XRD) spectra obtained for the sorbents prior to and after alkali adsorption
indicate the formation of several reaction products. Kaolinite saturated with sodium from NaCl
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was found to contain primarily nephelite and carnegieite, sodium aluminosilicate polymorphs with
the chemical formula Na,O- A1203-25102 In nephelite, which is thermodynarmcally favored at
high temperatures, the sodium cation is octahedrally coordinated and in carneglelte it is
tetrahedrally coordinated'®. Based on this information and the absence of chlorine in the
adsorption product, the following reaction scheme is proposed:

ALO;-25i0,(s) + 2NaCl(g) + H,O(g) = Na,0- ALO;-25i0,(s)+ 2HCI(g) 1)

where metakaolinite (AL,O;-2Si0,)is the dehydration product of kaolinite. The stoichiometry
of this reaction suggests a 27.9% increase in sample weight on complete conversion. This is very
close to the observed 26.6%. In addition, the alkali uptake determined by atomic emission
analysis is very close to that predicted by Reaction 1. Kaliophilite (K,0.Al,0;.25i0,), the
potassium analog of nephelite, was observed as the reaction product of KCl and K,SO, with
kaolinite. Other mvestlgators10 Lilso observed the formation of nephelite and kalio-philite when
mixtures of sodium and potassium compounds, respectively, were heated with kaolinite to high
temperatures. Due to the relatively high melting points of nephelite and kaliophilite, kaolinite
would be a suitable sorbent for the in-situ capture of alkali at high temperatures. It is also an
excellent choice for the downstream removal of alkali because of its high capacity.

The XRD spectra for for the other sorbents indicate a more complicated process. The spectrum
for as-received bauxite shows the presence of alpha-quartz, corundum and hematite. The XRD
results for fully saturated bauxite indicate the formation of nephelite and carnegieite produced
by a reaction similar to Reaction 1 in which NaCl was used as the alkali source. However, the
amount of silica in bauxite is not sufficient for Reaction 1 to account for all the adsorbed alkali.
Apparently, the rest of the alkali is present as glassy products or physisorbed chloride not
detectable by XRD. Since chlorine is lost from the saturated bauxite during desorption,

physisorbed NaCl might be the portion which is removed during the desorption experiments. The
non-dissociative adsorption of alkali chlorides on alumina has been reported previously™2,
Hematite, present both before and after adsorption, did not undergo any noticeable
transformation.

The XRD results for emathlite show the presence of aluminosilicate (Al;SiOs), alpha quartz and
cristobalite before adsorption. The sample fully saturated with sodium from NaCl consisted
primarily of albite (Na,O-AlL,0;+65i0;) together with smaller amounts of sodium calcium
aluminate (NaCayAl;O,). Therefore, much of the sodium capture by emathlite can be described
by the following overall reaction:

55i04(s) + ALSiOs(s) + 2NaCl(g) + H;O(g) = Na,0-ALO;-6Si0;(g) + 2HCKg)  (2)

Since albite has a relatively low melting point (1000°C), it is more suited to downstream alkali
removal where the flue gas temperature is lower.

MATHEMATICAL MODEL

A mathematical model was formulated to describe the simultaneous physical and chemical
processes that occur during alkali sorption by solid sorbents. A brlef description of the model
is given here. Additional details are given in another publication®. In this formulation the alkali
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compound, A, diffuses through the porous sorbent and is then adsorbed upon contact with the
sorbent surface. The adsorption process is a combination of physical adsorption and reaction, the
details of which depend on the alkali and substrate. Assuming a quasi-steady state for diffusion
and reaction in a porous particle, the conservation equation for alkali vapor can be written as
follows:

v-D.VCa = Ry ©)]

where R, is the molar rate of adsorption of alkali per unit bulk volume of sorbent. The boundary
conditions used to solve Equation 3 are a zero concentration gradient at the flake center and an
equation of fluxes at the flake surface. The local alkali loading or alkali concentration in the
solid phase, C;, is given by the following conservation equation:

(1- )% = R, @)

in which ¢, is the initial porosity. The initial condition used to solve Equation 4 is C; = 0 at
t = 0. Itis assumed that the local rate of adsorption is given by the following rate expression:

Ra= (1- kCa(1 - £5) ©)

in which k is the overall rate coefficient and Cyis the alkali concentration in the solid phasc at
sorbent saturation. In this formulation the porosity is allowed to vary with conversion.
Equation 3 was solved numerically using a variable-step central-difference technique. Equation 4
was solved simultaneously to obtain the solid conversion. The overall loading at any time is
obtained by integrating C, over the sorbent volume.

The model was first used to extract intrinsic kinetic information from the weight gain profiles.
The overall rate constant, k, for each sorbent was obtained by fitting the model to the initial
rate data. These rate constants together with the other parameters were then used to predict
weight gain profiles for the other three sorbents at different alkali concentrations. The profiles
and model predictions for emathlite are given in Figure S.

The values of the rate coefficients estimated from the model are given in Table 2. The difference
in the rate coefficients shows that the adsorption process is not a physical and nonselective
process, but rather a chemical process which depends on the chemical nature of the sorbent.
Under the experimental conditions used, this model suggests that sorbent particles smaller than
50 ym must be used for interphase and intraphase diffusional resistances to have a negligible
influence on the observed sorption kinetics.

Evaluation of the experiments performed under saturated vapor conditions was more complicated.
The data for these experiments are given in Table 3. Although no desorption of alkali was
observed for kaolinite in the previous set of experiments, it was possible to desorb a portion of
the alkaliin the saturated vapor experiments. This suggests that in addition to chemical reaction,
alkali was physically condensing on the sorbent. This can be explained by the Kelvin effect which
predicts that the alkali vapor was supersaturated in the sorbent pores under the experimental
conditions used. The model described above does not consider the physical condensation of alkali
and therefore can not be used to evaluate the data in these runs. This model is currently being
modified to allow for the physical condensation and chemical reaction of alkali.

K e - L




CONCLUSIONS

It was found that kaolinite, bauxite and emathlite are suitable sorbents for the removal of alkali
vapors from hot flue gases. However, kaolinite and bauxite are more suitable than emathlite at
temperatures above 1000°C. The rate of adsorption was observed to decrease with alkali loading
and drop to zero when a final saturation limit is achieved. This saturation limit is the highest for
kaolinite. The adsorption of alkali chloride on kaolinite and emathlite is irreversible with the
release of chlorine back to the gas phase as HCI vapor. The adsorption on bauxite is partially
reversible and a portion of the chlorine is retained. Under the experimental conditions used it
was found that interphase and intraphase diffusional resistances influence the kinetics of the
adsorption process. The proposed theoretical model agrees with the experimental data and can
be used for design and parametric studies if the alkali vapor concentration is well below
saturation levels. Near saturation, a model must be used that allows for the physical condensation
of alkali and reaction with the sorbent.
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Table 1

Composition of As-received Sorbents

Bauxite' Kaolinite? Emathlite®
Component (Wi%) (wi%) Wi%)
$i0, 11.0 52.1 734
ALLO; 84.2 449 13.9
Fe,04 4.8 0.8 3.4
TiO, 22 0.4
Ca0 50
MgO - 2.6
K,0 12
N2,0 0.1

1. Alcoa (Paranam)
2. Burgess Pigment Company
3. Mid-Florida Mining Company

Table 2

Overall Rate Coefficients

Rate Constant (units) Bauxite Kaolinite
k [cm33gas/(cm3 solid - h)] 6.1x 107 21 x 10
k, [em® gas/(cm? surface area - h)] 28 94
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Emathlite

59 x 107
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Table 3

Initial Rate Data for Saturated Vapor Runs

Alkali Initial

Vapor Concentration Rate
Alkali Sorbent . T {°C) ppmv (")
NaCl kaolinite 750 130 0.0349
NaCl kaolinite 795 400 0.363
NaCl kaolinite 875 1690 0418
K,SO, kaolinite 985 5.5 0.0044
K,SO, kaolinite 1060 25 0.0088
K,SO, kaolinite 1135 270 0.0160
K;SO, bauxite 985 5.5 0.0073
K,SO; bauxite 1060 25 0.0205
K;SO, bauxite 1135 270 0.0403

0.3

02

{ m-mg)/mg (mg/mg)

0.0 ! I 1
o} 10 20 30 40

Time (hr)

Figure 1. Temporal profile of NaCl adsorption on sorbents.
K: kaolinite, 230 ppmv Na; B: bauxite, 185 ppmv Na;
E: emathlite, 150 ppmv Na.

adsorption; ~ ---------- desorption.
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Figure 2. Temporal profile of NaCl adsorptin on kaolinite.
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Figure 3. Comparison of model and data for NaCl adsorption on
emathlite.

Capis 125 ppmv for A, 80 ppmv for B and 65 ppmv for C.
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ABSTRACT

Deposit formation represents a key impediment (o the eventual commercialization of a direct coal-fired gas tur-
bine engine. Deposits result from the thermal decomposition of coal-borne mineral matter followed by impact
and adhesion along the hot gas pathway.

One strategy for deposit abatement is hot gas cleanup to remove particulate before entering the turbine. An
alternative strategy, described in this Paper, is to modify the mineral matter/ash chemistry to render it non-
adherent through the use of additives. In this way, the complexity and expense of hot gas cleanup is obviated.
To dale, alumina, boehmite, and a variety of kaolin clay additives have been tested in a coal-water mixture fired
gas turbine simulator. A washed kaolin clay has proved to be most effective in reducing airfoil deposition. A
mechanism involving in-situ slag decomposition, exsolution, and spontaneous spalling is proposed.

INTRODUCTION

A key objective of the Advanced Coal Fueled Gas Turbine Systems Program, a U.S. Department of Energy ini-
tiative, is to develop the technological basis necessary for subsequent commercial development of a direct-fired
gas turbine power system. The system concept described in this paper uses a GE LM500 advanced aero-
derivative gas turbine engine designed for direct firing of coal fuel. This system can be used in transportation
and small stationary power applications. Components and systems required to achieve this objective in a cost-
effective and environmentally sound manner are being developed.

Previous work Ref. 1-6, 9-16, reported in the open literature indicates that deposition represents a potential
impediment to the commercialization of the coal-fueled gas turbine. Deposits reduce engine efficiency, and
require potentially costly maintenance and down-time. Deposition is a prerequisite to hot corrosion (France,
1984).

In order to climinate deposition, one or more of the key steps in deposition process must be interruptcd.
Thesc steps are potentially system and fuel dependent, representing the complex interplay of fluid mechanics
and thermochemistry.

In general, deposition can be considered as a sequence of events consisting of particle arrival and adherence.
Potential mechanisms have been reviewed (Ref. 1). Applicable mechanisms for the in-line annular combustion
system are the subject of this investigation, and are probably unrelated to off-board slagging systems (Ref. 2)
which have distinctly different time/temperature/flow profiles, and where pre-expansion ash/slag removal is
under investigation. -

In order to minimize ash particle arrival rates, coal is micronized to comminute mineral matter deposit precur-
sors, and is beneficiated to reduce the overall quantity of ash present in the system. Mineral matter occurs in
coal as finely disseminated grains which melt during combustion. Presumably, if there is less mineral matter in
the coal, there will be less to adhere. Complete de-ashing of the coal is not yet economically feasible. By
micronizing the coal, mineral grains are also comminuted. Finer ash particles are more likely to follow hot gas
path streamlines (Ref 16) and avoid impaction on the airfoils. Other mechanisms for deposition of fine parti-
cles are applicable (Ref. 8). Much of the ash remains weakly adhered to unburned char surfaces which results
in larger effective Stokes diameters and impaction tendencies. To the extent that good atomization and
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combustion efficiencies are achieved, this will be minimized.

Once the particles approach the airfoil surfaces, they can undergo collisional impact. To adhere, the particle
kinetic energy must be at least partially dissapated, or it will not stick. By cooling the target, the molten slag
which comprises the ash will freeze in the boundary layer, greatly reducing its stickiness and tendency for inclas-
tic adhesion. ’

Unburned carbon will have a deleterious effect on the deposition tendency of the ash, reducing its melting point
and also generating heat even after deposition. Unburned carbon has not been detected in deposits, but sam-
ples obtained by quenching combustion products ( figure 1) reveal 10-40% of the combustion products consist
of unburned carbon, even for combustion efficiencies in excess of 99.5%. Presumably final burnout takes place
on the airfoil surface. In addition, carbon shell fragmentation may serve to dissipate particle translational
encrgy. Improved burnout and reduced shell size are desirable, and are enhanced by improved atomization of
slurry (Staub, 1988).

The condition of the target surface will also influence deposition. If it is cold and clean, there will be a limited
tendency for inelastic collisions by the ash. 1f it is covered with a porous and fluffy surface, collisions may col-
lapse the suprastructure and increase deposition. A very weak deposit may be eroded by incoming combustion
products. A viscous liquid on the surface will very efficiently capture particles. In the event of extreme viscosity,
the capture may be reduced as the surface may appear to be solid to the products of combustion.

Once deposited, the particles can be re-entrained by erosion, or may be sintered or even completely [used into a
liquid. Kuczynski (Ref. 7) showed that sintering of glassy particles is governed by viscous flow. Deposit chemis-
try and temperature (Ref. 8) therefore determine sintering rate. A weakly sintered deposit initially develops
which is subject to erosion or on-line abrasive cleaning, but eventually will fuse to a tenaciously adherent mass.

By understanding the chemistry and mechanism of deposition, the best means for deposit prevention or remedi-
ation may be identified.

EXPERIMENTAL

Coal-water mixture was provided as a 50% slurry by Otisca Industries. A summary of the slurry properties
appears in Table 1. For the first four kaolin tests, an air classified kaolin was used in both a dry powder and a
70% slurry form. The dry powder was slurried with water and Colloid 211 sodium polyacrylate surfactant. Kao-
lin slurry was added slowly with stirring to pre-mixed coal slurry, and stirred for 1 hr. prior to combustion. The
amount of kaolin was 0.8% by weight of dry coal. The kaolin contained mostly kaolinite with traces of anatasc
(TiO2). Atomic absorption spectroscopy also revealed 1000ppm sodium on a slurry basis with comparable
amounts of potassium anticipated.

Analytical data on deposits (vide infra) suggested that sodium was responsible for the more severe deposition.
In order to limit its participation, a highly beneficiated kaolin, Satintone V* was used. It has a mean particle
diameter of 0.8 microns and was mixed as a 46% slurry with Colloid 111 ammonium polyacrylate surfactant.
Centrifugation of the slurry at 7000 rpm for 2 hr yielded a supernatant liquor with soluble sodium content of 2.8
ppm as determined by inductively coupled plasma emission spectroscopy. Thus the impact of alkali in such low
concentrations could be minimized.

Alpha alumina, Alcan A16SG was also employed as an additive, with a primary particle size of 0.5 microns, and
a surface area of 8.229 meters squared/gram. The alumina was dispersed with either Colloid 211 sodium
polyacrylate, or Darvan C polyelectrolyte.

* Regi Trad: i of Engl Cor
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Bochmite has the formula AIO(OH), occurring in the gamma orthorhombic form. It has true density of 3
g/cc, and a hardness of 3.5-4 on Moh’s scale, or roughly that of calcite. It is available in ultrapure form (no
detectable alkali) as a byproduct of the Ziegler process for making alpha-olefins and fatty alcohols.

The actual boehmite used in the testing was Catapal A, a dry flowable powder which consists of 30-50 angstrom
boehmite crystals which had been spray-dried to 30-50 micron granules. While complete dispersion of the crys-
tals is possible under mildly acidic conditions, it was deemed undesirable since complete dispersions greater
than 2% by weight will gel. On the other hand, the as-received grains were considered to be too coarse,
representing a potential source of erosion in the event that sintering took place in the gas stream. However
unlikely this might seem, precautionary comminution was performed in a mullite lined dry ball mill, using a
charge of 50% volume 1" cylindrical alumina media for not less than 24 hrs. Sedimentation equivalent spherical
diameter of the milled grains had a mean of 0.6 microns, considered to represent an acceptable risk of erosion,
as was borne out.

Slurry was burned in the turbine simulator with no special measure taken to accommodate the presence of addi-
tives. Numerous combustion trials with doped slurry were made over a period of several months, with a typical
test duration of 4-30 hr. Test conditions included the LM500 simulator, Figure 2, a 2000F firing temperature, a
chamber pressure of 130 psig and the atomizing air pressure ratio maintained at “1.9. Oil assist was set at 10%
to minimize complications due to combustion instability. In actuality, combustion instability did occur in the
initial testing due to excessive atomizing air temperature, but this was corrected at the latter stages of testing.

Deposition rates are obtained on line through the determination of Normalized Nozzle Area Index Number
(NAIN). NAIN is an indirect measure of the critical throat area between the airfoils. As deposits build up, the
throat area is reduced, effectively reducing the mass flow at constant chamber pressure and temperature. By
directly measuring these parameters, the NAIN can be calculated (Kimura, 1987).

RESULTS AND DISCUSSION

In the absence of additives, deposit formation is initially high, and after 25-40 hr, becomes catastrophic. (Refer-
ences) Figure 3 shows deposits from untreated Blue Gem coal after 20 and 45 hr respectively. In order (o
explore the concept of deposit remediation through ash modification in coal-fired gas turbines, several tests
employing inorganic additives to Blue gem coal slurry were performed. The Blue Gem coal is highly slagging,
dominated by the considerable presence of iron and calcium, Table 1.

ALUMINA ADDITIVES

Alumina, Alcan A16SG 0.5 micron mass mean diameter, was added to as an aqueous dispersion to the coat
slurry in an amount sufficient to double the total ash content of the fuel. Considerable care was taken to ensure
that the alumina was not agglomerated in the dispersion. Combustion of the alumina-doped slurry took place
for 13 hrs in the turbine simulator. During the test, the NAIN actually increased by 2%, as compared to an
anticipated reduction of 2-3% for an untreated coal. The obvious implication was that erosion was occurring
which was opening the critical throat region.

The test was halted after 13 hr, and the airfoils were visually inspected. Pressure side and leading edge deposits
were found to be considerably less than previously obtained despite the much higher ash loading. The deposits
were whitish in appearance and were only slightly fused. Signs of erosion were apparent on both the airfoils
and end walls. The vane trailing edge surface had become eroded to nearly a knife edge, and bare metal was
obvious along the pressure side surface. The system was reassembled and refired on oil followed by nutshelling,
The abrasive injection removed virtually all leading edge and pressure side deposits, confirming the eficacy of
altering ash chemistry.

The system was refired on alumina-doped coal slurry for an additional 10 hours, with reduced alumina content,
now 0.5 of the indigenous 0.8% ash content. The qualitative results were identical to those observed during the
initial test segment.

The conclusion from the alumina-added test was that indeed ash modification could take place by judicious
addition of inorganic species, but that care must be taken to ensure that erosion did not oecur.
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BOEHMITE ADDITION

Based on the alumina test results, showing reduced ash adbesion accompanied by unacceptable erosion, boeh-
mite was selected as an alternative. Boehmite is a hydrous alumina AIQ(OH), isostructural with lepidochro-
site. Its hardness is ca. 3.5 on Moh’s scale, as compared to 9 for sapphire. Thus its erosive tendency should be
greatly reduced. Further, it is available in extreme purity as a byproduct from the Ziegler process for alpha-
olefin synthesis which employs triethylaluminum. The byproduct fume has an inherent particle size range in the
tens of angstroms, and can be dispersed in acidic media. However, to avoid the potential for gelling, spray dried
clusters 30 microns in diameter were obtained and dry-ball-milled to 0.6 microns. A slurry was prepared
without dispersent, and was admixed with the coal slurry in sufficient quantity to equal the amount of indi-
genous ash in the coal.

The coal was burned, as usual, in the LM500 turbine simulator for a period of six hours. In contrast to the
alumina test, deposition was observed with a NAIN reduction of over 1%. Large chunks formed in the transi-
tion section and on the leading edge of the airfoils, and a fine powdery adhered to the suction surfaces.

Analysis of the deposits revealed the usual complement of phases including anorthite, anhydrite, vuggy mullite
crystals lining the pores, alpha alumina, hematite, and glass. Not anticipated was the presence of alkali sulfates,
which we suggest arose from the following sequence:

1. Initial plagioclase-like 2 NaAlSi, Og
deposit, silica to alumina
ratio of 3:1.

+ 2 Al2 O3
2. Huge excess of alumina
added 2 [NaAl, Si; O ]
+ 3Ca0

3. Concurrent incorporation of
calcia to accmdatc [Na2 Ca3 Al6 Sig O25 ]
feldspar lattice

- NaZO

4. Evolve sodium vapor to form
anorthite feldspar 3 CaAl, Si, Og

The driving force for these reactions is to incorporate as much of the alumina into the feldspar lattice,
which is also benefited by the evolution of alkali. The Si/Al ratio starts at 3/1 and ends at 1/1 as is
observed. It is the evolution of alkali which results in alkali sulfate glue formation and deposition. In
essence, the alumina reversed the gettering process.

If this interpretation is correct, the use of alumina as a deposition control additive is fundamentally
incorrect; it will exacerbate deposition in all but the most silica-rich deposits.

KAQLIN ADDITIVES

Kaolin clay was added, again in an amount sufficient to match the indigenous ash content of the coal.
Four tests ranging from 6 to 15 hr in duration were performed using an air classified kaolin clay.
Deposition on the airfoil surfaces was minimal, though upstream in the transition section leading to the
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airfoils, chunks had formed which occasionally spalled and wedges in the turbine throats. Analysis of
these deposits revealed a ten-fold enrichment of alkali metals in the deposit, presumably resulting from
alkali impurities in the clay and the sodium polyacrylate surfactant. By using a highly beneficiated clay
and an ammonium polyacrylate surfactant, the upstream deposition was considerably diminished. Com-
parison between deposits from the untreated coal® (Figure 3) and the kaolin-treated coal (Figure 4)
demonstrate clearly that it is the ash chemistry which dominates the deposition process, rather than the
ash quantity.

In order to take full advantage of Kaolin for deposit mitigation, a method for eliminating formation of
chunks of deposits which form in the transition picce must be identified. It is expected that through
proper thermal and aerodynamic design, this will be accomplished.

It is speculated that the function of the kaolin is two-fold. First, it acts as a network extender, raising
the viscosity and surface tension of the melt on the airfoils. Second, it shifts the composition of the mell
from the anorthite phase field into the mullite phase ficld. Exsolution of the high density mullite results
n pore formation, especially along the deposit/airfoil interface. The net effect is to reduce the contact
area between the deposit and the airfoils so that the ash will either spontaneously spall or erode.
Analytical and microscopic evidence supports this hypothesis.

SUMMARY

Deposit formation represcuw & key impediment to the commercialization of coal-fired gas turbines. It
was determined that addition of judicious amounts of ash modifiers, especially inexpensive kaolin clays, is
an effective means to render the ash non-adherent.
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Table 1- Properties of Otisca Coal-Water Mixture

PROXIMATE ANALYSIS (Dry Basis)

Ash Content % 0.90

Total Sulfur % 0.80

Volatile % 37.92

Fixed Carbon % 61.18

Solids % 49.87

Viscosity cp 270
(112/sec)

PARTICLE SIZE DISTRIBUTION

Diameter Mass %

>11.5 7.0
115 0.5
10.5 0.0
9.5 4.0
8.5 44
75 32
6.5 62
55 7.6
4.5 10.8
35 14.0
25 18.4
1.5 18.5
0.5 54

D50= 3.55 micron
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ASH ANALYSIS
si02 24
AlLO, 29.15
TiO, 1.80
Fe,0; 2854
Ca0 9.86
MgO 3.00
K0 0.17
Nayo 0.54
SO, 0.62
Pag, 033
Sro 1.09
BaO 0.67
MnO 0.04
ASH FUSION DATA

Initial Def
Softening

Fluid

‘Hemispherical

2215
2415
2535
2655

Reducing  Oxidizing

2470
2545
2605
2655



Figure 1- Quench probe samples show char cenospheres, fume, and

frozen slag spheres.
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A STUDY OF TECHNIQUES FOR REDUCING
ASH DEPOSITION IN COAL-FIRED GAS TURBINES

Ronald G. Logan, George A. Richards,
Charles T. Meyer, and Rodney J. Anderson
U.S. Department of Energy
Morgantown Energy Technology Center
Morgantown, WV 26505

INTRODUCTION

Corrosion and deposition on engine components are potential barriers to the uti-
lization of coal and coal-derived fuels in heat engines. The U.S. Department of
Energy has established a program to study mechanisms of ash deposition, with the
goal of developing methods to alleviate deposition problems in coal-fired gas
turbines. Ash deposits are formed in the turbines by the adherence of ash par-
ticles to the surfaces of stators and blades. During combustion, components of
the coal ash become molten and thus readily adhere to metal surfaces in the tur-
bine upon impaction (Figure 1) [1]. Deposit growth can be enhanced by the for-
mation of a liquid layer on the surface of the ash particles, which may consist
of alkali sulfates, aluminosilicates, or low-melting compounds of iron or cal-
cium [2-5]. Typically, some fraction of the total amount of ash (denoted as the
sticking coefficient [6,7]) actually sticks to turbine components forming a
deposit.

The tendency of various coals to form ash deposits during combustion is a func-
tion of several variables including the ash chemistry, the gas temperature and
pressure, the gas velocity, and the temperature of the turbine components. The
objective of this work was to measure the sticking coefficient of various coals
while studying the basic mechanisms of ash deposit formation to facilitate the
development of techniques for preventing deposition in coal-fired gas turbines.
Two methods of mitigating ash deposition were studied; active cooling of the
deposition target, and the use of fuel additives. Surface cooling has been
shown to be effective at reducing ash deposition in boilers [8] and in tests

in gas turbine simulators [9). Deposition reduction can also be accomplished
by the use of fuel additives.. The injection of additives which can promote
spalling of weakly bonded ash has been used in boilers to reduce deposit
strength {8]. It has been proposed that additives can act as getters for vapor
phase alkali [10] to prevent the formation of low-melting alkali sulfates which
can act as a glue to increase deposition. The additives may also contribute to
the erosion of ash deposits. Spiro et al. [11] have reported the successful
use of kaolin clay to reduce deposition problems in a gas turbine simulator.

EXPERIMENTAL

Experiments were performed in an electrically.heated, laboratory scale drop-tube
combustor designed to operate at temperatures up to 1500 C and pressures up to
12 atmospheres. This combustor, the combustion/deposition entrained reactor
(CDER), is shown in Figure 2. The reaction zone in the CDER is 50.8 cm long and
5.1 cm in diameter. The residence time of coal particles in the reaction zone
is approximately 500 ms. Approximately 3 grams per hour of -400 mesh pulver-
ized coal was entrained in air from a circulating feeder, and injected into the
reactor with a total air flow rate of 30 slpm. These fuel and air flow rates
resulted in a relatively low equivalence ratio of 0.015, compared to overall
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equivalence ratios of approximately 0.3 in gas turbines. However, deposition
characteristics were shown to be independent of equivalence ratio for coal

feed rates varied over an order of magnitude. The coal feed rate used in these
experiments allowed longer sampling times which increased the ease and consis-
tency of the measurements.

At the exit of the reaction zone the products of combustion were accelerated
through a 3.2 mm diameter nozzle, creating a jet which impinged on a flat
platinum disk at approximately 300 m/s, similar to the gas velocity expected
in the first stage of a gas turbine. At this velocity, a stagnation flow con-
figuration was created such that all particles greater than 0.5 microns in
diameter impacted on the target, as would occur on the leading edge of a gas
turbine blade. The 12.7 mm diameter platinum targets were positioned approxi-
mately 6 mm below the nozzle aperture. The nozzle and target configuration
are shown in Figure 3. Platinum was used as a target material because of its
inertness, thereby eliminating surface reactions peculiar to a specific blade
material which could effect the experimental results. The target surface was
cooled from the underside by introducing an opposing jet of cooling air. Thus
the targets could be cooled over a range of temperatures by varying the cooling
air flow rate. The target temperature was measured throughout each test via a
two-color optical pyrometer monitoring the backside of the platinum target.

The reactor is equipped with three sets of optical access ports for use with

a variety of nonintrusive diagnostic instrumentation that is currently under
development. An on-line mass spectrometer was used to monitor the major com-
ponents of the exhaust. A more detailed description of the CDER and its asso-
ciated instrumentation has been presented previously [12].

Sticking coefficients were determined by first passing the jet of gas and ash
particles through a filter to determine the total mass arrival rate. A vacuum
pump was used to draw the gas through the filter, which was positioned in the
same location as the target. Then a target of known weight was inserted in the
jet and a deposit was collected for a specified period of time, usually 10 min-
utes. The sticking coefficient was calculated as the ratio of the weight gain
of the target to the total imass arriving at the target (determined by the filter
sample). The filter samples were quenched with cold air, resulting in unburned
carbon in the samples. Since carbon was burned out of the deposits, filter
samples were analyzed for carbon content to correct the ash arrival rate used
to calculate the sticking coefficient.

The adhesion strength of the ash deposits was measured with an in situ adhesion
strength meter (ASM). The ASM (shown in Figure 4) consists of a quartz load
cell connected to a linear actuator. Attached to the linear actuator is a
ceramic probe mounted on a rotational stage for precise control of the probe
position. The entire unit is mounted on a precision translation stage, and the
probe is coupled directly to the CDER for in situ measurements. When pressure
is applied to an ash deposit via the probe, the load cell measures the shear
force required to break the deposit free from the platinum target at the tem-
perature of the reactor.

RESULTS

The baseline coal used in this study was Arkwright Pittsburgh bituminous. 1In
addition, a highly-cleaned Kentucky Blue Gem bituminous coal was also studied.
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Chemical analyses of the Arkwright and Blue Gem coals are shown in Table 1.

All data reported here were collected at atmospheric pressure. Results from
tests utilizing target cooling for ash deposition mitigation showed that at
lower combustion (exhaust gas) temperatures (1100 C), target cooling had no
effect on the sticking coefficient. However at higher combustion temperatures
(1300 C), target cooling produced a significant reduction in the fraction of
adhering ash (Figure 5). Sticking coefficients were higher at 1100 C and
deposits were granular in character and easily removed. Deposits collected at
1300 C, although smaller, were tightly bonded to the target surface. Scanning
electron microscope particle size analyses of ash samples collected at the two
combustor temperatures showed that the high temperature combustion produced ash
particles less than 20 microns in diameter, with a peak in the mass distribution
of approximately 5 microns. Conversely, a large fraction of the low temperature
ash was concentrated in the particle sizes between 10 and 40 microns. Only a
small fraction of the ash was contained in particles smaller than 5 microns. It
was proposed that target cooling was effective at reducing deposition at the
higher combustion temperatures because the smaller particles were more easily
cooled in the boundary layer above the cooled surface, which effectively froze
the molten phases in the particles. The larger particles produced at the lower
combustion temperature arrived at the target unaffected by the cooled surface.
The data suggest that a proper combination of combustion history and hardware
surface temperature can contribute to effective deposition mitigation if the
combustion process is tailored to produce fine ash particles. A detailed
discussion of these results has been presented elsewhere [13].

Three additives were tested; limestone and tricalcium silicate (potential sulfur
sorbents), and koalin. These additives were ground to -400 mesh and mixed with
the coal prior to combustion in the CDER. Figures 6 and 7 show the effects

of the addition of various amounts of kaolin on the sticking coefficient of
Arkwright coal at 1100 and 1300 C, respectively. The data in Figure 6 show
that the addition of kaolin had no effect at a reactor temperature of 1100 C
until the amount of added kaolin roughly equaled the weight per cent of ash in
the coal. Target surface cooling was ineffective at reducing the sticking
coefficient at any percentage of kaolin addition for a reactor temperature of
1100 C, as was the case with the Arkwright coal alone. Figure 7 shows the
results of similar tests conducted at a reactor temperature of 1300 C. At

this temperature, the effectiveness of kaolin addition was more pronounced.
Increasing percentages of kaolin decreased the sticking coefficient, and fur-
ther, kaolin addition enhanced the mitigating effect of target cooling. In
fact, the sticking coefficient measured with 7.5 percent kaolin addition and
maximum target cooling was the lowest recorded for the Arkwright coal under any
reactor conditions or with any other additive tested. This sticking coefficient
was approximately an order of magnitude lower than that of the Arkwright coal
alone with cooled targets and approximately two orders of magnitude lower than
Arkwright alone with no cooling of the target surface.

Limestone addition reduced the sticking coefficient by an order of magnitude

at a reactor temperature of 1100 C, and to a lesser degree at a temperature of
1300 C (Figures 8 and 9). However, cooling the deposition target had no effect
on the sticking coefficient at either reactor temperature. This is in contrast
to results of tests with Arkwright coal only, and Arkwright plus kaolin which
showed an order of magnitude reduction in sticking with target cooling at a
reactor temperature of 1300 C. Tests with tricalcium silicate produced results
similar to those for the limestone tests. Tricalcium silicate was more effec-
tive at 1100 C (Figure 10). At a Ca/S ratio of 4, the sticking coefficient was
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reduced approximately an order of magnitude, however there was no effect of
target cooling. At a reactor temperature of 1300 C with Ca/S ratios less than
1.0, the deposition characteristics were similar to Arkwright coal only, showing
an order of magnitude decrease with target cooling (Figure 11). However, mix-
tures with higher Ca/S ratios showed no reduction of sticking coefficient with
target cooling.

The addition of kaolin substantially reduced the adhesion strength of the ash
deposits. Many of the deposits collected during the kaolin tests fell off of
the targets as they were removed from the CDER. Thus, the measure of the stick-
ing coefficient alone may not adequately assess the effectiveness of kaolin
addition for deposition reduction, since the fraction of ash that does adhere

is easily removed. Kaolin may react chemically with components of the ash to
produce a more friable deposit [10]. Deposits collected during limestone and
tricalcium silicate addition lacked this feature, indicating that sticking
coefficient reductions measured during these tests may have been due to deposit
erosion.

CONCLUSIONS

In general, tricalcium silicate and limestone were marginally effective at
reducing the sticking coefficient of the coal at the lower reactor temperature.
Both additives tended to reduce the effectiveness of target cooling for lower-
ing the sticking coefficient. Thus, while limestone addition lowered the
sticking coefficient at 1300 C with no target cooling, the sticking coeffi-
cient was lower without the additive when the target was cooled. Kaolin was
very effective at reducing both the sticking coefficient and the adhesion
strength of the ash deposits, and produced the lowest sticking coefficient
measured for the baseline coal. The data showed that the proper combination
of gas temperature, surface temperature, and additive can be an effective
means of minimizing the detrimental effects of ash deposition in coal-fired
gas turbines.
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Arkwright Blue Gem
Coal Pittsburgh (Cleaned)
Rank Bituminous Bituminous
% ASTM Ash 6.93 0.56
Ash Comp. (Wt%)
Si0, 48.09 16.86
Al,0, 25.07 22.75
Fe.0, . 10.95 29.57
Tio, 1.27 1.95
P05 0.18 0.48
Ca0 5.78 7.03-
MgOo 1.25 2.46
K0 1.16 0.53
Na,0 0.90 1.54
S0, 5.34 8.07
Ash Fusion Temp. (C) (+ 40)
(ASTM, 1977)
Initial Deformation 1,190 1,238
Softening 1,316 1,308
Hemispherical 1,356 1,371
Fluid 1,383 1,427

Table 1: Ash Characteristics
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PHOTOPHORETIC CONTRIBUTION TO THE TRANSPORT OF ABSORBING
PARTICLES ACROSS COMBUSTION GAS BOUNDARY LAYERS!

Jose L. Castillo?, Daniel W. Mackowski3, and Daniel E. Rosner?
Yale University, Department of Chemical Engineering
High Temperature Chemical Reaction Engineering Laboratory
New Haven, CT 06520, U.S.A

Abstract

Since radiation energy fluxes can be comparable to ‘convective' (Fourier) fluxes in large fossil-fuel-fired
power stations and furnaces, we have examined particle drift ('phoresis’) induced by nonuniform photon-particie
heating in a 'host’' gas. Our analysis (Mackowski, 1988) of the photophoretic velocity includes the important 'slip-
flow' regime, and the numerical results show that photophoresis is a significant transport mechanism for micron-
sized absorbing particles in high radiative transfer combustion environments, with equivalent photophoretic
diffusivities (dimensionless photophoretic velocities) being as large as 10 percent of the better-known
thermophoretic diffusivity (Rosner, 1980, 1985). Since pervious experimental results (Rosner and Kim, 1984)
demonstrated that thermophoresis causes over a 3-decade increase in particle deposition rates by convective diffusion,
clearly, for small, absorbing particles, photophoresis will also be an imporiant contributor to observed deposition
rates. Accordingly, we present mass transfer coefficients for particle transport across laminar gaseous boundary
layers, including both particle thermophoresis and photophoresis.

Thermophoresis and Photophoresis !

When both radiative and convective energy fluxes are presentin a gas environment with a
dilute amount of aerosol particles, the motion of these particles is affected by temperature gradients
in two different ways.

Thermophoresis describes the phenomenon wherein small particles in a gas experience a
force in the direction opposite to the thermal gradient in the gas. The thermophoretic velocity (i.e.,
the terminal velocity reached for an isolated particle in a gas with a constant temperature gradient) is

normmally written in the form:
- d T
Vo = m,{.‘f%.l] [1)

where o is a dimensionless thermal diffusion factor and Dy the diffusion coefficient of the
particles. Actually, Dy, is included here just to emphasize the similarity between V,; and a diffusion

1 Research supported, in part, by the U.S. DOE PETC under grant DE-FG22-86PC90756. To be presented to the
197th Annual ACS Mitg., Symposium on Ash Deposition, Dallas-TX, April 9-14. DER#171

2 professor and Head, Depto. Fisica Fundamental, UN.E.D., Madrid, Spain

3 Postdoctoral Research Associate, Yale University, Chemical Engineering Dept., HTCRE Laboratory.

4 professor of Chemical Engineering, Yale University, Chemical Engineering Dept.; Director, HTCRE Laboratory,
to whom all inquiries conceming this research should be directed.
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velocity, but the value of the thermophoretic diffusivity arDp does not really depend on Dp

(which, in fact, will be taken to be zero in our analysis). Talbot et al. (1980), presented an
expression for oDy

K
2,V (K—‘; +ook [1 +La+n e-G””)]

{2

onDy, =

b (1+3cm%)(1+2§—i+2c%)
where Ky and Kp are the thermal conductivities of the gas and particle, respectively; !is the gas
mean-free path, [=2v/C, with t=(8RT/1)!/2; a is the particle radius, A=1.20, B=0.41, G=0.88,
and, for perfect accommodation between the particle and the gas molecules, cg=1.17, ¢cp=1.1 and
ct=2.18; v is the gas kinematic viscosity.

Note that, in the limit of Kp=2Kg and a<</, Eq. [1.2] reduces to:
ounDp = M(A + B)=0.56v
3cn

(the numerical factor in Waldmann's theory, 1961, is 0.54). This simple limiting case provides a
first approximation for the magnitude of o4yDp, and motivates our introduction of & = apDy/v in
the analysis and examples which follow.

On the other hand, photophoresis takes into account the particle motion induced by the
temperature gradient upon the particle surface originating from the nonuniform absorption of the
radiant energy within the particle. The correspondent photophoretic velocity for an isolated particle
can be written as

- dr
Vph = 0ty Dp == (3]
P P P KgT
where oppDph is the photophoretic diffusivity and 4R the radiative heat flux. Mackowski (1988)

obtained an expression for Vpy, in the slip flow regime, resulting in
27 1+ ‘!{(A + B e-Gall)

3 (l+3cm£-)

(I.pth = [4]

K
1+2C‘£+2K—§)

whereas in the free molecular limit _
. apth=—0.l4vJ1% {5]

T} is the thermophoretic asymmetry factor and represents a weighted integration of the absorption
of radiant energy over the particle volume. For spherical, homogeneous particles and
monochromatic radiation, J; can be obtained from Lorenz-Mie theory as a function of the particle
radiative size parameter x=2ma/A, where A is the radiation wavelength, and the complex index of
refraction m=n+ik. An exact, series-expansion expressions for J; has been derived which is
analogous to the expressions for the radiative cross sections (Mackowski, 1988). For spectrally-
distributed radiation, J; is obtained from integration over the wavelength distribution.
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Realize that J) can be positive or negative, leading to Vph directed either against or with the
incident radiation direction. For radiation absorbed entirely on the particle surface, J; attains a
minimum value of —0.5.

Underlying Assumptions

To simplify the problem without losing its essential features, the following defensible
assumptions will be made:

Al. The flow within the BL is steady and laminar. The usual BL approximations will be
used and self-similarity will be assumed (see, e.g., Schlichting, 1968).

A2. The aerosol particles are very dilute so that the prevailing velocity and temperature field
are not affected by their presence.

A3.  All thermophysical properties of the gas will be considered constant and equal to the
values for the carrier gas at mainstream conditions. Transport properties for the
dispersed aerosol will also be taken to be constant. Lastly, the system will be
considered effectively incompressible, i.e., the density will be assumed to be constant.

A4.  Aerosol particles do not appreciably Brownian diffuse. Therefore, at each position, the
velocity of the particles is taken to be the gas velocity plus the thermophoretic and
photophoretic velocities, with these velocities being those corresponding to an isolated
particle in a uniform gas with the same temperature gradient and radiant energy flux.
The direction of the radiative flux will be taken along the normal to the solid collecting
surface.

We consider the two-dimensional stagnation point (Hiemenz) flow. This corresponds to a
steady flow which arrives from the y-axis, impinges on a flat solid wall placed at y=0, where it
divides into two streams near the wall, leaving in both (+) directions. The external (inviscid)
velocity distribution in the neighborhood of the symmetrical forward stagnation "point" (at x=y=0)
is given by (e.g. Schlichting, 1968):

wetr=(l) x T

In the immediate vicinity of the solid wall, viscous (momentum diffusion) effects become
important and, for a Newtonian fluid, the velocity field must satisfy the well-known two-

dimensional BL equations:
du ., du du, . d%u

l]a—x'i'Vé;:ueax'f'V'aF [7]
and % 3
u, dv _
xtay " (8



with boundary conditions: u=0 (no slip) and v=0 (no blowing) at y=0and u = u{ x )- at y=co.
Introducing the "stretched" dimensionless coordinate

=y[1{due) T2 9
n=y[L) | [9
and a stream function given by
=] {due! ]”2 . £ . 10
vxyr =[S " seny- [10)
the equation of local mass conservation [8] is automatically satisfied and the velocity components
become
u=5ﬂ=ue4x>~mn> (1
y
and 3
2V _ [, (du) 2 12
ve-gto-[v(@) |7 ey [12)

where above, and in what follows, primes denote differentiation with respect to 1. Inoducing

these expressions into the x-momentum balance, equation [7], the following well-known nonlinear
third-order (Blasius) ODE for f¢ 11)- is obtained:

o4+ [1-(R] =0 [13]

with the boundary conditions:
f=f=0 @n=0 {14]
f=1 @n=c [15]

Notice that our assumptions of constant thermophysical properties and low mass loading allow
f£n ) to be determined independently of the temperature and mass-fraction fields discussed below.
Indeed, we will make use of the previous numerical computations of this well-known (Blasius)
function (Schlichting, 1968).

Temperature Field

In the steady state, using laminar BL approximations A1, the PDE which governs the
temperature distribution T X,y )- is

Un—+ Vo= O —— [16]

O being the heat (thermal) diffusivity. Defining
o=L [17}

when the wall temperature, Ty, is held constant, the ODE for 64 1 }- becomes
0" +Pr-f{n)06'=0 [18]
subject to the boundary conditions
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040320, =1, 04x)=1 [19]

where Pr is the host gas Prandtl number, v/op. The solution can be written in the following

quadrature form (e.g. Spalding & Evans, 1961):

04n)>=0y +{1-6,)- é exv{—l’rj f%&»di}dcp (20]
where ££n}- is defined by [13]-{15] and '
Or= exp{—PrJ f{ﬁ)—dﬁ}d(p [21]

For a description of the computation of 8t see, for example, Castillo & Rosner (1988), Section
3.1. For Pr=0.7 (e.g. air) we find §7=2.01669.

Particle Number Density
Now consider that in the mainstream there are Np o particles per unit volume, each with the

same radius’, a.. In the absence of particle coagulation or break-up, the number density of
particles N satisfies the equation

div{¥, Np) =0 (22]
Under assumption A4., the local particle velocity is given by
Vp =V +Vph + Vin [23]

with Vpp and Vip, given by Eq.[3] and Eq.[1], respectively. Defining n = Np/Np «, the first ODE
for n takes the simple form

dn,pn-
. A dn +Bn=0 [24]
where we have introduced the dimensionless functions
Afn)=ttn)+L{p +a: 42) [25]
) dn
B(n)=-4d l( + d—e-), 26
)=k Lo+ gl [26]
with
o= @E [27]
- a_pthqR [ % ]—1/2
B= K,T. {ldx )x=0 (28]

5 This assumption may easily be relaxed in order to deal with a distribution of particle sizes in the main stream.



The solution of Eq.[24], with boundary condition n=1 @ M=o, can be written in the form

of a quadrature :
"B(g)

= d 29

n = eX] f“ (P) L] [ ]

The normal velocity of particles within the boundary layer is given by

- = Jy[due ]”2 dlne|, P
vp—v+vm+vph——{v ax oo f+o an +e

(30)

which is negative for particles approaching the wall.

Under some circumstances, the particles do not arrive to the wall and a dust free region
appears inside the boundary layer (Goren, 1977). The separation line between the region with
particles and the dust free zone is located at the value of i} where vp=0; that is

A=f+1l +a@)=0
eB dn

When thermophoresis and photophoresis both push the particles away from the wall, that
is, when 0y>1 and <0, the dust free zone will exist for any value of B and 8y, and particles will
not be collected by the solid surface. On the other hand, when both transport mechanisms compete
in bringing particles towards the wall, the dust free zone exists only when

—BZ%(I -8,) forp<0 and@y, <1

or
%(ew_1)25 for f>0 and 6, > 1

Note that when both transport velocities oppose each other and are exactly equal, in modulus, at
the wall (i.e., when the equal sign is verified in the above inequalities), the separation line
coincides with the wall; that is, the deposition of particles vanishes even when the particles are
everywhere inside the boundary layer. In this very particular case, however, some deposition will
occur due to Brownian diffusion.

Anyway, here we are mainly interested in the cases when none of the above inequalities
holds and deposition of particles takes place. When the particles arrive to the wall, the deposition
rate of particles is given by

du 172 n
Ny v, =[v—e ] Nn-l[ +%(1-9 ] 31
wone v o) M- 2B+ 2(1-00) 31
Thus, the dimensionless capture fraction, S, of particles will be
-N
§=— —wVpw =“_W[|3 +Q(1_ew)] [32)
Oy )

A=

When we are interested in mass deposition rate instead of particle deposition, the relevant
parameter is

L
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Iy =) [v sik)po]‘“ (o) (3]

E dx
where (.. is the mass fraction of particles at mainstream and (—j;n_w) is the mass deposition rate at
the wall. It is easy to see that J;n=S. When we consider the more practical case of a distribution of
particle sizes at mainstream, the definition [33] is still valid, now with ®. and j.r'n.w taking into

account the contribution of the different sizes. In that case, it results in

j N.{a)a3 S{a)da
Jn= [34]

f N.{a)a3 da

with S(a) given by [32] and ny, B and o being functions of the particle radius a.
Results for Simultaneous Photophoresis and Thermophoresis

Figure 1 represents the dimensionless capture fraction, S, as a function of the ratio Ty/Te,
for particles having a thermophoretic coefficient a=0.5 (a value close to the free molecular limit).
The line for B=0 corresponds to pure thermophoretic deposition with negligible photophoretic
transport. In that case, particles are captured only by cold surfaces (i.e. when Ty,/Tw<1) and the
deposition rate increases as the wall temperature decreases. When photophoresis helps to bring the
particles towards the surface (i.e. when B>0), it produces two effects: on one hand, it allows the
capture of particles even for moderate hot surface (Tw/T->1) and on the other hand it considerably
increases the value of S for a given value of the ratio Tw/Te. The opposite is true for negative
values of B, the range of temperatures over which deposition occurs is diminished as well as the
deposition rate for a given temperature. Analogous results are obtained for a=0.1 (Figure 2)
although the relative importance of photophoresis is higher. Thus, for B=-10-1, no deposition
occurs for the entire range of temperatures considered.

From Eq.[28], it can be seen that

1-06y <
p=—=()aF

where gF is the conductive (Fourier) heat flux at the solid surface, and F is the ratio vph/vin
computed for equal qr and gr. For particles in the slip-flow regime (//a<1), F can be expressed by

e J;(Kg
3KP‘K—5+CI£

433



Numerical results of F for carbonaceous char and fly-ash particles exposed to a black body
radiation spectrum at TRag=1800K have been presented by Mackowski (1988) and are reproduced
in Fig.3.

By using the above expression for §§ together with the values of F indicated in Fig.3, the
deposition rate of char particles has been obtained and it is represented in Figure 4 for a fixed value
of Tw/T-=0.7 and different ratios of qr/qr. For vanishing radiative fluxes the larger char particles
are more efficiently captured due to their larger thermophoretic coefficient & (obtained from
Eq.[2]). When the radiative heat flux is directed from the solid surface towards the bulk (i.e.,
when gr<0), the char particles are rejected by photophoresis and the deposition rate decreases.
For very large radiative fluxes, photophoresis precludes the capture of char particles larger than a
given size.

Itis evident from these illustrative examples that the combination of photophoresis and
thermophoresis induces a change in the size distribution in the mainstream through the dependence
of @ and B on particle size. By an appropriate combination of radiative and conductive fluxes,
particle sizes larger than a given value can be avoided in the deposit and, for particles which
present an extremal in the function F(a/l) (as it is the case for fly ash particles) only a narrow width
of particle sizes can be selected to deposit.
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CHEMICAL AND ENERGETIC ASPECTS OF
CVD DIAMOND GROWTH

Karl E. Spear
Ceramic Science and Engineering
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INTRODUCTION

Excitement has emerged in both the scientific and industrial communities with the development of
techniques for creating crystalline diamond films and coatings using low pressure gases rather than the
high pressures and temperatures previously considered essential.(1) These developments have opened a
new era in diamond technology and offer the potential for exploiting diamond's unique properties in
applications ranging from coatings for cutting tools, to free standing windows and lense coatings for
visible and infrared transmission, to thin films for high temperature, high power semiconductor devices.

Applications requiring advanced materials can uniquely utilize diamond because it (i) is the hardest
known material, (i) has the highest room temperature thermal conductivity of any material, (iii) is resistant
to heat, acids, and radiation, (iv) is a good electrical insulator, but can be doped to produce either p-type or
n-type semiconductors, (v) has a small dielectric constant, (vi) has a large hole mobility, and (vii) is
transparent to visible and infrared radiation.(1) The high pressure-high temperature (HPHT) synthetic
diamonds developed by General Electric in the 1950's (2) are now commonplace in cutting, grinding, and
polishing, but many potential applications of diamond require thin films or coatings which cannot be
produced from either natural or HPHT synthetic diamonds.

The diamond coating process which has generated the recent excitement ntilizes temperature and
pressure conditions under which graphite is clearly the stable form of carbon. However, kinetic factors
allow crystalline diamond to be produced by a net chemical reaction of:

CHy(g) ~--v-emmmmmr > C(diamond) + 2 Hy(g) M
activation

In addition to methane, a wide variety of carbon containing reactant gases can be used. The typical
process consists of a reactant gas at less than atmospheric pressure which contains >95% hydrogen and is
activated by passing it through a plasma or past an ~2000°C filament before contacting an 800-1000°C
substrate on which the diamond is deposited.

Many questions must be answered conceming this deceivingly simple looking "metastable”
process before the potential of the new coating technology can be realized. Our understanding of the basic
science must be extended far beyond our present knowledge, a challenge currently being met by
laboratories around the world. The aim of this article is to sumarize our current understanding of the
chemical and energetic aspects of the growth processes for crystalline diamond.

CHEMICAL OBSERVATIONS

Many experimental observations concerning the activated vapor deposition of crystalline diamond
have been made, particularly by Russian scientists Derjaguin, Fedoseev, Spitsyn, and co-workers. They
have developed an extensive experimental base of chemical and kinetic information, and have proposed
global kinetic theories for diamond growth based on nucleation theory, Langmuir adsorption-desorption
kinetics, and equilibrium. Recent reviews in English give excellent summaries of this work.(1,3-5)

A major problem in growing high—quality diamond films is the co-deposition of graphitic-like

carbon. Derjaguin and co-workers experimentally determined that the addition of excess hydrogen to the
hydocarbon precursor gas led to less graphite co-deposition with crystalline diamond, and that "activating”
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the precursor gas prior to deposition increased the diamond growth rates from A/hour to pmy/hour. They
activated the gas using either an electric discharge in the system, or a hot tungsten filament over which the
gas flowed before encountering the lower temperature deposition region. A manifestation of the
competition between the growth of diamond and graphite is the temperature dependence of the diamond
growth rate which exhibits a maximum near 1000°C.

. Derjaguin and Fedoseev(6) made a major breakthrough in determining that atomic hydrogen is
critical to achieving appreciable growth rates for crystalline diamond, and proposed that a super-
equilibrium concentration of atomic hydrogen at the growth surface is responsible for the major reduction
in graphite co-deposition. They argue that atomic hydrogen behaves like a 'solvent for graphite. Their
studies of the relative etching rates of diamond and graphite showed that the removal of graphite by
‘activated’ hydrogen was orders of magnitude faster than diamond. Setaka(7) recently reported etching
rates of graphite, glassy carbon, and diamond in a hydrogen plasma under typical diamond growth
conditions. In units of mg/cm?2-hr, his values are 0.13 for graphite, 0.11 for glassy carbon, and 0.006 for
diamond. Saito et al.(8) also showed much greater etching rates for graphite than diamond when
subjecting the materials to microwave plasmas of either hydrogen, or hydrogen-1.6%water mixtures.

Derjaguin and co-workers also observed that the nature of the precursor hydrocarbon gas had linle
effect on the deposition behavior, Sato et al.(9) have grown diamond from gaseous mixtures of various
hydrocarbons and hydrogen by plasma-assisted deposition and found similar results. Both saturated and
unsaturated hydrocarbons were used, and similar growth features were noted for all the hydrocarbons
when comparisons were made as a function of the C/H ratio in the input gas. The density of nucleation
and the growth rates were found to be essentially the same as those observed with the more commonly
used methane. Crystalline diamond has been grown using aliphatic and aromatic hydrocarbons as well as
alcohols and ketones. Small amounts of Oz added to the precursor gas accelerates the growth rate of
diamond films. Diamond can also be grown from hydrogen / hydrocarbon gas mixtures which contain
larger amounts of oxygen (as in an oxygen-acetylene flame).

The relative independence of diamond growth on the nature of the input hydrocarbon species is
consistent with the fact that most hydrocarbon sources tend to chemically transform to common product
species (such as acetylene, one of the most stable of such gaseous products) under harsh environments
such as those found in high temperature pyrolysis(10,11), combustion(12), plasmas(13), and the other
typical methods used for activating precursor gases in diamond deposition. Good quality diamond films
have been produced under a variety of different activation methods: microwave—, rf—, uv—, laser—, and
hot-filament activated gas mixtures.(1) Approximately the same growth conditions (temperature,
pressure, concentrations of precursors) are needed for crystalline diamond growth, regardless of the
method of activation. The method of activation influences the rate of diamond growth, but not the general
structure of the deposited crystallites.

A number of ongoing spectroscopic studies of activated methane-hydrogen gas mixtures under
diamond film growth conditions indicate a predominance of acetylene and methyl radical growth species.
One such study by Celii et al.(14) reported in situ infrared diode laser absorption spectroscopy results
obtained from examinations of gas phase species present during hot-filament assisted deposition of
diamond films; another by Harris et al.(15) reported mass spectra investigations in a hot-filament assisted
diamond growth system as a function of filament-to-substrate distance. The initial analysis of these latter
authors suggests that diamond growth comes mainly from acetylene and/or methyl radical precursors, but
contributions from methane and ethylene cannot be ruled out.

ENERGETICS OF GAS-SOLID GROWTH INTERFACE
The pressure vs. temperature phase diagram for carbon given in Figure 1 clearly shows that

graphite is the stable form of carbon under the conditions used for vapor depositing crystalline diamond.
Why is it then possible to grow diamond at 750-1100°C and less than atmospheric pressure?
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Although an established mechanistic answer is not yet available for the above question, one that is
consistent with reported experimental facts can be given(16). The heart of this hypothesis on “metastable”
diamond growth rests on the fact that the diamond growth process occurs at the gas-—solid interface in the
carbon-hydrogen system. The vapor growth process does not involve just elemental carbon, the one
component which is represented on the phase diagram, but it also involves hydrogen. A diamond carbon
surface saturated with sp3 C—H bonds is more stable than a carbon surface free of hydrogen. Once a
surface carbon is covered by another diamond growth layer, then that covered carbon possessing four sp3
C~C bonds is metastable with respect to a graphitic carbon. Thus, an upper temperature limit for the vapor
growth of diamond is determined by the kinetics of the diamond-to-graphite solid state transformation (and
how these kinetics are influenced by structural imperfections).

The close relationship between the diamond and graphite crystal structures is depicted in Figure 2.
The puckered {111) planes of diamond are shaded to emphasize their relationship to the {001) planes of
graphite. Hydrogen atoms are shown as satisfying the "dangling sp3 bonds" of the carbons on the top
diamond plane. Without the hydrogens maintaining the sp3 character of these surface carbons, it is easy to
imagine the {111) diamond planes collapsing into the more stable planar graphite structure during the
growth process. In fact, in the absence of hydrogen, it is well known that the surface atoms on cleaned
bulk diamond crystals will reconstruct from their bulk-related surface sites at about 900-1000°C.
However, in hydrogen, the surface sp3 bonds are satisfied by C-H bonding.(17-20)

The question then arises as to why earlier thermal CVD studies utilizing hydrogen-methane
mixtures for epitaxial growth on diamond surfaces were of very limited success [see, for example, Angus
etal.(21)). The pressure-temperature-composition conditions used by these earlier researchers were quite
similar to those currently used for the successful activated vapor growth of crystalline diamond, but the
primary deposition product was always graphitic-like carbon in these early studies.

The net saturation of a C=C double bond with hydrogen

c ¢ c ¢
C=C + H-H —» H-C—C-H
C C C/ \C

2

yields a favorable negative enthalpy change, AHO(reaction) = -126 kJ. However, an activation energy to
produce either a carbon or a hydrogen radical will be required to get the net reaction to proceed at a
significant rate. Likely mechanistic radical reactions are

C\ IC C\ /C
/C: C\ + He —_— H_/ CcC— C\ °
C C C C 3)
C\ IC C\ /C
H—C—Ce + H-H —+% H-C-C—H + He
\ , \
Cc C Cc c

1C))

where a hydrogen radical attacks the C=C double bond to produce a carbon radical, which then reacts with
a hydrogen molecule to complete the saturation and regenerate a hydrogen radical. This is in agreement
with the fact that only when gas activated deposition methods were first employed in the 1970's did the
growth rates of crystalline diamond become large enough to be of technological interest.

) .As was mentioned in the section on the chemistry of diamond growth, atomic hydrogen etches sp2
graphitic carbon at a much higher rate than it eiches sp3 diamond carbons. Thus, the source of hydrogen
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atoms can serve the dual role of hindering graphite growth as well as etching away any that does nucleate
on the growing diamond surface.

The thermodynamics of the deposition process may place a lower limit on the deposition
temperature for a given total pressures and gas concentration. Without some type of surface activation
such as bombardment, the surface reactions for deposition may approach their thermal equilibrium limits.
The fact that faceted diamond crystals are produced during deposition is a typical indication that surface
mobilities are large enough for surface reactions to reach equilibrium. Which reactions reach their
equilibrium limits, and which ones are kinetically limited is still an open question, but it is still of value to
consider the thermodynamic limits for the deposition process.

Two plots of the output of equilibrium calculations are shown in Figure 3 to illustrate how the
deposition limits depend on experimental parameters.(16) Such calculations have also be made by Bichler
et al.(22) and Sommer et al.(23) The fraction of carbon deposited from methane-hydrogen mixtures is
plotted versus temperature for several pressures and compositions. Two important observations can be

e:

(1) The fraction of carbon deposited changes from practically zero at lower
temperatures to close to 100% over two hundred degrees.

(2) High pressures and/or low methane concentrations increase the lower
temperature limit required to obtain any deposit.

Thus, thermodynamic considerations set a lower temperature limit on diamond growth of about 400 -
600°C, depending on specific pressure—composition conditions, unless “‘non—equilibrium” bombardment
techniques are used. These latter techniques always produce some diamond-like carbon (DLC), or similar
highly defective form of carbon, along with crystalline or microcrystalline diamond.

Not shown on the above plots is the fact that the elemental gaseous carbon species of C, C3, Cs,
etc. have negligible partial pressures at about 2000°C and lower. Also, at 2000°C, a typical temperature
for the filament in the hot-filament-activated systems, the quantity of atomic hydrogen in equilibrium with
about 10 torr of molecular hydrogen is close to 7 at. %, an appreciable amount to interact at the 800-
1000°C substrate temperature.

CONCLUDING REMARKS

Under the temperature-pressure conditions used for the growth of diamond from the vapor,
graphite is clearly the most stable form of carbon. However, the energy differences between depositing
diamond and graphite are quite small, so kinetic factors will determine which solid phase is deposited.in
the carbon-hydrogen system. Even so, energetic arguements are still important in explaining the
experimental observations.

At the solid-gas interface where the diamond nucleation and growth processes are occurring, a
diamond surface with hydrogens satisfying the "dangling” sp3 carbon bonds is energetically more
favorable than a graphite surface. 1f diamond forms during deposition, and its surface is adequately
saturated with sp> C-H bonds, then graphite can subsequently form only through a solid state
transformation, which is kinetically unfavorable until temperatures greater than ~1600°C are reached. If
graphite forms during the deposition process, atomic hydrogen can saturate the C=C double bonds to
produce a diamond surface with sp3 carbons, or it can preferentially remove the graphite through a
chemical etching process. Without the presence of atomic hydrogen, the rates of saturating surface C=C
bonds and the rates of graphite etching are slow compared to the solid carbon deposition, so graphitic-like
carbon may dominate the process. This delicate balance between deposition rate and the concentration of
atomic hydrogen has not yet been quantitatively measured.

The role of atomic hydrogen in the etching of graphitic-like carbon may be shifted to oxygenin
systems containing appreciable amounts of this element, such as in the growth of diamonds from flames.



However, oxygen will probably not be important in stabilizing a diamond surface by saturating the
"dangling" sp3 carbon bonds on such a surface. The experimental and theoretical expertise which has
evolved over the years in the area of combustion chemistry is clearly needed to develop quantitative models
for the growth of diamond from C-H-O vapor systems.
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DIAMOND SYNTHESIS IN FLAMES

L. M. Hanssen, W. A. Canington’,
D. Oakes” 1, J. E. Butlert, and K, A, Snail
Code 6522, Opfical Sciences Division
Naval Research Laboratory
Washington, D.C. 20375-5000

INTRODUCTION

The synthesis of diamond in an atmospheric pressure flame was first reported by Hirose and Kondo!
in March, 1988. The conditions leading to diamond growth were given as an oxygen/acetylene flow ratio of
1.5/2, a substrate temperature of 1000°C, and a Si substrate positioned in the ‘inner’ or acetylene feather
region of the flame. Slower diamond growth was also observed in a hydrogen-methane flame with a
filament. More recently, Hirose and Mitsuizumi2 have reported growing diamond with acetylene, ethylene,
methane, propane, methanol and ethanol gases burned in air when mixed with either hydrogen or oxygen.
Growth was achieved on Si, SiC, Al;03, W, WC, and Mo substrates in an oxygen-acetylene flame, and

maximum growth rates of 200 um/hr for panicles2 and 100-150 umvhr for films3 were reported. The effects
of varying key parameters on diamond growth were not discussed in these reponts.

Inthe U.S., Hanssen et al.4 studied the effect of substrate position, fuel/oxidizer gas flow ratio, and
substrate temperature on diamond growth in an premixed oxygen-acetylene flame, and observed growth on
Si(100), Si(111), BN, Mo(100), Nb(100), TiC{100), Ta and Cu. Carrington et als reported diamond growth
on Si(100) in an oxygen-ethylene flame. Yarbrough6 confirmed the growth of diamond in an oxygen-
acetylene flame at atmospheric pressure. Snail et al.7 observed diamond growth in an oxygen-ethane
flame, studied the uniformity of diamond crystallite growth as a function of position in an oxygen-acetylene
flame, and reported that adding hydrogen to an oxygen-acetylene flame increased the ratio of the (diamond
/ amorphous carbon) Raman peaks. Recently Yarbrough observed diamond growth in a low pressure (25
torr) oxygen-acetylene flame.8

The next section of this paper discusses the experimental apparatus used at the Naval Research
Laboratory (NRL) to study diamond synthesis in flames. Following that, a partial review of the results
obtained at NRL on the flame synthesis of diamond is given. The results of several other studies currently in
progress will be presented at the meeting.

EXPERIMENTAL SETUP

An oxygen-acetylene brazing torch (see Fig. 1) fitted with a .89 mm orifice tip was used to deposit
diamond crystallites and films. The torch was mounted on an xyz transiation stage and the gas flow rates
were adjusted with mass flow controllers. Substrates were mounted on a water cooled copper block and a
two color near infrared pyrometer was used to monitor the peak substrate temperature from 650°C to
1200°C. A more detailed description of this setup can be found in Ref. 4.

Most of the depositions reported on in this paper were grown on Si(100) substrates which were
prepared by scratching with 5-6 micron diamond paste, and ultrasonic cleaning in acetone and methano!. A
typical deposition lasted for 10-15 minutes. During depositions the torch was operated in a fuel rich mode
ﬁnd th1e sutbstrates were positioned in the first ditfusion flame (or 'acetylene feather) beyond the premixed

ame front.
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The substrate temperature distribution was monitored during depositions with a thermal (8-12 um)
imaging camera having a spatial resolution on the substrate of ~1/3 mm (3 mrad). During several long (2-4
hours) depositions, a zoom microscope (10-70x) with a video camera attachment was used to record the
changes in crystallite morphology with time. Square taced (100) diamond crystallites with up to 350 micron
sized edges have been grown during these longer depositions, using an oxygen-acetylene flame.

RESULTS AND DISCUSSION

In the first subsection of this section, the oxygen/acetylene flow ratios and substrate temperatures
which lead to the growth of facetted diamond crystallites, micro-crystalline graphite and amorphous carbon
(a-C) are reviewed. Adding hydrogen to an oxygen-acetylene flame is then discussed in terms of its effect
on the a-C contributions to the crystallite’s Raman spectra and the crystallite morphology. Finally, the
variation in diamond crystallite growth with position in a premixed oxygen-acetylene flame is analyzed.

Process parameters - material property relationships

A detailed mapping of the type of material deposited versus the substrate temperature and
fueloxidizer flow ratio has been performed for an oxygen-acetylene flame. The (Op/CoHp) flow ratio, R, was

varied from 0.8 to 1.5; this corresponds to a range of equivalence ratios® of 3.13 - 1.67, respectively. The
total gas flow rate was ~2-3 sim and the substrate was positioned 1-2 mm below the inner flame tip. The
substrate temperature was varied from 650°C to 1200°C. The deposited material was analyzed with an
optical microscope, a field emission scanning electron microscope (SEM), and also by x-ray ditfraction (XRD)
and Raman spectroscopy. Raman spectra were taken with a 5145 A laser excitation and ~30 mm spot size.
The Raman data discussed in the next two subsections were taken with ~1 mm spot size using a micro-
Raman accessory.

As in the case of the low pressure CVD processes, well faceted crystallite growth occurs when the
substrale is near 900°C. For the torch nozzle and total flow rates used, these studies indicate that for flow
ratios less than 0.9, ball-like structures (see Fig. 2a, Ref. 4) grow at all substrate temperatures. For values of
R between 0.9 and 1.2, well faceted crystaliites grow (see Fig 2b, Ref. 4). The temperature range for which
crystaliite growth occurs expands from near 900°C at R = 0.9 to 650°C - 1050°C at R = 1.2. Above and below
this temperature range, ball-like structure growth occurs. For R greater than 1.15, the growth rate decreases
rapidly with increasing values of R so that at R = 1.2 the growth rate is very low and at 1.3 and 1.4 growth
does not occur.

The variation of material morphology with substrate temperature and oxygen/acetylene ratio
encompasses three distinct regions corresponding to the growth of facetted crystafiites and bali-like
structures, and no growth. The boundary between the ball-like structure and crystallite regions exhibits a
gradual transition in particle morphology from tacetted crystallites to ball-like particles. For an example of a
transitional. structure see Fig. 2d of Ref. 4. The diamond Raman peak at 1332 cm1is seeninthe spectra of
some ball-like structures and indicates that the ball-like structures can contain diamond. This suggests that
measuremenfs of the growth rates of different materials (diamond, graphite, a-C) versus the substrate
temperature and oxygervacetylene flow ratio are needed. The Raman spectra of both ball-ike structures
and facetted crystallites grown in an oxygen-ethylene flame also exhibited coexisting peaks due to different
forms of carbonS.

The ball-like structures grown with R > 0.9 at substrate temperatures above those delineating the ball-
crystallite boundary exhibited strong Raman peaks at 1355 cm1 and 1575 cm-1 associated with micro-
crystalline and crystalline graphite, respectively‘o. These peaks were also observed for ball-like structures
grown at R < 0.9. Bali-fike structures grown with R > 0.9 at substrate temperatures below those delineating
the crystallite-ball boundary exhibited a high fluorescence background. This suggests that the region of
ball-like growth may have to be further subdivided.



Hydrogen-oxygen-acetylene flames

The effect on diamond growth of adding hydrogen to an oxygen-acetylene flame was studied for two
cases: first, with the (Oo/CoH)) flow ratio fixed at 1.12, and hydrogen added to the flame, and second, with
the [Oo/(CoHgp + Ho)] flow ratio fixed at 1.12, and hydrogen substituted for acetylene. In both cases the
oxygen flow rate was fixed at 1.7 sim. The total flow rate for the hydrogen addition study ranged from 3.2 sim
10 4.0 sim. In the case where the (O2/CHy) flow ratio was fixed, hydrogen was added so that the
{Ha/C2Hp) flow ratio equatled 0.0-0.50. Most samples had an annular region of heavy crystallite nucleation;
Raman spectra were taken at the inner and outer edges of the annuli, and growth center of each sample.

The ratio of the diamond to the amorphous carbon Raman peaks (Ryc) of individual crystallites is
plotted in Figure 2 versus the (Ho/CoHo) flow ratio for the three difterent positions onthe samples. The Ry
ratio is essentially constant for crystallites located in the same local region of the sample. These results show
a nearly linear increase in Ry with increasing hydrogen flow rate, atthough the diamond growth rate
decreased significantly as the (Hp/CoHo) tiow ratio exceeded 0.25. For a (Hp/CoHo) flow ratio equal to 0.45,
no growth is observed. When the [Oa/(Ho+CoHp] flow ratio is fixed, substituting hydrogen for acetylene
leads to an increase in Ry for (Ho/CaHp) flow ratios up 10 0.02. No diamond growth is observed for
(Ha/CoHo) flow ratios equal fo or greater than 5/95. This data suggests that oxygen s preferentially burning
with acetylene, rather than hydrogen.

variation of growth with position In flame

The nucleation density of crystallites deposited in an oxygen-acetylene flame was frequently higher
within an annular region, and lower in other regions on the substrate. The causes of this nonuniform growth
include both temperature inhomogeneities and species concentration variations. A thermal (8-12 um)
imaging camera having a spatial resolution on the substrate of ~1/3 mm (3 mrad) was used to measure
substrate temperature profiles. During a typical deposition on a Si substrate in an oxygen-acetylene flame
the substrate temperature profile exhibited large decrease with increasing distance from the center of the
growth. For a substrate to flame front distance (D) of 4.5 mm, the temperature decrease observed from the
center to edge of the diamond growth region was approximately 250°C.

The variation in diamond growth with position in the acetylene diffusion flame was studied with an
oxygen flow rate of 1.7 sim and an acetylene flow rate of 1.5 slm, and is illustrated in Figure 3. When the
distance (D) from the substrate to the oxygen-acetylene flame front was 3.0-4.5 (+0.5) mm, the resutting
nucleation density of diamond crystallites was low directly beneath the flame axis and significantly higher
within an annulus centered on the flame axis. The outer edge of this annulus occurred where the edge of
the acetylene diffusion flame intersected the substrate. As D was increased to 7.5 mm, the nucleation
density increased on the region of the substrate directly under the flame axis and the annular pattern of
crystallites disappeared. Growth areal density was estimated by counting crystaliites in 3600 mm? areas
using an 800X optical microscope. A weighting factor was assigned for crystallites less than 50% of the
mean size in a region; the typical crystallite size ranged from 1-11 microns.

An SEM and micro-Raman study of the spatial variation ot diamond crystallite quality was performed on
a sample grown in an oxygen-acetylene-hydrogen flame. For this sample, the (O2/CoHo) flow ratio was
equal to 1.12, the (H2/CoHp) flow ratio was set at 0.10, and the peak substrate temperature ranged from
910-960=C. The substrate was positioned 4.5 mm below the premixed flame front. Individual crystaliites
showed a significant decrease in the ratio (Rdc) of the 1332 ¢cm-1 diamond Raman peak to the 1510 ¢cm-1
amorphous carbon peak with increasing distance from the growth center. This variation is exhibited in
Figure 4. Crystallites outside of the annular region (extending from 0.7-2.7 mm) exhibited a small increase in
Rdc compared to those in the annulus. Electron and optical microscope analyses showed a correlation of
the decrease of Rqc across the annular growth region with the degree of secondary growth observed on
the diamond crystallite faces. Significant secondary growth was observed on crystallites in the annular
growth region while ‘cleaner better formed crystallites were observed inside and outside of the annulus.
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The Raman spectra of all crystallites exhibited a fluorescent background signal level which increased with
the wavelength shift up to 1650 cm-1, which was the limit of the measurements; this background level
increased as the crystallites’ distance from the growth center increased.

CONCLUSIONS AND FUTURE DIRECTIONS

These results demonstrate that diamond can be grown at atmospheric pressure in premixed oxygen-
hydrocarbon flames on a variety of substrates. Growth in oxygen-acetylene flames occurs throughout the
first diffusion flame beyond the premixed flame front, for acetylene rich flames. The type of material grown
(diamond, graphite, a-C) in an oxygen-acetylene flame depends on the substrate temperature and
oxygen/acetylene flow ratio. The ranges of the parameters found to lead to diamond crystallite growth are:
1) substrate temperatures, T = 650 to 1050°C, and 2) gas flow ratios, R = 0.9 to 1.2 for a total flow rate of ~2-

3 sim (the appropriate flow rate is strongly dependent on the nozzle used). The “"cleanest” crystallites were
grown at T = 950°C, and R = 1.13.

The addition of hydrogen to an oxygen-acetylene flame produces significant improvements in the
diamond to amorphous carbon Raman peak ratio of the deposited crystallites. For an initial (Oo/CoHp) flow
ratio of 1.12, a significant decrease in crystallite growth rate occurs for (Ho/CoHo) flow ratios greater than
0.24 when hydrogen is added to the flame, and 0.02 when hydrogen is substituted for acetylene. For
flames from a single orifice, the diamond crystallite growth density and quality can vary significantly with the
position of the substrate in the flame. These variations are probably caused by variations in chemical
species, which are known to vary significantly with position in 2d flames.

Several techniques for controlling and reducing the nonuniformities in the substrate temperature are
currently under investigation. These include a mount with with both heating and cooling capabilities, and
using liquid metals to improve the thermal contact between the substrate and the mount. A microtube flat
flame burner is currently being fabricated11. This burner is expected to produce flame temperatures that
are uniform to +50°C over a 1 cm diameter disk. Several other 2d and 1d burner designs are also being
studied. The nonuniform flame structure associated with single orifice flames offers an opportunity to
identify the chemical species responsible for diamond growth.
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Figure 1: Schematic of the oxy-acetylene torch deposition experiment. The inset is an expanded
view of the oxygen-acetylene flame. The three regions described in the text are: A) the inner
cone, B) the acetylene feather, and C) the outer flame. For diamond growth, the substrate is
positioned inside the acetylene feather region.
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Figure 2: Ratio of the diamond Raman peak (1332 cm-1) to the amorphous carbon peak
(1510 cm-1), for different hydrogen flow rates added to an oxygen-acetylene flame with R =
1.12. Data for the growth center of the sample, and the inner and outer edges of the growth
annulus are shown. Note the monotonic increase in crystal quality with increasing hydrogen
flow rate.
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Figure 4. Ratio of the diamond Raman peak (1332 cm-1) to the amorphous carbon peak
(1510 cm-1), versus radial distance on the substrate for the conditions described in the
text. The increase at large distances is associated with positions outside of the annular
growth region. SEM analysis has correlated this increase with a decrease in secondary
growth on the crystallite faces.
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KINETICS OF METHANE PYROLYSIS IN HOT-FILAMENT REACTOR:
EFEECT OF HYDROGEN

Michael Frenklach
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INTRODUCTION

A major breakthrough in low-pressure diamond deposition technology, that has lead to micron-
a-minute growth rates, began with the addition of molecular hydrogen to the reactive hydrocarbon
mixtures [1-7]. Several factors have been suggested to explain the effect of the hydrogen dilution.
First, and the most important one, is the preferential etching of graphite over diamond by hydrogen
atoms [1,3,4,7-10]. This theory assumes that graphite and diamond are formed simultaneously but
graphite (or, more generally, graphitic phase) is destroyed by reactions with H atoms whereas
diamond is not, or at least not to the same extent. Deryagin and co-workers [1,3,4,8] argued that
hydrogen atoms should be in a superequilibrium state for a successful growth of diamond. The
requirement of the H superequilibrium (as opposite to just a high concentration of hydrogen atoms,
which, for example, can be in partial equilibrium with Hp) was rationalized by Frenklach and Spear
[11] suggesting that a reversible H-atom abstraction reaction is the rate limiting step of the diamond
surface growth. In a following work, using quantum mechanical methods, Huang et al. [12]
computed that this reaction has a substantial energy barrier whereas subsequent steps of the diamond
growth reaction sequence, acetylene addition to the surface radicals, have no energy barriers at all.

The second most frequently discussed [3,4,7] effect of hydrogen is to satisfy the dangling bonds
of surface carbon atoms, thus keeping them in the sp3 configuration and preventing the diamond
surface from reconstruction into graphitic sp? (or carbynic sp) structures. Other possible roles of
atomic hydrogen suggested are: to promote the production of acetylene, which was proposed to be
the main monomer for diamond growth, in the gas phase [11]; to promote the 'sp3 configuration of
the gaseous radical precursors and surface clusters [13]; and to remove oxygen chemisorbed on the
substrate [13].

The hydrogen effect was also attributed to the molecular hydrogen. Fedoseev er al. 3]
suggested that ““the addition of hydrogen to the initial hydrocarbon lowers its rate of decomposition,
and therefore also the rate of formation of the solid phase.” A recent computational study [14]
examining the formation of polycyclic aromatic hydrocarbons (PAHs) in carbon-rich circumstellar
envelopes revealed that the formation of aromatic structures, thought to be the precursors of
carbonaceous solid phases [15-17], is entirely suppressed in the atmosphere of Hj at high
temperatures — temperatures that otherwise exhibit high growth rates of soot (and other forms of
solid-phase carbon [18]) in fossil fuel air combustion [15] and argon-diluted pyrolysis [19]. The
suppression phenomenon is explained [20-22] by the increase in the rate of the reverse direction of
the abstraction reactions

ArylH + H == Anyle + Hp.

It is predicted [14,22] that at lower temperatures this reaction is no longer rate-limiting and PAH
growth is controlled by the rate of acetylene additions to aryl radicals. Under these conditions
polycyclic aromatic hydrocarbons and solid carbon phases begin to appear.



There is an analogy between the conditions of PAH and carbon grain formation in circumstellar
envelopes of carbon-rich stars [14,16,17] and CVD diamond deposition in hot-filament [23-25] and
plasma-assisted [6,26] CVD reactors. In both processes the reaction takes place in hydrogen
atmosphere; it is initiated by an intensive flux of energy, thermal or plasma; the reaction develops
under the decrease in gas temperature; and the formation of the high molecular weight products,
PAHs or diamond, occur at about the same temperatures, 800 — 1000 °C. The above theoretical
considerations suggest that this analogy is not circumstantial. The results of the present
computational study, aimed at the analysis of the effect of hydrogen on gaseous species under the
conditions of diamond formation, demonstrate the similarity in gas-phase chemistry of the two
processes, and suggest that the suppression of PAH production by molecular hydrogen plays the
key role in diamond growth.

COMPUTATIONAL MODEL

The model assumed for simulation of the gas-phase chemistry is a constant pressure, constant
flow rate plug-flow reactor with an imposed temperature profile. This choice is based on the
following considerations. First, diamond deposition characteristics obtained in experimental
reactors of different geometries and energy sources are very similar [6] and, hence, it is more
logical to begin modeling the process with a simplest case, hot-filament reactor, where gas activation
can be assumed to be thermal. It will be argued elsewhere that the results obtained with this
assumption are also applicable to plasma-assisted CVD reactors. Second, the idealization of the gas
flow is a practical necessity as neither flow characteristics, which are required for development of
the gas-dynamic model, nor species profiles, that can be used to test the model predictions, have
been established experimentally. Finally, and most importantly, the objective of the present
simulations is to study qualirative trends in the computed chemical species profiles, for which the
numerical accuracy of the results is not critical.

The chemical reaction mechanism used here is based on the mechanism developed for the study
of PAH production in carbon-rich circumstellar envelopes [14]. It is applicable to wide ranges of
temperatures, 700 — 3000 K, and pressures, up to 10-10 atm. The latter is compiled of 112 reactions
and 39 species that describe, beginning with acetylene, the formation of benzene and its further
growth to an infinitely large sized PAHs; this mechanism was adopted here without change. The
112 reactions of this mechanism were augmented with 19 reactions (adding 6 new species)
describing the initial stages of methane pyrolysis: formation of CH3 and CHj radicals and their
subsequent reactions producing CoHg, C2Hs, C2Ha and C2Hj, the last two being the precursors of
Cisz}.] The added reaction subset, along with the associated rate parameters, will be reported
elsewhere.

The initial conditions for the “reference” case were assumed based on recent experiments of
Harris er al. [25]: 0.3% CHy4 — Hy mixture, pressure 20 torr, and the initial (inlet) reaction
temperature 2600 K, which decreases linearly in time with the rate of 1400 K/s. Such a cooling rate
means that the gas reaches the temperature of diamond deposition, ~ 1000 *C [26], within about
1 second. The computer simulations were carried until the temperature dropped to about 650 °C,
well below the deposition. conditions. The numerical integration of the differential equations
describing the time-dependent species concentrations were performed with a constant—pressure
kinetic code on a IBM 370-3090 computer at the Pennsylvania State University Computer Center
using the LSODE integrator of Hindmarsh [27]. The relative error (parameter RTOL) was kept at

1x10-4and the absolute error (parameter ATOL) was set well below the concentration of the
principal PAH species.

RESULTS AND DISCUSSION

The concentration profiles of major specics computed for the “reference” case are similar to those
obtained in constant-temperature computations of Harris et al. [25] and in plasma simulations of




Kline and co-workers [28]. These results indicate that CoHj is the major hydrocarbon species at the
temperatures of diamond deposition. However, if the reaction time scale is decreased from 1 to

1x1073 s (i.e., the temperature rate is changed from 1.4x103 K/s to 1.4x106 K/s), CH4 and CHj
become the predominant species. The residence times on the order of 1 ms have been reported by
Yarbrough and Roy [23). These authors modified the hot-filament reactor replacing the filament by
bringing the gas to the substrate surface through a small-diameter tantalum tube which is heated by a
surrounding wire coil to the hot-filament temperatures. Under such conditions the reaction mixture
remains in contact with the hot tube for a relatively long period of time, on the order of milliseconds.
As a result, the methane pyrolysis and hydrogen decomposition are accelerated by heterogeneous
processes on the surface of the tube and the equilibrium between H and Hy is likely to establish
before the gas leaves the tube. A gas-phase kinetic simulation with the “reference” case but

assuming the initial concentration of hydrogen atoms to be {H];-g= ([Hz]/Kh)Uz, where Ky, is the
equilibrium constant of reaction H + H = Hp, indicated that the concentration of CoH7 reaches and

supercedes that of CHj at about 100 ps. Thus, we conclude that under thermal activation of the gas
phase acetylene should be the predominant hydrocarbon species at the conditions of diamond
deposition, as initially suggested by Frenklach and Spear [11] and verified in recent optical [24] and
mass-spectrometric [25] measurements.

To investigate the effect of hydrogen addition, a computer simulation was performed similar to
the “reference” case but with argon instead of hydrogen as diluent. The numerical results obtained
in these two cases are compared in Figs. | through 4. The H concentration is larger by about an
order of magnitude in the Hz environment compared to that in the case of Ar (Fig. 1), which may
support the H atom etching theory. The same information displayed in the form of
H superequilibrium, defined as

[H] [H]

f—_.—

= Hly  H2/Kn

shows that practically the same values of f are computed in the both cases. This result indicates that
the H supersaturation itself is not a critical parameter. This is understandable since the f values are
extremely large (~ 107 at 1000 °C), so that the kinetics of H atom reactions (e.g., etching) or of the
following steps (¢.g., acetylene addition) rather than their thermodynamics should be the controlling
factors [22].

The concentration of CHs3is computed to be significantly larger in Hy than in Ar (Fig. 2),
whereas the concentration of CpHj is practically the same in the both cases (Fig. 3). At first glance,
these results may support the proposal of Tsuda et al. {29] that CH3 and not CH3 is the main
“building block” for diamond film growth. Further computational tests, that will be discussed
elsewhere, clarify this point. Now it is pertinent to note that since acetylene is the main reaction
product of methane pyrolysis, the proximity in CyH? profiles computed in Hp and Ar environments
(Fig. 3) demonstrates that the abundance of Hy does not lower the rate of methane decomposition.
However, as seen in Fig. 4, the presence of Hy does pronouncedly suppresses the production of
aromatic hydrocarbons. It is this suppression phenomenon that is proposed here to play the critical
role in the hydrogen effect on diamond growth. Aromatic species formed in the gas phase condense
on the (diamond) surface, i.e., collide with the surface and held there by van der Waals forces.
Theirsfurther growth leads to the formation of graphitic layers, which competes with and thus
prevents the growth of diamond.
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SUPERSONIC BEAM STUDIES OF CARBdN CONDENSATION

R. E. Smalley
Rice Quantum Institute and Department of Chemistry
Rice University
Houston, Texas 77251

INTRODUCTION

In the course of the current rage of fascination with how
diamond growth may be nucleated and controlled, it is probably
wise to consider in some detail the nature of the beast with which
diamond growth must compete. The beast in this case is the growth
graphite either in its perfect crystalline form, or more typically
in one of its less flat, often more tortuous morphologies. After
all graphite is the most stable form of carbon under moderate
pressure conditions, and diamond growth can dominate only as a
result of some kinetic trick. Unfortunately, this will have to be
a very powerful trick indeed, since it turns out that the kinetics
of nucleation and dgrowth of graphitic type objects are
sensationally facile.

This short paper considers some of the newest evidence of
just how formidable this graphitic beast is. Strangely, much of
this new evidence has come from the rarified and esoteric
environment of supersonic beams and laser spectroscopy. Advances
in laser and supersonic molecular beam techniques over the past 5-
10 years have produced a flood of new results and insights as to
the nature of small clusters. Within the sub-field of strongly
bound (non van der Waals) clusters, certainly one of the most
active and intellectually exciting areas has been the study of
carbon. Although many of these new experiments are still in the
process of verification, extension, and further interpretation, a
remarkable new picture is beginning to emerge as to some of the
dominant processes of carbon condensation and the nature of the
(largely dgraphitic) species involved.

Perhaps the most concise way to summarize this subject is
simply to list some of the key features of the emerging new view
of the small clusters of carbon.

(1) Carbon nucleates to form small clusters far more readily
than any other element in the periodic table (including such
refractory metals as tungsten and tantalum or the
semiconductors silicon, germanium, and gallium arsenide).

(2) The smallest clusters (C, through C,4) are essentially
one~dimensional: they are mos% stable in the form of 1linear
chains or monocyclic rings (depending on the charge state and
temperature) .

(3) Even-numbered clusters in the 32-100+ atom size range
often take the form of entirely closed, hollow spheroidal



shells (the "fullerenes") made up of catacondensed networks
of 5- and 6-membered rings. All such fullerenes contain
exactly twelve 5-membered rings. Under certain conditions it
is possible to trap any of a wide range of metal atoms inside
the hollow cavity of these fullerene shells. This includes
such metals as sodium, potassium, cesium, calcium, barium,
strontium, lanthanum, and actinides such as uranium.

(4) Odd-numbered clusters in the 33-101+ atom size range
often take the form of nearly-closed spheroidal shells (the
"semifullerenes") also made up of 5- and 6-membered rings.

(5) The prototypical fullerene, Ce0 ("buckminsterfullerene"),
prefers the shape of a truncated icosahedron. Because of its
size and perfect symmetry, it is extremely stable
(chemically, thermodynamically, photophysically). The strain
of closure of the fullerenes tends to concentrate at the
vertices of the pentagons. Only for Cgp —— and only when it
takes the perfectly icosahedral form -~ is this strain
uniformly distributed over all carbon centers. It is this
symmetry-derived absence of concentrated strain that gives
Ceo its unique stability.

(6) The fullerenes appear to be made whenever carbon
condenses, including sooting flames where they are the most
abundant ions present above 300 amu.

(7) A spiraling shell is an interesting model for the active
nucleus involved in carbon grain growth in space, and soot
formation in combustion environments here on earth. It is
sensible that this is the most likely graphitic growth form
possible in condensing ‘carbon vapors. In this view the
fullerenes are best interpreted as side products (dead ends)
in a growth process that ultimately produces macroscopic
particles. .

¥When compared to the view prevalent in the carbon literature
only a few years ago, these 7 points (with the possible exception
of the first two or three) are quite divergent -- perhaps even
wildly divergent. Nonetheless, my colleagues and I have found the
new experlmental evidence compelling. To our knowledge this
picture is the only one consistent with all experimental results,
both new and old.

Within the scope of this short paper it is unreasonable to
attempt a full review of the various experiments and 1lines of
argument that have led to this new view. My colleagues and I have
published extensively as this work has proceeded from the original
experiments of Rohlflng, Cox, and Kaldor (1), and our subsequent
realization that Cgo is supremely special and probably spherical
(2). Two fairly comprehen51ve and up-to-date reviews have
recently appeared as articles in the journal Science (3,4). These
serve well as both a summary of current evidence and beliefs (at
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least as perceived the principal proponents), and as pointers to
the relevant literature.

Instead, I will take this opportunity to dwell a bit on one
central point of this story that is often misunderstood: the
mechanism we have come to suspect is responsible for the facile
formation of Cgy and the other fullerenes. Like most mechanisms
offered to explain chemical reactions, this one is highly
conjectural. But it does offer a simple explanation for why
hollow, spheroidal objects form with such facility. I bring it up
in the context of this symposium on diamond growth since the
conditions used in most of the current diamond film research are
also those where such spheroidal, basically graphitic objects as
the fullerenes would be expected to form as well. The thrust of
the argument is that this fullerene formation mechanism may either
be the "beast" himself, or at least a close associate.

A NEW GROWTH SENARIO FOR THE FULLERENES AND GRAPHITIC SOOT

To most observers the most unbelievable aspect of the
buckminsterfullerene story was not that ¢ may prefer the
soccerball geometry. It was clear from the outset that this was a
perfectly kosher bonding network for carbon which solved the
problem of tying up all dangling bonds with beautiful symmetry and
structural integrity. In fact it had been predicted to be stable,
and its synthesis had been undertaken years before the supersonic
cluster beam experiments were even conceived of at Rice
University. What seemed truly incredible was the notion that such
a huge, highly symmetric structure could pop full-formed out of
something so simple and mindless as a carbon vapor. Particularly
vexing was the question of why any molecule would .naturally form
with a such a huge vacuous cavity in the center. Whatever
happened to Nature's supposed abhorrence of a vacuum?

Confronted with the clear fact that, regardless of intuition,
Cgo and the fullerenes are produced readily, and the compelling
evidence that they did have the spheroidal cage structure, we
searched for a rational growth mechanism. The growth senario we
began to advocate was first sketched briefly in a few paragraphs
of a short paper we submitted late in 1985 (5).

It seemed clear that the key topological event must involve
some inherent tendency of a growing polycyclic aromatic net to
curl. We are accustomed to think of aromatic carbon nets as
rigid, flat plates. Certainly the vast majority of known
polycyclic aromatic compounds are indeed flat (at 1least at
absolute zero). More insidiously, the molecular model kits used to
tesch modern chemistry have engendered this notion of rigid, flat
sp carbon frameworks as though it were a central dogma of
structural chemistry. This is a great model for ordinary closed
shell aromatic molecules, but that is certainly not what one is
dealing with when a pure carbon vapor condenses. Carbon networks
growing at high temperature in the absence of hydrogen will have a
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large numbfr of dangling bonds, so it is by no means clear that

perfect sp® hybridization should apply.

Instead we noted that simply by incorporating a pentagonal
ring in the periphery of a growing hexagonal net, at least one
good new carbon-carbon bond will always be formed from what was
previously two dangling bonds. This pentagon causes the net to
curl out of plane, the added strain of curvature being offset by
the increased bonding.

Following along on this notion that curvature in a growing
graphitic net would be a natural consequence of a local incentive
to minimize dangling bonds, we supposed that if one pentagon was
good, two would be better. But as a second-order consideration it
should be noted that two adjacent pentagonal carbon rings is
hardly ever encountered as a stable aromatic structure in ordinary
polycylic compounds (it is an antiaromatic cycle, and it
concentrates strain). One should therefore expect a tendency for
the growing graphitic sheet to incorporate pentagons offset from
one another by intervening hexagons on the leading edge of the
growth front.

That is basically all there is to the mechanism. There is a
simple local tendency to minimize dangling bonds by incorporating
pentagons on the growth front, and a weaker tendency to have these
pentagons spaced by an intervening hexagon. Note that if followed
perfectly, this simple growth rule forms a net which closes
perfectly on itself -- it makes a Cgqo soccerball!

Under rapid growth conditions, with insufficient time and/or
energy to anneal out mistakes and adhere slavishly to the lowest
energy path, this mechanism would predict a wide range of
fullerenes to form. Once formed, the absence of dangling bonds on
these fullerenes effectively removes them from subsequent direct
growth reactions. They can participate further in the
condensation process only by adhering to each other, or by
becoming sufficiently excited to break open at a site where
strains have concentrated, thereby producing a point for further
chemical attack and growth.

As we argued in the original paper (5), it seems likely that
a rapidly “growing graphitic net tying up dangling bonds by this
simple rule will most typically fail to close. Instead it is easy
to visualize one growth front curling over and burying the
opposite edge inside to form the first turn of a 3-dimensional

spiral. Once an edge is buried, there is no opportunity for the
groyth to stop, the spiral simply continuing to grow turn by turn
until a macroscopic spherical carbon particle is produced. In

fact such particles have been seen before with scanning electron
microscopes (6). Such spherical carbon particles formed from pure
condensing carbon we prefer to call "graphitic soot". Their ready

format%on is an unavoidable prediction of the fullerene growth
mechanism.

s
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. CARBON GROWTH IN A HYDROGEN-RICH ENVIRONMENT

More relevant to the formation of ordinary soot in combustion

environments -- and to the conditions where diamond film growth is
sought in the experiments discussed in this symposium -- is the
circumstance where there is a abundance of hydrogen. Since the

fullerene growth mechanism we've been discussing is driven by the
presence of dangling bonds, it's not immediately clear how it
could apply when there is plenty of hydrogen around to tie up
these dangling bonds. With enough hydrogen, one can make any
graphitic sheet into a perfectly stable polycyclic aromatic
hydrocarbon (PAH), and the most stable of these are always flat.

But at sufficiently high temperatures, hydrogen does not
effectively tie up dangling bonds on carbon. Only another carbon
atom can do that. Elementary chemical thermodynamics shows that
most hydrocarbons are uphill with respect to graphite + H, even
at room temperature. At the elevated temperatures encountered in
flames this is even true for such species as methane and
acetylene. The driving force for this is not so much the strength
of the carbon-carbon bond in graphite. 1Instead it is primarily
due the high entropy of gaseous H,. Thermodynamically, that's
why soot forms.

At elevated temperatures where a significant concentration of
hydrogen atoms are present, the carbon-hydrogen bonds on the
periphery of a PAH are not safe. Hydrogen abstraction reactions
will proceed to generate a free H, molecule; leaving behind a
bare, dangling bond on the now partially hydrogen terminated
graphitic network. Under sufficiently intense H atom attack,
therefore, the fullerene growth mechanism discussed above should
come into play. The only way such a molecule can tie up its
dangling bonds is to use carbon. It will do this until it forms a
stable fullerene, or if it misses the fullerene stage, it would be
expected to spiral its way to a microscopic soot particle.

So it is conceivable that the fullerenes and spiral graphitic
soot particles may be formed in sooting flames. Indeed Homann and
his group have found Cgo and the fullerenes to be very abundant as
positive ions in flames (7). In my opinion this is a singularly
vital experiment to repeated and explored by other groups.
Although currently the vast majority of the combustion community
appears to disagree, to my reading the current evidence supports
the notion that the fullerene growth mechanism is so facile in
flames that it may be the mechanism responsible for the nucleation
and early stages of soot growth in flames. Homann and his
associates seem to have at least the beginnings of a method to
give a critical test to this notion, but as yet there is no proof
one way or the other.
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FULLERENES UNDER DIAMOND GROWTH CONDITIONS

More relevantly to this symposium, it seems 1likely that
fullerenes and the related graphitic spirals may be important
species under diamond growth conditions. The conventional wisdom
in the diamond film growth business is that graphitic (or
"amorphous") carbon is constantly being nucleated as well as
diamond on the growth surface, but that H atoms etch the non-
diamond phases preferentially. The mechanism of this etching
process is quite unclear, but there is little doubt that it is
essential.

One obvious question is whether the etch process requires
attack at an edge of a graphitic sheet. If it does, the presence
of fullerenes will be a problem: they have no edges. 1In fact this
suggests that an interesting line of research would be to study
the susceptibility of large fullerenes to H atom attack. This
turns out to be a vital issue in astrophysics as well. We have
argued (2-4) that Cg, in particular, and the fullerenes in general
are likely to be mac?e in vast quantities in the outer regions of
carbon-rich red giant stars. Their abundance there, and their
subsequent viability in space as they are driven from the star by
photon pressure and the stellar wind will depend strongly on the
ability to withstand H atom attack. It seems likely that there
will be only a mild barrier to attaching a single H atom on one of
the surface carbon atoms. But it may be a fairly weak bond, and
do 1little to weaken the structural integrity of the fullerene
cage. The lowest thermal dissociation process of such a H-
fullerene would most likely be just a simple desorption of the H
atom.

Beyond this question of getting rid of the fullerenes once
formed, it is sobering consider the great efficiency of this
fullerene condensation mechanism for carbon. Even in the absence
of hydrogen, all the bare clusters of carbon starting from C2,
extending through the last of the linear chains and monocyclic
rings, to the curling polycyclic graphitic nets, to the fullerenes
and the spiraling soot particles ... all of these species are
abnormally strongly bound molecules. Unlike any other element,
these species are formed almost instantly in a laser-produced
vapor, and the final end point, graphite, is one of the most
refractory species known.

The fullerene growth mechanism when it defaults to the
formation of a spiral graphitic soot particle dquickly generates
an almost perfect graphite particle., It is mostly edgeless: if it
forms optimally, its only edges are found yon the last turn of the
spiral, and on the innermost turn where the initial edge was
buried. Since each layer of the spiral contains only 12
pentagons, the vast majority of the carbon atoms in such a
structure are involved in hexagonal rings with only a tiny
deviation from planarity. Remarkably, it turns out that the most
perfect and symmetrical of these spiral soot particles (the one
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that starts with an aborted CSO truncated icosahedron, and

proceeds to a second layer of 240 atoms, a third of 540 atoms,
etc.) naturally has each layer spaced from those above and below
by 3.6 angstroms. This is almost exactly the normal interplanar
spacing of bulk graphite. In other words, these spiral graphitic
particles are macromolecular (but still microscopic) forms of
graphite. They may be expected to form with extraordinary speed,
and be highly stable. For diamond film growers this is a beast
that, once conjured up, may be rather difficult to slay.
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THE ROLE OF IONS IN SOOT AND DIAMOND FORMATION

H. F. Calcote
AeroChem Research Laboratories, Inc.
P.O. Box 12, Princeton, NJ 08542

INTRODUCTION

Soot and diamonds are different forms of carbon. It is thus natural to examine mechanisms
which have been proposed for the formation of soot with respect to the mechanism of diamond film
deposition. Frenklach and Spear have done this with respect to the free radical mechanism of soot
formation (1). Diamond deposition is frequently a plasma process and ions have been proposed in
several mechanisms to explain the process. There is considerable evidence (2) of an ionic mechanism
of soot formation. The demonstration that diamonds can be deposited from combustion flames (3, 4)
also makes it timely to consider soot forming processes in flames as they might relate to diamond
deposition. Thus we briefly review the ionic mechanism of soot formation and the evidence for an
ionic role in diamond deposition; we then make a few observations relevant to the role of ions in the
mechanism of diamond deposition.

IONS IN SOOT FORMATION

The ionic mechanism of soot formation, Figure 1, postulates that chemiions, HCO* and CyH,",
which are present in excess of equilibrium in hydrocarbon flames, rapidly grow by ion-molécule
reactions in which several neutral species continue to add to an increasingly larger ion. As an ion
becomes larger, it is neutralized by the electrons produced in the chemiionization reactions. This
process gives both charged and neutral incipient soot particles which continue to grow by the addition
of acetylene and other small neutral species. There are two important considerations in the ionic
mechanism: (1) the large rate coefficients for ion-molecule reactions, and (2) the rapid isomerization
of ions to produce a cyclic structure. Formation of the first ring is the main problem with the neutral
mechanism and has absorbed much of the research attention relevant to the neutral mechanism.

The soot concentration, in many flames, is in excess of equilibrium so must be driven by a
species whose concentration exceeds equilibrium. Chemijonization is a nonequilibrium process
producing ionic concentrations orders of magnitude in excess of equilibrium.

In Figure 1, the direct path to C3H3‘ appears unimportant in flames (5) but may be important
in pyrolysis systems producing soot, where ions are also observed (6). Therefore C H3‘ is probably
generated by a series of ion-molecule reactions from HCO®*. The ion C;H," grows %y adding smali
neutral species in a series of ion-molecule reactions, in which any one of the growth species, see, e.g.,
Figure 1, may add to a given ion to produce a larger ion. At each stage the ion may also be
neutralized by reaction with an electron produced in the initial chemiionization step. The product of
this reaction, usually a dissociative recombination, is identified in Figure 1 as "neutral reactant” (e.g.,
a polycyclic aromatic hydrocarbon) and this neutral species may continue to grow by a neutral free
radical mechanism, also leading to an incipient soot particle.

All of the jons proposed in the ionic mechanism have been observed in flames up to mass 557
amu; the concentration of ions has been demonstrated experimentally to be sufficient to account for
the concentration of soot measured; and the rates of ion formation in both premixed (7) and diffusion
(2) flames are about the same order of magnitude as the rate of soot formation.

IONS IN DIAMOND FORMATION

Diamond films have been deposited by many different techniques including electrical
discharge systems, e.g., microwave, rf, and dc glows; dc and rf arcs; and arc jets. They have also
been made with ion beams, combustion flames, and hot filaments. The electrical discharge systems
are based upon electrically driven plasmas. From the above discussion, it is clear that the combustion
S)l’Slem is also a plasma. This leaves only the hot filament technique as not obviously involving a
plasma.
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It has been demonstrated, however, that in the hot filament technique, the application of an
electric field to the substrate can influence the rate of diamond film deposition. Yarbrough (8), e.g.,
found that a positive voltage on the substrate increased the rate of diamond deposition and a negative
voltage prevented deposition. This indicates the importance of charged species in the deposition
process and puts this system as well in the plasma category. The source of the ionization is most
likely electron emission from the hot filaments which were tantalum tubes heated to 2370 to 2470 K
(9). Thus all diamond preparation systems have a unif ying feature--the presence of ions.

In a magneto-microwave plasma, Susuki et al. (10) also observed the rate of film deposition to
be accelerated by application of a positive electric field to the substrate. In these two systems,
observations indicate either diamond deposition enhancement by negative ions or electrons, or an
inhibiting effect by positive ions.

On the other hand, others have found that accelerating positive ions toward the substrate
surface enhances the rate of diamond deposition (11), or more generally the application of a negative
bias to the substrate increases the rate of film deposition or alters the properties of diamond (12) or
diamond-like (13) films,

MECHANISTIC IMPLICATIONS

Since a plasma generated by an electric field is a common component of many diamond film
deposition processes, we examine the process of creation of active species in an electrical discharge
device. Most deposition processes use a mixture of hydrogen containing a few percent methane, so
we examine the chemistry expected in this system. In Figure 2 the electron energy distribution for
three different electron temperatures is presented along with the collision cross section for the initial
reactions by which electric power is coupled to the gas. There are several points to be made from this
figure. First, the electron temperature must be very high compared to deposition temperatures,
typically 800-1300 K, for a significant percentage of the electrons (o dissociate or ionize the
reactants. Even in a low temperature discharge, measured by the gas temperature, the electron
energy must be high enough to produce ions to maintain the discharge. For hydrogen and methane,
dissociation occurs at electron energies, 3 to 6 eV below where ionization sets in; higher cross sections
are reached at the energies at which ionization sets in. Yet, to maintain the discharge, ionization
must occur, so that some of the electrons have energies in the neighborhood of 14 to 18 eV,

Thus the initial reactive species concentrations are present at equivalent temperatures far
above the gas temperature and certainly far above the substrate temperature. The initial system is far
from equilibrium and any modeling of the process must start with this condition. The
nonequilibrium condition is, of course, consistent with the fact that diamond is thermodynamically
metastable with respect to graphite. The chemistry occurring between the super-equilibrium
formation of active species and their striking the substrate surface is of interest. Thus models must
start with the formation of active species and these may be different for the many techniques which
have been used to produce diamond and diamond-like films.

The question of whether ions or free radicals play the dominant role in electrical discharge
chemistry has not been resolved and must depend upon the specific system (see e.g., Avni and
coworkers (17) or Marcus and Platzner (18)). Ion-molecule reaction rate coefficients are orders of
magnitude greater than free radical rate coefficients but the ions are generated in smaller initial
concentrations. Further, as ions recombine with electrons, also a very rapid process, they dissociate
to produce hydrogen atoms or free radicals, e.g.,

Hy' + ¢ — 2H )
or : CH,* + ¢ — CHy + H )
Thus the nonequilibrium formation of ions plays a role in the production of super-equilibrium
concentrations of hydrogen atoms and free radicals. H atoms are considered important in suppressing

graphite buildup in competition with the deposition of diamonds (19), as well as in abstracting
hydrogen atoms from the growing surface.
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The observations that electric fields affect the rate of diamond deposition and the fact that
plasmas contain ions, have led to proposals that ions are important in diamond deposition (11, 13,
20). All of these proposals incorporate positive ions, e.g., CH;* in the mechanism. Tsuda et al. (20)
describe a mechanism for diamond growth in which the diamond surface first becomes covered by
methyl groups and then a methyl cation strikes the surface, simultaneously binding three methyl
carbons to form the diamond structure. This concerted process does not allow the surface to
graphitize. A very detailed mechanism is developed for which an activation energy of 27.4 kcal/mol
is deduced. This is less than measured activation energies for diamond deposition which lie between
55 kecal/mol (19, 21) and 80 kcal/mol (19).

In the Frenklach-Spear mechanism (1) a hydrogen atom abstracts a hydrogen atom from a
surface site where an acetylene molecule then adds. They develop a kinetic scheme from which an
energy barrier of only 17.4 kcal/mol is obtained, even lower than for the Tsuda et al. mechanism and
even further below the measured activation energy!

The implication of the importance of ions, because of the effect of electric fields, on the
deposition of diamonds, coupled with the probably small concentration of ions relative to free
radicals and other neutral species, suggests a mechanism in which an ion plays the role of a catalyst or
the seed in a nucleation step, neutrals providing much of the ultimate mass.

The effectiveness of both positive and negative voltages clouds the picture. The source of
positive ions is clear, but if negative ions, rather than electrons, are important, their source is not
clear. Electron attachment may form a route for the formation of negative ions in hot wire or
electrical discharge systems used to prepare diamond films. However, a calculation of the
equilibrium constants from the free energies of formation as a function of temperature, shows that
among the simple neutral species expected in the H /CH, system, the attachment of an electron to a
hydrogen atom or CH radical is a candidate; equilfbrium favors H™ below about 1800 K and CH"
below about 2200 K. The hydrogen reaction would require a third body. In the case of the hot
filament, the negative ions could be formed on the filament. Catalytic decomposition or thermal
decomposition could account for other species, including possibly, ions of both signs.

Negative ions have been observed (22, 23) in sooting flames but they have not been identified
mass spectrometrically; they are assumed to be large molecular ions produced by electron attachment.
In somewhat leaner, nonsooting flames, negative ions have also been identified, Figure 3, but their
mechanism of formation is vague; they do not seem to be formed by simple attachment (24). They
are present at about 1% of the positive ion concentration at an equivalence ratio of 1, stoichiometric
flames, and their maximum concentration occurs at a higher equivalence ratio, fuel rich, than for
positive jons. Their concentrations decrease with increasing total pressure. To my knowledge no
measurements of the effect of voltage on diamond deposition in combustion systems have been made.
Interestingly, diamonds are deposited from the flame in the region where soot is formed and where
ions are present (25).

The growth species which adds to the ionic nuclei may be a stable molecule e.g., acetylene as
suggested by Frenklach and Spear (1) or the methyl radical which has frequently been suggested
(20). Angus (21) measured the rate of deposition of diamond in a hot filament environment to be
first order in the methane pressure and one-half order with respect to ethylene pressure, from which
he deduced that the growth mechanism must involve the addition of a species containing only one
carbon atom. Similarly, Sato, Kamo, and Setaka (26) examined the effect of hydrocarbons, including
alkanes, alkenes and acetylene on growth and Raman spectra of diamond films prepared in a
microwave system and concluded that growth features and morphology are dependent approximately
on the number of carbon atoms in the molecule. On the other hand, Fedoseev and associates (19)
observed that the highest activation energy and the lowest rates were associated with growth from
methane, and the lowest activation energy and the highest rates were associated with acetylene and
that other hydrocarbons fell between these. This is reminiscent of the effect of molecular structure
on both ion formation and soot formation in flames (2). Is there a connection?

CONCLUSIONS

) The plasma condition seems to be a prerequisite for diamond film deposition, even by the hot
filament technique and from a combustion flame. The ions in the plasma are at a concentration
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considerably in excess of their equilibrium concentration at the substrate temperature, as are free
radical and hydrogen atoms. Thus any model of the process must start with these conditions in the
plasma. Both positive and negative ions (or electrons) seem to be involved. The source of positive
ions is fairly clear, but the source and nature of negative ions are not. Because of the low
concentration of ions compared to other species it is most likely that their role in diamond coating
technology is analogous to that in flames, i.e., they act as nucleation agents, not as growth species.
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GAS PHASE KINETICS DURING DIAMOND GROWTH:
CH4 AS GROWTH SPECIES

Stephen J. Harris
Physical Chemistry Department
" General Motors Research Labs

Warren, MI 48090

Introduction

There has been considerable interest in the growth of diamond thin films in recent
years!?2, This interest derives from the superlative properties of diamonds: they are very
hard, have a high thermal conductivity, are chemically inert, and have an extremely wide
optical transmission window. In addition, single crystal diamonds have the potential for
being uniquely good semiconductors?,

Unfortunately, at present we have little understanding of the chemical processes which
are involved in and which control diamond nucleation and growth. This is because there have
been no experiments which have simultaneously characterized both the chemical environment
and the kinetics of diamond growth. Recently C2Hy (acetylene)®*, C2Hy (ethylene)?, CHy
(methyl radical)®, and H (atomic hydrogen)® have been detected during filament-assisted
diamond growth experiments. Harris et al.# used a simple zero-dimensional chemical kinetics
model to show that only C Hs (methane), C2Hy, C2 Ha, and/or CH; could be contributing
significantly to surface growth in those experiments. This result is consistent with semi-
empirical quantum mechanical studies of the diamond growth mechanism which suggest
that the growth species is either Cy Ha® or C H;S.

Earlier detailed measurements of the kinetics of diamond growth on diamond seed crys-
tals from C Hy-H; mixtures were made by Chauhan, Angus, and Gardner’. Although the
chemical species present were not determined in their work, we recognized that the gas phase
chemistry could be approximately modeled based on the information that was provided. In
this work we analyze the data of Chauhan et al.” to determine which species accounted for
the diamond growth that was observed.

Analysis

The experiments of Chauhan et al.” were carried out on a microbalance which allowed
the rate of diamond growth to be measured. For the particular experiment that we modeled,
labeled 44-C, a 0.5 torr mixture of 70% C Hy and 30% Hy passed through a cylindrical
2.54 cm diameter flow tube into the top of a spherical 10.16 cm diameter pyrex reaction
chamber, at the center of which was suspended a crucible holding 98.934 mg of diamond
seed crystals. The gases were pumped away at the bottom of the reaction chamber through
a 3.81 ¢m diameter flow tube. The seed crystals, which had a BET surface area of 7 m?/g,
were heated to 1438 K by radiation from a lamp; there were no other heaters in the system.
The wall temperature of the reaction chamber was maintained below 500 K, eliminating
heterogeneous pyrolysis chemistry there. The gas velocity was not specified, but Chauhan
et al.” stated that the gases flowed at a rate “such that the methane available was more
than 50 times that required to obtain the observed deposition rates.” This implies an input
flow velocity of at least 94 cm/s, readily achieved in flow tubes of this size. Chauhan et al.”
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determined that all of the initial weight gain as monitored by the microbalance was due to
diamond, although as time progressed more and more of the weight gain came from non-
diamond (pyrolytic) carbon. In this work we model only the initial growth period, before
any formation of pyrolytic carbon.

The measurements of Chauhan et al.” showed an initial fractional growth rate of

%%’:—‘ =131x 10" min~}, (1)

where m is the mass of the diamond crystals. This rate corresponds to a specific surface
growth rate of 3.1 x 10~19 g/cm?:s. For a growth species depositing n. carbon atoms with
each reaction, Eqn. (1) implies that 1.6 x 10'3/n, molecules reacted/cm?- s. This reaction
rate is equal to the collision rate of growth species with the diamond surface (calculated from
the kinetic theory of gases®) times the reaction probability R that a given collision leads to
reaction,

13
L6 X107 _ 450« 10"—P—R, (2)
e \/W
where P is the growth species pressure in torr, M is the molecular weight of the growth
species, and T is the temperature in degrees Kelvin. For M = 15n, and T = 1438 K, the
growth species mole fraction is X = 1.3 x 10~7/R,/n.. Since R < 1 the mole fraction for
the growth species must be at least Xmin = 1 x 1077 (0.1 parts per million) for reasonable
(i.e., small) values of n.. This is our first constraint on the growth species. )
Diamond growth acts as a sink for growth species, so in order to maintain a steady state
concentration greater than Xmin the growth species must not be depleted faster than they
are created and transported to the diamond seed crystals for reaction. From Eqn. (1), the
diamond growth rate was 2.2 x 1078 g/s, all of which mass must ultimately have come from
CH,. This implies that at least 8.1 x 1018 C Hy molecules reacted per second, and that at
least 8.1 x 10'8 /n, growth species were formed per second (unless C Hy was itself the growth
species). This is our second constraint on the growth species.

We have modeled the gas phase pyrolysis chemistry in this system in order to determine
which hydrocarbons satisfied these two constraints in the system of Chauhan et al.” Several
approximations and assumptions were used; these are discussed in a separate section below.

The experiment is modeled as follows. We assume 1-dimensional flow so that the gas
temperature and species concentrations depend only on the distance Z along the tube or
reaction chamber. The gas is assumed to enter the 2.54 cm diameter flow tube at Z = 0,
T =300 K, and vo = 94 cm/s. The gas flows into the reaction chamber at Z = 35.1 cm and
T = 500. Beyond that point the gas temperature is assumed to rise linearly with Z until
it reaches a maximum of 1438 K at the crucible, taken to be at Z = 40. The temperature
then falls slowly (heat loss to the relatively distant reaction chamber walls assumed small)
to 1250 K as it exits the reaction chamber at Z = 44.7. For Z > 44.7, where the gas is
again in a flow tube, the temperature drops to 500 K by Z = 85 cm. The gas velocity in the
system is calculated assuming that the flux is given by pvA = constant, where p is the gas
density and A is the cross sectional area of the tube or reaction chamber. We estimate that
v = 28 cm/s at the crucible and that the gas has a residence time in the reaction chamber
of 250 ms. The gas phase chemistry is modeled using the Sandia burner code® together with
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the reaction mechanism shown in Table I. A similar mechanism was successful in predicting
the species concentration profiles in a number of premixed flat flames!®!!. Although the
mechanism considers species as large as C4 H, only the C; and C; part of the mechanism is
shown since the concentrations of larger species are always extremely small and since the Cy
and Cy chemistry is less well known. The pressure-dependent reactions shown in the Table
are in the low pressure limit. Rate constants k = AT"e~Ee/RT are given for the forward
direction; rate constants for the reverse direction are calculated using thermodynamic data
from the Chemkin data base!?, supplemented where necessary by other standard sources!.

Results

The predictions of the model are shown in Figure 1, which displays steady state profiles
of all species that reach mole fractions of at least 107!4, The reaction chamber is located
between Z = 35.1 and 44.7 cm, and the crucible is located at Z = 40.

Chemical reaction is initiated in this system by the reverse of Reaction 2 of Table I
(denoted A_2z) which produces i and C Hy and which occurs only at the highest temperature
positions near Z = 40. The H is rapidly consumed by Aj, forming additional C Hy. Within
the reaction chamber the CH3 mole fraction (and the mole fractions of many other species)
is nearly independent of Z because the gas velocity there is low, and mixing by diffusion
is rapid. As the CHj3 formed by A_; and A; diffuses upstream toward the flow tube, it is
consumed by A_j, creating H atoms. C Hj decay for Z < 35.1is due mainly to A_;4, whichis
nearly irreversible at the low temperatures in the flow tube. C; Hg, formed mainly between
Z =33 and Z = 35 by A_y4, is for the most part carried downstream into the reaction
chamber. However, some C;Hp diffuses upstream against a high gas velocity, giving the
falloff in concentration for Z < 34. C;Hs (ethyl radical) is formed in the reaction chamber
by both A12 and A;j, but near Z = 40 it decomposes rapidly via A5 to make C,Hy,
accounting for the drop in the C2Hs mole fraction there. A;j7 produces small amounts of
CyH; at Z = 40. Some C3 Hy and C2 H; formed there diffuse upstream into the flow tube.

Because of the low pressure (0.5 torr) and short residence time (250 ms) in the reaction
chamber, the chemical reactions are far too slow for the C Hy/ H; mixture to attain equilib-
rium. For example, at equilibrium the mole fraction of C3 Hj at the crucible would be 0.19,
thirteen orders of magnitude higher than shown in Figure 1. The equilibrium mole fractions
of some other relevant species are X¢¥%y, = 3.2x 1074, X3f = 2.8x 1074, Xl 5 = 4.8x 1073,
X&n, = 3.6 x 107, and Xgly, = 2.7 x 107, Comparing these values to those shown in
Figure 1, it is clear that the assumption of equilibrium is totally unjustified in this sys-
tem. We showed previously? that the assumption of equilibrium is equally untenable during
filament-assisted diamond growth. Instead, the compositions in these systems are kinetically
controlled.

Discussion

The first conclusion we draw from Figure 11is that aside from C H, (X =0.7), only C2 He
and C Hj have mole fractions above Xppin = 1 x 1077, Using Eqn. (2), we can calculate
the reaction probability R required if we assume that one of these species is responsible for
the observed diamond growth. The result is Rcqy, ~ 10~7, while Rc, g, and Reg, ~ 1071
To put these numbers into perspective, the reaction probability for CHq decomposing on
pyrolytic carbon js 1.5 x 10~® at 1438 K, with a roughly similar reaction probability for
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CyHg!5. Based on these data, the value required here for Rcy, appears quite reasonable
while that for Rc,n, does not. On the other hand, a high value for Rc g, is plausible, as C Hj
is a radical. X¢,#, and especially X¢, 5, are so small that these species can be excluded
from further consideration.

Although Xcp, and Xc,n, both exceed Xmin, we must also consider our second con-
straint and estimate the rate that CHy and C;Hg could have been generated from CHj
decomposition. For purposes of this analysis we will make two extreme assumptions: (1)
Every molecule of C Hg which reacted at all was converted permanently into C Hy or C2 Hs.
That is, we ignore all reactions such as A_3 which destroyed either species. (2) No matter
where in the system these species were formed, they were transported to the crucible for
addition to the diamond seed crystals. With these two assumptions we can calculate an
upper limit to the rate of diamond growth from C Hy and C; H;.

Our analysis shows that at steady state approximately 95% of the C Hy that reacted did
so via Aj, with nearly all the rest reacting via A_3. Thus, we can calculate the total number
of C Hy molecules reacting/s by evaluating for each Z the rates of these 2 reactions, shown
in Figure 2, multiplying them by the volume element dV = AdZ, and then integrating
with respect to Z. The result is that the calculated steady state reaction rate integrated
over the entire apparatus is 1.8 x 101 C Hy molecules/s. Since this rate is nearly 500 times
lower than that required by our second constraint, we conclude that neither C H3 nor Cy Hg
(nor any other species) was produced in this system at a rate fast enough to contribute
significantly to diamond growth. We infer that diamond growth occurred in this system by
direct decomposition of C Hy on the diamond surface.

It is interesting to compare growth of diamond from C Hy with growth of pyrolytic carbon
from C3;Hz. The kinetics of the latter reaction can be described using a single Arrhenius
expression between 600 and 1700 K with an activation energy of only 25 kcal/mole!®:7,
Since it is unlikely that a reaction involving radicals made from C; H; would have such a low
activation energy at 600 K, we expect that the acetylene reaction forming pyrolytic carbon
is also a direct molecular decomposition on the carbon surface. It is, however, substantially
faster than the decomposition of C Hy to make pyrolytic carbon or diamond.

As pointed out above, the value we obtained here for Repg, is similar to that for C Hy
decomposition on pyrolytic carbon®'®, Furthermore, the 55 kcal/mole activation energy
measured by Chauhan et al.” (or the 58 kcal/mole activation energy measured by Tesner et
al.!® for the same reaction) is similar to the 65 kcal/mole for addition of CHy to pyrolytic
carbon!”. Finally, we note that Hy acts as an inhibitor to growth of both diamond” and
pyrolytic carbon™ in C Hy systems. It is tempting to imagine that diamond and pyrolytic
carbon growth are similar processes. If so, we would speculate that diamond—like pyrolytic
carbon—can grow from a direct reaction of a variety of hydrocarbons'®, although the re-
action probabilities for different species could vary considerably. Cohtinuing with this line
of speculation, the propensity of different growth species to form pyrolytic carbon (rather
than diamond) could be different. For example, a molecule such as Ca Hz, with its multi-
ple bonds, could be more likely to form pyrolytic carbon than CHy, which is already sp®
bonded. (However, even C Hy does produce pyrolytic carbon.) In that case, since the C; H;
concentration increases approximately as the square of the C Hy concentration when C Hy is
the starting material, we would expect a deterioration in the quality of the diamond films
grown with increasing C Hy concentration. Such a deterioration is in fact observed?.




Although one of the main conclusions of this work is that the diamond growth results of
Chauhan et al.” cannot be accounted for by C, H; or C Hj, we emphasize that our results do
not contradict the calculations of Frenklach and Spear® or Tsuda et al.5, who claimed that
Cy H; or CHy is the principal growth species in filament- or plasma-assisted diamond film
growth. Our results show, instead, that diamond films can and do grow from C Hy, and that
neither C3 H, nor CHj is required. However, given the roughly similar concentrations of
CH,, CHy, C2Hy, and C2H, under filament-assisted diamond growth conditions®*, Cy Hy,
C3 H, and/or C Hy could well contribute more than C Hy to diamond growth there.

Because some of the experimental parameters used in this modeling effort were not
measured, we had to make a number of approximations and assumptions. In this section we
consider how they affect our conclusions.

The most important approximation is that the temperature and species mole fraction
fields were 1-dimensional. In fact, the wall temperatures were stated to be below 473 K, even
at the location we have called Z = 40, where we have assumed a temperature of 1438 K.
And we have not accounted for radical destruction which can take place on the walls. Thus,
for both temperature and chemical reasons the walls are sinks for radicals. Because of the
importance of diffusion in this system, processes which occur at the walls can be expected
to have an impact at the crucible, 5 cm away. In our model we can simulate the presence of
such a sink 5 cm from the crucible by changing the assumed temperature profile so that it
drops to 500 K (instead of 1250 K) by Z = 45. This results in reductions by factors of 2-3
in Xcygy and Xg and factors of 4-6 in X, 5, and Xc¢,#,. By no means does this simple
exercise accurately take into account the effect of the walls. What it does show, however,
is that the presence of the cool walls lowers the mole fractions of the pyrolysis products
(species other than C' Hy and Hz). We conclude that the mole fractions shown in Figure 1
are upper limits to their true values, reinforcing our conclusion that no species besides C H,
could have contributed significantly to diamond growth.

Beyond considering the walls as radical sinks, we have not attempted to model any possi-
ble heterogeneous chemistry taking place in this system. We do not expect that extraneous
heterogeneous chemistry affected the diamond growth kinetics for three reasons. (1) The
rate for pyrolytic carbon growth measured by Chauhan et al.” is within a factor of 2 of the
rate of pyrolytic carbon growth calculated from the formula of Fedoseev et al.!4 for the same
CHy and H; pressures but in the absence of any diamond. Since this difference is smaller
than the experimental uncertainty, we conclude that the presence of diamond has no effect
on the growth rate of pyrolytic carbon. Similarly, the analysis of Chauhan et al.” shows
that the presence of pyrolytic carbon does not affect the growth rate of diamond (except to
the extent that it reduces the available diamond surface area). These results make plausible
the assumption that extraneous heterogeneous chemistry on the diamond also did not affect
the kinetics of diamond growth. (2) The kinetics of diamond growth was the same in flow
tubes with hot (~ 1200 K)!81% and cool (< 500 K)7 walls. We conclude that heterogeneous
chemistry on walls of the system did not affect the kinetics of diamond growth. (3) The
kinetics of diamond growth was unaffected when platinum, graphite, or quartz were used as
crucibles™®. That even a highly active catalytic material such as platinum did not affect
the kinetics of diamond growth is perhaps not surprising if the growth species was C Hj.
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Methane/Hydrogen mechanism

Table I

REACTIONS A n E, Ref
AVH+H+M=H+M 9.7E+16  -0.6 0.0 20
A2)CH;+H+M=CH + M 8.0E+26 -3.0 0.0 209
A3)CH,+ H=CHy + H, 22E404 3.0 8.8 20
A4)CHy+ CH, =CHy + CHs 1.0E4+13 0.0 0.0 21
A5)CHy+ CHy=CHs + H 8.0E+14 0.0 26.5 20
AB)CHy+ H=CH, + H; 7.2E+14 0.0 15.1 21
A7) CHy+ CHy = CHy+ H 2.0E+13 0.0 0.0 21
A8)CHy + M =CH, +H+ M 10E+16 0.0 90.6 20
AN CH,+H=CH+H, 4.0E+413 0.0 0.0 20
Al0)CH+CHy=C2Hs+ H 6.0E+13 0.0 0.0 22
All)CH+CHy=C:Hs+ H 3.0E+13 0.0 0.0 22
A12) C;He + H=CHs + H, 54E402 3.5 5.2 20*
A13) C;Hg + CHy = C3Hs + CH, 5.5E-01 4.0 8.3 200
Al4) CHe+ M =CH3y+ CHy+ M 1.0E+19 0.0 68.0 20%
AL) CHs + M =C2Hs+ H+ M 1.0E+17 0.0 31.0 20*
A16) CyHs + CHy = CHy + CH,4 79E+11 0.0 0.0 23
AlTYCHy+ M =C2Hy+ Hy + M 26E+17 0.0 79.4 20t
AB)CHy+ M =CoHy+ H+ M 26E+17 0.0 96.6 20
AIQ) CHy+ H=CyHs + H, 1.5E+14 0.0 10.2 20
A20) C;Hy + CHy = CHy + CyH, 42E+11 0.0 11.2 20
A21)CyHy + H = CoHa + Ha 20E413 0.0 0.0 20
A22)CHy+ M =C;H;+ H+ M 3.0E415 0.0 32.0 20
A23) CHy + CHy = CHy + CH; 79E+11 0.0 0.0 23
A24) CH, + M =C:H+ H+ M 40E+16 0.0 107.0 20
A25) CH, + H = Co H + H, 6.0E+13 0.0 23.7 20

k= AT"e~Ee/RT ' R = 1.99 x 10~ kcal/mole-deg

Units are cm?, moles, seconds, kilocalories
@ Results at Z = 40 are more sensitive to the value of this rate constant than to any other

rate constant.

b Results at Z = 40 show significant sensitivity to the value of this rate constant.

476




==

¢
e i - Fa%m:—a————ﬂ
107 4
XX —00e—8.-—0-—-—@
0oy P ‘9 -
o] &
=
2 o] g D606 —O——-——4
g o
R e
2 " [l
=
1077 :
A, ;
_,..ﬁdf oY
10—1:} .a..-A""A AAD
_ & eRROEIRRE X = :
1 T T T
15 ZIO 2|5 3)‘0 35 40 45 50 55 60
Z (™)

1. Logio of mole fractions of all species calculated to have mole fractions of at least 1014,
The vertical dotted lines indicate the location of the reaction chamber; the crucible
holding the diamond seed crystals is at Z = 40 cm. Solid squares, Cz Hg; open squares,
CHj; solid circles, H; open circles, CzHy; triangles, C2Hs; crosses, CzHz; inverted
triangles, CH,. CH4 and H3, with mole fractions of 0.7 and 0.3, respectively, are not
shown.

E—11*CH4 REACTION RATE, MOLECULES/CM3-5

60 70 80
Z (CM)

2. Molecules of CHy which reacted/cm?s as a function of Z. Solid squares, Reaction Aj:
CHy+ H — CHs + Hy. Open squares, Reaction A_3: CHy+ M — CHy+ H+ M. For
this analysis these reactions are considered only in the direction indicated by the arrows.



DIAGNOSTICS OF FILAMENT-ASSISTED
DIAMOND GROWTH CHEMISTRY

F.G. Celii,* P.E. Pehrsson and J.E. Butler
Chemistry Division, Naval Research Laboratory, Washington, D.C. 20375-5000

ABSTRACT

The use of in-situ optical diagnostics for probing the gas phase in the chemical vapor
deposition (CVD) of diamond is described. Radical species (H and CH;) as well as stable
molecules (CHz, C2H;, C;Hy) have been detected with these techniques. We summarize here
the results of resonance-enhanced multiphoton ionization (REMPI) studies and infrared diode
laser absorption measurements made under filament-assisted diamond CVD conditions. The
concentrations of two potential carbon-transport species, CH; and C;H3, both increased as
a function of the initial CH4/H: fraction (Fo), whereas the H atom concentration decreased
with increasing Fo. In conjunction with known diamond film growth results, we interpret
these observations as evidence for the surface role of atomic hydrogen in the diamond growth
mechanism.

INTRODUCTION

Diamond has outstanding material properties, such as extreme hardness and high thermal
conductivity.[1] The same properties make diamond exceedingly difficult to modify (e.g., by
machining or doping). Modification could in principle be more easily accomplished during
vapor phase deposition, so the prospect of CVD-synthesized diamond is of great practical
importance. Various diamond CVD techniques have already been demonstrated,(2] but
development of improved deposition methods will be hindered without an understanding of
the diamond formation mechanism. The fact that CVD diamond growth proceeds under
temperature and pressure conditions at which graphite is the stable carbon form indicates that
a delicate balance is needed for growth. Diamond deposition might be further manipulated
once the mechanisms leading to this balance are understood.

Much insightful work has led to an empirical understanding of the diamond growth
environment. Supersaturation of atomic hydrogen is crucial[3] for diamond deposition,
although it’s exact role in the growth process is not clear. The postulated carbon-transport
species have generally been hydrocarbon pyrolysis products, notably CHj,[3,4] CH and atomic
carbon.[5] Other proposed mechanisms[6-8] find low calculated activation barriers based on
CyH,[6), or CHZ /CH;([7] as the active growth species. Only recently have in-situ gas phase
measurements[9-11] been performed enabling testing of these hypotheses. We report here on
determinations of the filament-assisted diamond growth chemistry made through the use of
spectroscopic probes.

EXPERIMENTAL

The chamber used for both the deposition of diamond films and the infrared absorption
measurements was described previously.[9] Briefly, a tungsten filament was suspended 1.5 cm
above a substrate (e.g., Si wafers or Ni foil) and mounted in the center of a stainless steel
6-way cross. Typical growth conditions included a slow flow (100 sccm) of <1.0% CHy in H,
at 25 Torr total pressure, and a tungsten filament temperature (Tyir) of ~2000 C (measured
with a 2-color pyrometer). The substrate, heated by radiation and convection, was maintained
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in a temperature range necessary for diamond growth (~900 C).

Mirrors were mounted inside the chamber to provide a multi-pass geometry for the
infrared absorption measurements. The diode laser beam passed ~20 times through the
chamber, including a region located few mm above the substrate, before being focussed onto
an infrared detector. Molecular species within the pathlength resonantly absorb the tunable
IR light and are detected by the concommitant power loss at the detector. For the REMPI
experiments, a focussed dye laser beam (1-15 mJ/pulse, Av ~ 0.2 cm™?), made 1 or 2 passes
through the chamber. The substrate holder was biased (~150V) to provide efficient collection
of photoelectrons (generated by the MPI process) at a Pt probe wire inserted 2-4 mm above
the subtrate and 1-2 mm from the focal volume of the laser.[11]

RESULTS AND DISCUSSION

The films deposited in this chamber were analyzed with a variety of techniques which
definitively established diamond deposition: SEM micrographs showed facetted crystallites,
whether isolated or in polycrystalline films; Raman spectra exhibited an intense, sharp 1332
cm ™! band, with little evidence for graphitic or amorphous carbon; small-spot Auger electron
spectroscopy detected only carbon, with a lineshape similar to that of natural diamond; x-
ray diffraction spectra yielded a diamond lattice constant.[9} All spectroscopic investigations
were conducted under similar diamond growth conditions, although deposits were not always
analyzed.

With Fo= 0.5% and Tjsy= 2000 C, the following gas phase species concentrations
* present during diamond CVD were determined from infrared absorption measurements: CHy,
8 £ 3x10cm™3? (~50 mTorr @ 300 C); CHj, 2 @ 1.5x10'%; C;Hy, 6 & 2x10'%; and C;H,,
2+ 1x10*. No absorption lines due to CoHg or stable C3H, species were found. Experiments
to follow the concentration of these species as a function of various growth parameters are
currently in progress.

The IR observations can be qualitatively understood by consideration of the initial gas
mixture at elevated temperatures (1300<T<2500 C), where C;H; is the thermodynamically-
favored carbon-containing molecule. Various hydrocarbon fuels would be predicted to generate
similar species by this technique. Detection of transient species (i.e., Cz, CH and Cj), which
are predicted by the thermodynamic model to be present in detectable concentrations, was
attempted using laser-excited fluorescence (LEF), but only C; was tentatively identified. The
absence of ground state C, and CH in detectable concentration indicates that while these
species may be produced at the hot filament, they are consumed by reactions occuring at
lower temperature during transport to the surface. Both CH and C; have been detected from
their excited-state optical emission spectrum during plasma-assisted diamond growth, but
were not present in sufficient quantity to account for the observed rate of filament-assisted
diainond growth. The observed concentrations of CH,, CH;, C;H2 or C2H4 could account for
the diamond deposition rate.

Using in-situ mass spectrometric analysis, Harris, et ¢l[10] also observed significant
conversion of CHy to CyH, in a filament-assisted diamond CVD chamber. The radical
species concentrations predicted by their kinetic modeling study are in agreement with our
observations. It was concluded that the probable carbon-transport species in this system are
CHj;, C:H,, CH4 and C2H,, with preference given to CH; and C2H; based on reactivity.(10]

The 2+1 REMPI band at 333.5 nm[12] was employed for in-situ detection of CH;. The
spatial resolution of the REMPI detection provides relative concentration measurements in a
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volume directly above the growth surface. In Fig. 1, the CoH; concentration derived from
the IR absorption measurements is compared with the CH; REMPI signal. Note that for
Fo= 0.5% the average CH; concentration through the diode beam path is about 2 orders of
magnitude lower than that of C;H,. Both species concentrations increased for increased Fo,
with C;H; growing at perhaps a faster rate.

To monitor the concentration of atomic hydrogen, the REMPI technique was employed,
with specific detection provided by the 3+1 resonant transition at 364.7 nm.[13] An
interference effect was observed in the single pass (travelling wave-TW) geometry due to
the generation of third harmonic light, manifested by the absence of the resonant REMPI
feature at 364.68 nm. The resonant REMPI peak was obtained using standing-wave (SW)
excitation (a spherical mirror re-focussed the UV beam back along the optical axis). The
observations are consistent with theoretical predictions[14] and experimental verifications (in
rare gases)[15] of an interference effect between odd harmonics of the laser field (in this case,
the first and third harmonics, at 364.7 nm and 121.6 nm, respectively).

The hydrogen atom concentration can be monitored using the intensity of the resonant
REMPI signal from the SW excitation geometry. The Ty dependence of the 365.68 nm
feature for pure Hy (Fig. 2(a)) agrees with the thermodynamics for Hy dissociation. The
signal attenuation at Fo= 0.5% and 1.0% reflects a loss in H atom flux in a probed volume
located 8 mm from the filament, probably due to gas-phase reactions. The Fo=3% curve
(Fig. 2(d)) suggests a poisoning of the filament surface resulting in severely reduced H atom
concentration for T fi7 less than 2200 C. The poisoning, perhaps related to a tungsten carbide
phase, might be avoided with the use of alternate filament materials, such as rhenium.

For CH, in Ha, it has been shown that Fy<1% is necessary for growth of reasonable
purity diamond. The diminished H atom flux for Fo>>1% correlates with observations[16,17)
of increased deposition of graphitic and amorphous carbon under these conditions; however,
the measured concentration of CHy and C2Hz both increase with Fy, even for Fo>1% (Fig. 1).
We interpret these results as suggesting that the dominant role played by atomic hydrogen
in diamond CVD is surface-related (e.g., dangling surface bond termination, preparation of
active surface sites, and/or preferential etching of non-diamond forms of carbon), rather than
generation of gas-phase intermediates.

SUMMARY

Our present model of the filament-assisted gas phase environment, in concert with that
of Harris, et al.,[10] is one in which thermodynamically-favored species (e.g., C2Ha2, CH3)
are formed at high temperature near the filament, followed by depletion of the more reactive
species during transport to the diamond growth surface. The carbon-transport, or growth,
species for this system may be CHy, C;H4, CH; or CoHz, but CH and C; do not appear
to play a significant role in carbon deposition. Soine aspects of polycrystalline diamond film
growth correlate with hydrogen atom concentration, and we conclude that the interaction of
hydrogen atom with the growing diamond surface is important, while the role of H atoms in
gas phase chemistry appear to be less important.
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Ultrasensitive Absorption Spectroscopy
by Intracavity Laser Techniques

George H. Atkinson and James J. 0’Brien
Department of Chemistry and Optical Sciences Center
University of Arizona, Tucson, Arizona_85721

INTRODUCTION

Diagnostic techniques which can be used to monitor spectroscopically the
gas phase during the chemical vapor deposition (CVD) of material on a
substrate are of significant value both in the analysis of reaction mechanisms
and in the real time control of deposition conditions. The in situ detection
of gas phase intermediates during CVD is of special importance in obtaining a
realistic understanding of the mechanism(s) underlying the preparation of a
specific deposited material. These in situ diagnostic measurements also can
be utilized to optimized processing conditions.

Laser induced fluorescence (LIF) has often been used to monitor reaction
intermediates because of its high sensitivity for detecting gas phase
molecules. Many chemical conditions which facilitate CVD, however, are not
well suited for LIF spectroscopy due to highly reactive environments and
pressure conditions which quench emission yields or because of the large
amounts of background emission created by the dissociative processes, e.g.,
during plasma discharge. By contrast, absorption spectroscopy has long been
recognized as a widely applicable technique which can be readily utilized in
chemical, pressure, and radiation conditions not conducive to LIF detection.
The major limitation is sensitivity which in conventional absorption
spectroscopy has prevented its application to monitoring low concentrations of
molecules and radical concentrations.

Recently, the limited detection sensitivity of absorption spectroscopy
has been addressed through the development of intracavity laser spectroscopy
(ILS) [1,2]. 1ILS techniques have been used in a variety of instrumental
configurations to demonstrate enhanced detection sensitivities for absorption
measurements of many orders of magnitude relative to conventional absorption
spectroscopy [1,2]. The enhanced sensitivity derives from the competition
between the gain in the laser medium and the wavelength-dependent losses
within the laser resonator. By placing the species of interest imside the
optical resonator cavity of a longitudinally multimode laser, the absorption
spectrum of the intracavity atomic or molecular species 1s superimposed on the
wavelength-dispersed spectrum of the laser output.

EXPERIMENTAL

The ILS laser system is shown schematically in Figure 1. A modified dye
laser (Coherent 590) is pumped by an argon ion laser (Coherent I-53-8 or
Coherent 1-53-18). The pumping radiation is attenuated as a function of time
(33 Hz) by passing it through an acousto-optic modulator (AOM1). AOMl diverts
enough pump power to prevent the dye laser from reaching threshold conditions.
When AOM1 is switched off, the pump laser brings the dye laser rapidly above
threshold (~0.15 pus). The dye laser output passes through a second acousto-
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optic modulator (AOM2) which deflects part of the dye laser output to the
spectrometer. The wavelength-dispersed radiation exiting the spectrometer is
focused onto the face of an intensified vidicon camera. Such multichannel
detection makes it feasible to monitor substantial portions of the rovibronic
absorption spectrum of the intracavity species in real time.

The period of time during which the dye laser operates above threshold
and AOM2 remains open determines the generation time, t;, of the ILS laser
system [3]. It has been shown that the intracavity absorption obeys a Beer-
Lambert relationship with the equivalent pathlength of absorption, L., given
by L, = R.t,.c where R is the ratio of the pathlength of the laser through
the intracavity absorber to the length of the laser resonator cavity and c is
the velocity of light. For the results presented here, L., was in the range
of 3 - 50 km.

The wavelength of the ILS dye laser is controlled by angle tuning an
intracavity pellicle. The spectral bandwidth of the dye laser is 0.8 nm (22
cm™!) and the overall spectral resolution of the detection system is about
95000 (0.18 cm}). The spectra presented here are a composite of a number of
individual spectra obtained from overlapping wavelength regions.

Contained within the 1 m long cavity of the dye laser is the sample
cell., It is equipped with 0.5 inch thick, fused-silica windows positioned at
Brewster's angle. During the CVD process, these windows are continuously
flushed with hydrogen or argon to prevent contamination by any particulate
products of the decomposition which would render the cell windows opaque to
the transmission of the laser radiation. The sample cell is modular in design
consisting of sections of quartz tubing joined together using stainless steel
fittings (Cajon Ultra-Torr). Decomposition of the source material in the
intracavity cell is accomplished by (1) a microwave discharge in an Everson-
Broida cavity operated at ~100 W and in a geometry concentric with the laser
axis or (2) pyrolysis in an 1500 W tube furnace surrounding the central 6"
section of the cell. The various gases used are introduced into the cell by
stainless steel handling systems which include flowmeters and mass flow
controllers.

In order to examine resulting deposited films, 1/4" x 1/2" sections of
oxidized (~1 um thick) silicon wafer are placed inside the decomposition zone
of the intracavity CVD cell. The surface composition of the films prepared by
the CVD processes are examined by XPS analysis.

RESULTS AND DISCUSSION

Ve have previously reported the ILS detection of silylene (SiH,) in the
microwave discharge decomposition of silane in argon [4,5] Electronically
excited argon and H, species are observed also under some of these condltlons, N
Different concentrations of SiH, are observed by ILS in the microwave
discharge decomposition of phenylsilane, ethylsilane and ethyltrichlorosilane
under similar experimental conditions. Since several studies [6] have

indicated that SiH, is a dominant precursor to Si and «-Si-H deposition, its hY
detection is of special importance in examining source materials for the
preparation of silicon. \
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Figure 2 shows a section of the ILS spectrum observed during the
pyrolysis of silane at 750 °C and with a total pressure of 6.2 Torr in a 1:1
mix with H,. The wavelength region is within the (0,3,0)-(0,0,0) vibronic
band in the A+X transition of SiH,. Almost all the absorption features in
this spectrum are due to known transitions of SiH,. Spectra in this
wavelength region also have been obtained during the pyrolysis of a number of
organosilanes. Different relative intensities of SiH, absorption transitions
are observed under similar pyrolysis conditions. For example, more intense
SiH, absorptions can be observed in the pyrolysis of ethylsilane than in the
pyrolysis of silane.

A primary obstacle to the use of organosilanes for the CVD of silicon is
the seemingly inevitable incorporation of carbon in the resulting silicon
films. It is thought that carbon deposition under these conditions occurs via
a polymeric process [7]. As a consequence, the radical C; is a possible gas
phase precursor to carbon incorporation in the films. Figure 3 shows a
section of the ILS spectrum obtained of the microwave discharge decomposition
of 0.1 Torr of acetylene in 0.8 Torr of argon in the region of the 0-1 band
head of the €, Swan system [8].

Both the SiH, and C, ILS absorption spectra are recorded under real
time, in situ CVD conditions which produce deposited films. 1In the case of
pyrolysis of silane (Figure 2), XPS analysis of the deposited material show
that it is essentially pure crystalline silicon. The XPS analysis of the
films produced during the plasma discharge of acetylene demonstrate a pure
carbon composition. The short (1-5 sec) accumulation times for these ILS data
facilitate the control and optimization of CVD conditions through diagnostic
measurements of gas phase species.

Stable molecules also can be monitored directly by ILS through either
allowed (e.g., visible electronic transitions of NO, [9,10}) or forbidden
absorptions (e.g., vibrational overtone transitions in the ground electronic
state of CH, [11,12]). Although the latter overtone transitions are of
particular interest in astronomical spectroscopy [13], they also may be used
in absorption diagnostics via ILS. Figure 4 presents the overtone absorption
spectrum of CH, recorded by ILS near 682 nm for a room temperature sample
(610 Torr). The absorption strength of this line has been measured by ILS
{11,12] as have collisional broadening parameters (12].

The diagnostic capabilities of ILS in CVD have one additional
experimental characteristic which can be of significant practical advantage.
Since the spectral information is contained on the laser beam which exits the
dye laser cavity, the ILS data can be transmitted over optical fibers. It has
recently been demonstrated that absorption data recorded by ILS can transverse
an optical fiber without significant distortion [14].
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DIAGNOSTICS AND MODELING OF PLASMA PROCESSES

Richard A. Gottscho
AT&T Bell Laboratories, Murray Hill, NJ 07974

INTRODUCTION

The full exploitation of rf and dc glow discharges for microelectronic and photonic device
fabrication, coherent and incoherent light sources, and high voltage switching will only be
realized when we have reliable numerical models with which processes can be simulated. It is
perhaps ironic that we can simulate device operation! in great detail but must resort to trial
and error development for device fabrication. This dichotomy is more remarkable when one
realizes that the physics of semiconductor devices and plasma reactors are identical.
Chemistry complicates the modeling of plasma reactors.

This talk will focus on recent fluid models of discharge physics and in sim, non-intrusive
diagnostic experiments designed to test these models.2"8 Specific examples related to diamond
film growth and hydrogen-containing plasmas will be highlighted as appropriate. Emphasis
will be placed on experimental and theoretical results for electric fields, ion densities, reactive
atomic concentrations, and degrees of dissociation.

ELECTRIC FIELDS

Consider sheath electric fields. Understanding the magnitudes and shapes of sheath fields
constitutes the most basic understanding of a discharge. The local sheath field depends on not
only the applied field but also the space charge distribution. In one dimension, Poisson’s
equation is solved to obtain the local field:

JE e

a—x = E’;(np =N —ny) 9))

where np, ne, and n, are the positive ion, electron, and negative ion densities, respectively,
and E is the electric field. Electric fields can be measured non-intrusively and with high
spatial and temporal resolution by exploiting molecular and/or atomic Stark effects.6:%-12
Positive ijon densities in Eq. 1 can be measured by laser-induced fluorescence

spcctroscopy.”‘ls Negative ions can be probed using -photodetachment spectroscopy.7'8'16
Combined, this set of measurements provides stringent tests for theory.

LOCAL FIELD AND BEAM ELECTRON MODELS

The simplest fluid theories entail the solution of Poisson’s equation above coupled with
equations of continuity for ion and electron densities:

on omw) , .
a T x @
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where i denotes p, e, or n, u is the average (fluid) velocity, F is the rate of formation, L is the
rate of loss. When the local field approximation is valid, i.e. the collisional mean free paths
are much smaller than the distances over which electric fields and densities change
significantly, the source and loss terms in Eq. (2) can be expressed as functions of just E/N.
Following this approach, Boeuf? recently calculated sheath fields and charge densities in rf
discharges through He and obtained good qualitative agreement with measurements of sheath
electric fields in both low and high frequency discharges containing BCly.5

Although the local field approximation works reasonably well for electric fields and current-
voltage characteristics, it fails miserably for the calculation of ionization and excitation rates.
In the sheaths, the electric field varies so rapidly in both space (and time for rf discharges)
that the electron energy distribution and electron-impact collision rates are not unique
functions of the local value of E/N. To deal with this problem, Graves et al. and Sawin et al.
have expressed the jonization rate coefficient as a function of the average electron energy,
which is determined by solving the electron energy conservation equation simultaneously with
the continuity and Poisson equations.>> In this fashion, excellent agreement was obtained
between calculated and measured space-time dependent optical emission intensities in high
frequency discharge.5'17

An alternative approach to using an electron energy balance equation is to use electron beam
models.'®-2° Electrons created by secondary emission processes at the cathode are considered
as a separate group from bulk electrons. Continuity and energy balance equations for these
ballistic or beam electrons are solved along with Poisson’s equation and continuity equations
for bulk electrons and ions. Results from such beam models show good agreement with
experiment, 0

MULTI-DIMENSIONAL EFFECTS

Up until now, the modeling of dc and rf discharges has been mostly limited to one-
dimensional systems. Although most parallel-plate reactors can be operated in quasi-one-
dimensional regimes and careful experimental design can ensure one-dimensional
measurements, most plasma processes do not utilize well-confined discharges. Thus, multi-
dimensional effects are important. Recent work at low frequency shows that the electron-
beamn model is a useful framework within which the ion transport and electric field profiles of
asymmetrical parallel-plate discharges can be understood.?! For example, radial ion density
profiles are non-uniform in asymmetrical discharges because the electron beam responsible for
ionization has smaller cross sectional area when the small electrode is the momentary cathode
than when the large electrode is the momentary cathode. Because the electron beam is
created mostly by ion-impact collisions with the electrodes, the non-uniformity is reinforced
on every half-cycle. These effects lead directly to non-uniform thin film etching and
deposition rates. Although beam models qualitatively explain a variety of ion density and
electric field measurements in these asymmetrical discharges, it remains to model these data
self-consistently and quantitatively.

REACTIVE SPECIES
Another area for model improvement involves the prediction of reactive species densities.
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Although there are numerous models for predicting these quantities, they generally lack self-
consistency. The models have either been semi-empirical or have made assumptions about
the electric field profile. The simplest chemical discharges to model are those through
diatomic gases such as N, or Hj. Using 2 photon laser-induced fluorescence, the
concentrations of reactive atoms such as N and H can be measured and compared to the

results of fluid simulations.

15,22-04 Using spontaneous Raman spectroscopy, it should be

possible to calibrate these measurements and also determine the degree of dissociation.”

SUMMARY

The use of reliable discharge models for predicting sheath electric field profiles, ion and
electron currents, reactive species concentrations, and degrees of dissociation will alleviate the
tortuous nature of trial-and-error process development. The optimal process parameter space
can be derived more rapidly, key parameters for improved process control can be more readily
identified, and data from process monitors can be more easily interpreted and exploited in a
feedback comrol system.
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CARS DIAGNOSTICS IN REACTING MIXTURES

James J. Valentini

Department of Chemistry
University of California
Irvine, CA 92717

INTRODUCTION

Coherent anti-Stokes Raman scattering (CARS) is a coherent optical variant of the
inelastic light scattering process known as the Raman effect. CARS spectroscopy
possesses the universality of Raman spectroscopy but with greatly enhanced
sensitivity. It is insensitive to background luminescence, can be configured to allow
remote measurements, has excellent temporal and spatial resolution, and can provide
detailed information on both the chemical composition and physical state of gas,
liquid, and solid samples. Because of these desirable attributes CARS has become an
important optical diagnostic method, in particular for characterizing combustion
media, plasmas, and chemically reacting mixtures. This article provides a brief
introduction and overview of such applications of CARS, with a particular emphasis
on the last of these.

PHENOMENOLOGY

CARS is non-linear optical process, a four-wave mixing process, in which optical
radiation at three incident frequencies, w1, wp, w3, interacts with a sample to generate
optical radiation at a fourth frequency, wg:

g = 1 - W2 + W3 oY)

It is not necessary to have three distinct incident frequencies, and in fact CARS is most
generally carried out with @ = w3. It is conventional then to describe w as the "pump”
or "laser” frequency, and designate it wr, and to call wy the Stokes frequency, and write
it as ws, so that Eq. 1 becomes

WAS = 0L - 05 + WL =20L - 65, 2)

with wg replaced by was, the so-called anti-Stokes frequency. Both wL and ws are
provided by high intensity laser beams, and the signal at was is laser-like also, in that it
too is coherent. The four-wave mixing process of CARS generates a signal at was
under all conditions for all media. However, the magnitude of the signal is greatly
enhanced when the frequency difference wr - ws is resonant with the frequency, wr, of
a Raman-allowed transition in the sample in which the four-wave mixing is taking
place,
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s = WL, - OR, 3)

for which

MAS = WL + OR- )

Although the Raman transition may be between different electronic states of a
molecule or atom, it is most commonly a transition between different vibrational or
rotational states of a molecule.

An energy level schematic for CARS illustrating the relation between wL, ws, and
0AS is shown in Fig. 1. The molecular rovibrational states connected by the Raman
transition are labeled r and g. The states labeled o and p are the lowest excited
electronic states of the molecule, and those labeled v are virtual electronic states. Since
only the frequency difference @y - wg matters, the frequencies can be chosen arbitrarily,
and only one of these frequencies need be tunable. To take advantage of efficient fixed-
frequency and tunable pulsed lasers these frequencies are usually chosen to be in the
visible region of the spectrum. A very common choice is a Nd:YAG/dye laser system,
in which the second harmonic of the Nd:YAG laser at 532 nm serves both as o and as
the pump source for the dye laser, which generates ws.

Figure 2 shows a block diagram of the essential elements of a CARS spectroscopy
apparatus. Note that the 0, and wg beams are crossed at some angle 0, and that the
angle between the o1, and wag beams is ¢. The angle 8 is chosen to satisfy the phase-
matching requirement,

ki + ki = ks + kas, )

where kg is the wave-vector for the optical beam at frequency a. The magnitude of the
wave-vector is given by

ko = g Na/c, )

with ng the index of refraction at frequency a. For gases at pressures less than about 1
atmosphere, the medium is essentially dispersionless, that is ngq = 1 for all o.. For such
dispersionless media 8 = ¢ = 0 and all the beams are collinear.

APPLICATIONS

As a light scattering technique CARS has very high intrinsic temporal resolution,
determined solely by the temporal widths of the laser pulses used to generate the
signal. This makes CARS a very attractive technique for the investigation of rapidly
time-varying phenomena, such as chemical reactions and photochemistry. This has
been the principal application of CARS in our laboratory. The high temporal
resolution is complemented by the universality of Raman scattering, making CARS
suitable for monitoring chemical species not easily detected by other spectroscopic
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techniques. Figure 3 shows an example of such an application. This is the vibrational
Q-branch spectrum of O (3Zg) formed in the photolysis of ozone. The spectrum is
recorded 2 nanoseconds after photolysis, and characterizes the nascent rotational and
vibrational distribution of this Oy photofragment, without any collisional relaxation.
The peaks at 1550 - 1560 cm? are due to the 300K thermal distribution of Oz impurity
in the O3 sample. Note that the photofragments are produced in high rotational and
vibrational states that are not appreciably populated under 300K thermal equilibrium
conditions. Figure 4 shows portions of a Q-branch CARS spectrum of Hp formed in the
H + Hl reaction. The H atoms were generated by pulsed-laser photolysis of HI, and the
H; detected only 3.5 ns later, a time delay which allowed at most one H atom collision.
Very high rotational and vibrational states are observed, with internal energies as great
as 17,750 em-1, equivalent to kT at 25,000 K. The spectrum indicates a population
inversion between v =1 and v =0.

Transient species can also be detected under the non-thermal-equilibrium
conditions of an electric discharge. Figure 5 shows a CARS spectrum taken in a pure
oxygen microwave discharge. Q-branch and O-branch transitions of the ground and
first excited vibrational states of 02(32g), which is the ground electronic state, are
evident. Also in the spectrum are transitions due to Oz(1Ag), the first excited electronic
state of molecular oxygen. Under the conditions of the discharge only a few percent of
the 5-Torr sample is in the 1A state.

Figures 6 and 7 exemplify further the generality of CARS, showing detection of two
important radical species, OH and CH3. The former was produced by laser photolysis
of hydrogen peroxide, the latter by laser photolysis of methyl iodide. In each case the
sample pressure was a few hundred millitorr, at which a spectrum with very good
signal-to-noise ratio could be obtained in a scan of a few minutes duration.
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Figure 1. Energy level schematic for CARS.
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Figure 3. Vibrational Q-branch CARS spectrum of 0»(zy) photofragment from the
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Figure 5. CARS spectrum of an O microwave discharge.



—T— e

INTENSITY

Figure 6. Vibrational Q-branch CARS spectrum of the CHj vy vibration at 3000 cem-l,

RAMAN SHIFT

The methyl radicals were formed by photolysis of methy! iodide.

T

T T

A

T

3 -

& -

—

=

2 2 -

)

a4

< -

P

-

P4

uJd

=

= L
0
3490

Figure 7. Vibrational Q-branch CARS spectrum of OH radicals from the photolysis of

hydrogen peroxide.

3510

w

L]

3530
SHIFT (em™!)

499

3550

3570



LOW PRESSURE PLASMA DIAGNOSTICS BY CARS AND OTHER TECHNIQUES

Nobuhiro Hata

Materials Science Division
Electrotechnical Laboratory
1-1-4 Umezono, Tsukuba-shi, Ibaraki 305, JAPAN

ABSTRACT

Within the past several years, intensive research activities relating amorphous-
silicon technology have stimulated plasma-chemical-vapor-deposition (plasma-CVvD)
diagnostics by laser-spectroscopic techniques. Among them, coherent anti-Stokes
Raman spectroscopy (CARS) has attracted much attention because of its great success
in combustion diagnostics, and has been employed for low-pressure-plasma studies.
Gas-phase species such as SiHy, Hp, SioHg, SiHp, and GeH4 have been detected,
time dependences of their concentration and spatial profiles of their concentration and
rotational temperature have been determined, and the gas-phase mechanisms have
been discussed. This talk will employ those results as examples, and discuss (1) the
potential of CARS for gas-phase analysis in CVD (including (i) what species are
monitored, (ii) what information is obtained, and (iii) what are the advantages and
limitations), and (2) some other diagnostic techniques that provide additional
information for better understandings of CVD mechanisms.

INTRODUCTION

Diamond synthesis from the gas phase has attracted much attention in science
and applications (1-7). There are a lot of techniques to produce carbon thin films, and
they are divided into chemical vapor deposition (CVD), and physical vapor deposition
(PVD). In CVD methods, source gas molecules containing carbon atoms are activated
thermally, optically, or by electron collision, and molecular fragments are created. They
then diffuse in the gas phase to the substrate surface to feed the surface processes that
grow carbon thin films. In PVD methods, particles that contain carbon atoms are fed to
the surface. Sputtering and ion-beam deposition are classified in this category.

There are a lot of applications of carbon thin films. Among them, one of the most
attractive ones is the micro-electronic applications. Diamond has a high resistivity,
thermal conductivity, transparency, and wide band-gap width. It shows semiconducting
characteristics when some impurities are doped. These features suggest that thin film
diamond will possibly be used as an important material for insulator of field-effect
devices, photoconductors, high-temperature devices, short-wavelength light-emitting
devices, and radiation resistive devices. In order to realize those electronic
applications, development of low-temperature tabrication technology with less damage
to thﬁ substrate and high controllability of structure and characteristics is required very
much.

Thin film carbon has a lot of structural types such as diamond, diamond-like

carbon, i-carbon, amorphous carbon, and graphite. Relationships between the film
structure and the fabrication methods as well as the operating conditions are partly
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known empirically. Understanding of the gas-phase and surface mechanisms that
govern those relationships will lead to superior fabrication technology with high
controllability. And the first step to such understanding is the observation of the gas
phase and surface.

Within the past several years, amorphous silicon related materials have been
investigated intensively because of their potential for applications. At present, they are
mostly fabricated by plasma-chemical-vapor deposition (plasma-CVD), and their
properties are sensitive to the plasma operating conditions. Therefore, the research
activities relating the amorphous-silicon technology have stimulated plasma-CVD
diagnostics, especially those by laser spectroscopic techniques. Gas-phase process
diagnostics by laser spectroscopy have several advantages and enable non-intrusive
in-situ observation.

Among them, coherent anti-Stokes Raman spectroscopy (CARS) has attracted
much attention because of its great success in combustion diagnostics (8), and has
been employed for low-pressure-plasma studies (9). Gas-phase species such as SiHy,

Ho, SigHg, SiHp, and GeHy have been detected, time dependences of their

concentration and spatial profiles of their concentration and rotational temperature have
been determined, and the gas-phase mechanisms have been discussed (9-14).

In addition to CARS, laser induced fluorescence (LIF) was employed, and gas-
phase species such as Si and Ge were measured. Optical emission spectroscopy,
which is, in fact, not a laser spectroscopy, was also employed, and Si, SiH, Ha, H, and
Ge in their electronically ground states were measured. It has been demonstrated that
all those techniques provide information about different sets of species to one another,
and therefore, more information is obtained by combining several techniques (13,14).

Low-temperature CVD processes such as plasma-CVD for amorphous-silicon-
related materials are preferred for micro-electronic applications to PVD and thermal-
CVD processes because of their film growth at lower temperature with less damages to
the substrate. Although the crystalline size is different from that of thin film diamond,

microcrystalline silicon (uc-Si) film is more like to it than amorphous silicon (a-Si) film.

The deposition conditions for pc-Si is higher in excitation power and hydrogen dilution
than those for a-Si. This tendency is almost the same to the deposition conditions for
thin film diamond compared with those for carbon filis of other structures. Another
similarities are their low growth rates, which sometimes are serious problems for
applications.

Once the gas-phase profiles of specie concentration and temperature were
measured and understood, the efforts of the process-diagnostic research have come to
be directed to some key issues in the deposition processes. They are: (1) the effects of
ion bombardment to the surface (15), (2) the roles of hydrogen in the gas-phase and at
the surface, (3) the dominant species that contribute to the deposition, and (4) the role of
O and N atoms to the growth rate (5). Recently, methyl radical CHz, which was long
considered as the dominant specie, was experimentally detected by infrared diode laser
spectroscopy (16). And atomic hydrogen was detected by laser ionization technique
(17). Those are the typical examples of the recent trend in process diagnostic research.



This talk includes (1) our experimental setup for gas-phase process diagnostics,
(2) a review of the important results in the diagnostics of plasma-CVD for amorphous-
silicon-related materials, (3) potential of the techniques for gas-phase analysis in
diamond CVD, and (4) another technique to reveal the key mechanisms.

EXPERIMENTAL
Light Sources

Gas pressure in plasma CVD is much lower than the atmospheric pressure, and
therefore, high power is required for the CARS light sources. Furthermore, tunable
uitraviolet light is necessary for LIF of Si and Ge, and it has to be generated by
frequency mixing laser lights. Those are the requirements for a high power laser as the
light source. In the experiment, Q-switched Nd:YAG laser (Quanta-Ray, Model DCR-2A)
system with an amplifier and an second harmonics generator was used to produce 532
nm second harmonics with 2 ns pulse width and 350 mJ pulse energy, as well as the
fundamental 1064 nm laser light. Some part of the 532 nm laser light was used to pump
the pulsed dye laser (Quanta-Ray, Model PDL-1) with an amplifier and a wavelength
control interface (Quanta-Ray, Model MCI-1). To obtain tunable ultraviolet light for LIF
measurements, the dye laser light was frequency doubled and mixed with the
fundamental 1064 nm light from the Nd:YAG laser by-using the wavelength extender
(Quanta-Ray, Model WEX-1). Another dye laser (Quanta-Ray, Model PDL-2) was used
to obtain tunable visible light. '

All those laser systems were set on a long optical bench, and mirrors and beam
splitters were arranged so as to generate laser lights necessary to CARS, LIF and
another technique. For CARS, 545-630 nm dye laser light and 532 nm Nd:YAG laser
second harmonics were collinearly collimated using a dichroic mirror and then
introduced into the plasma-CVD chamber through a focusing lens. And for LIF, 245-280
nm tunable ultraviolet light was generated and introduced into the chamber through
quartz optics.

Plasma-CVD Chamber

A specially designed capacitively-coupled diode-type radio-frequency (13.56
MHz) plasma-CVD chamber equipped with three optical window ports was used. The
diameters of cathode and anode were 90 and 110 mm, respectively, and their
separation was 30-40 mm (variable). The chamber wall was 250 mm apart from the
center, and the optical ports were 100 mm long and had quartz windows of 100 mm in
diameter at the ends. The chamber was pre-evacuated to 10-% Pa by a 6-inch oil-
diffusion pump, and then the valve was closed, the reactant gas was introduced, and
was pumped out with a root pump to keep the pressure typically at 10-100 Pa.

Detection Optics
Detection optics for CARS were designed to separate CARS signal light from

Iqser lights, pla§ma emission, and ambient lights. Mixed beams of lasers and CARS
signal were collimated using a lens, and laser lights were separated away using two
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dichroic filters, and 1-m double monochromator (Jobin Yvon, Model U1000). Non-
resonant CARS signal was rejected using an analyzer, while polarizers were placed in
the light source optics to constitute the polarization CARS configuration (18). The CARS
signal was detected by an intensified photo-diode array detector (Princeton Applied
Research, Model 1420).

Detection optics for LIF and OES were designed to collect the emitted light from
gas-phase species. Tow quartz lenses of 350 mm focal length and 60 mm diameter
were used to collect the light and introduce it into the entrance slit of 32 cm grating
monochromator (Jobin Yvon, Model HR320). The signal light was detected by a
photomultiplier (HAMAMATSU, Model R292).

Control and Data Acquisition

The Nd:YAG laser was operated at 10 shots per second, and the CARS signal
was accumulated at each dye laser wavelength for 10-100 laser shots, and then the dye
laser wavelength was changed. Plasma conditions were set manually, and the
measuring point was changed by moving the plasma-CVD chamber. The LIF signal
from the photomultiplier was accumulated in a boxcar integrator (Princeton Applied
Research, Model 4420) with the laser shots as the trigger pulses, and the noises that did
not coincide with the laser shots were removed.

PLASMA-CVD FOR AMORPHOUS SILICON RELATED MATERIALS
Temperature Profile

Silane (SiH4) molecule is abundant in the gas phase of most of the plasma-CVD

for amorphous-silicon-related materials. Therefore, temperature determination from
SiH4 CARS signal was performed. A simple equation for SiH4 CARS spectrum:

(zg,expl-hcBJ(J+1)KTlexp{-[dv-vo-ABcJ(J+1)R/(av)3})2 (1

was assumed and the spectral shapes for different values of rotational temperature T
were calculated (12). Then the measured CARS spectra were compared with those
calculated curves to find the best fitted one, from which the values of rotational
temperature were obtained. From the result, the effects of the substrate heating and
radio-frequency discharge to the gas-phase temperature were discussed.

Hydrogen (Hp) molecule is abundant in the gas phase not only of the plasma-

. CVD for amorphous-silicon-related materials but also many other CVD processes. ltis

known in diamond CVD that heavily diluting the source gas molecule with hydrogen is
very important for obtaining diamond structure. Both the ro-vibrational and pure
rotational CARS spectra of Hy show a series of peaks that corresponds to a series of the

rotational quantum states (19-21). That is due to the large values of the rotational
constants of Ho molecule consisting of light H atoms. From the ratio of the CARS signal
peak intensities, distribution within those rotationg) states, and therefore, the rotational
temperature is obtained. The pure rotational CARS signal is about 100 X stronger in
intensity than the ro-vibrational signal, and suited for low-pressure plasma-CVD
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diagnostics. The relative peak intensities are given by the square of the non-linear
electric susceptibility x{3)(J,J+2), which is written as (20),

xBHJ 342 - NU+HH2IXU, TIX(3+2, T/ Q(TH24+3) , 2)
X(J,T) = g expl-EW)KT] , (3)
Q(T) = g (2J+1)expl-E(J.v)AKT] , (4)
EQ.v) = Ey0+ByJ(J+1 HDyJ2(J+1)2+HW3(J+1)3 . (5)

By measuring the hydrogen CARS spectra from one point to another, the
temperature profile in the gas phase was determined (20). From the results, it was
concluded that the gas-phase temperature is mostly determined by the substrate and
chamber-wall temperatures and is little affected by the other plasma operating
conditions within the range used for amorphous-silicon deposition. That is consistent
with the fact that the gas-phase temperature relaxation time determined by the ratio of
the heat capacity to thermal conductivity is much shorter than the gas residence time in
the chamber. And the gas-phase temperature in the vicinity of the film-growing surface
agreed with the surface temperature measured with a thermocouple.

Concentration Profile

The concentration of molecule is determined from the CARS signal intensity by
using the quadratic dependence of the CARS signal intensity Icars to the concentration
[M] of the resonant molecule M:

lcans - X912 - MP . (6)

By measuring the CARS signal from one point to another, the concentration
profile is obtained. The absolute value of the molecular concentration is determined by
using the gas of known concentration for calibration. OES signal also represents the
relative concentration of the species that emit the photons when the emission efficiency
is constant and the absorption of the emitted photons by other species is neglected. In
addition to the necessary conditions for OES signal to be a measure of specie
concentration, if the excitation light is not attenuated much along its path, the LIF signal
is a measure of the specie concentration.

The concentration profiles of SiHg, Si, and Si° were measured between the
cathode and anode along the central axis, and much different profiles were obtained
among those species. Si concentration had a two distinct peaks at about 10 mm from
the cathode and anode, while SiHgq concentration changed more gradually and was
almost constant in the discharge volume except the sheath regions (14). The result was
interpreted that a lot of Si atoms are created by electron collision in the regions where
electron energy is high. The highly énergetic electrons are created by the acceleration
of secondary emitted electrons from the electrodes by the sheath electric fields. SiHy
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molecule, on the other hand, is dissociated or excited even by electrons with lower
kinetic energy, thus more gradual change in the discharge region is realized.

The concentration profiles of SiH4 and GeHy in a plane parallel to the electrode
surface were also measured, and gradual concentration changes of the both molecules
toward the radial direction were observed (13). The result was interpreted in terms of
dissociation and excitation of the source gas molecules supplied from outside of the
discharge by molecular diffusion.

Transient Behavior

Concentrations of SiH4 and SipHg were measured as functions of time after the
discharges were switched on in a closed discharge chamber (11). The concentrations
of source gas molecules decreased exponentially with time, and the decay time
constants were obtained from the slope of the concentration plotted semi-logarithmically
against ime. From the time constants, the average loss rates were calculated and their
dependences on the gas pressure and discharge power were studied. In SipHg
discharges, SiH4 molecule was observed, and the time dependence of its concentration
was studied. The result was interpreted in terms of the average creation rate, and
compared with the average loss rate to discuss the formation mechanism of SiHg in
SipHg discharges.

Effect of Hydrogen Dilution

Effect of Hydrogen dilution on the OES and LIF signals of Si*, Ge", Si, and Ge
was studied (13). Emission signal from Ge" from GeHy discharge decreased very much
with dilution of the source gas GeHy with Hp, while emission signal from Si” did not
change very much with Hp dilution. Si and Ge atoms in their electronically ground
states measured by LIF changed like their emissive species with Hp dilution. The
results were interpreted in terms of the gas-phase mechanisms with Hp dilution.

DIAMOND CVD

As the first step for process diagnostics, measurements of temperature and
specie concentration profiles will provide much information. The laser spectroscopic
process-diagnostic techniques demonstrated in plasma CVD for amorphous-silicon-
related materials are applicable to other CVD systems if some suitable optical windows
are equipped. The arguments are what species are detected, what the detection limit is,
and what information is obtained. The situation seems better for CARS measurements
in diamond CVD processes, since the gas pressure is usually higher than that in
plasma-CVD for amorphous-silicon-related materials. Hydrogen (H,), methane (CHy),
and some other carbon-containing molecules will be detected by CARS, and their
concentration profiles will be measured. Temperature measurement by pure-rotational
CARS signal of Hy will also be practical, and temperature profile will be obtained. As in
the case of plasma CVD for amorphous-silicon-related materials, species detected by
LIF will be limited to some molecular fragments, but LIF will still add information to
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CARS data. Thus the first step of the diamond-CVD diagnostics will be fulfilled with the
techniques used in the plasma-CVD diagnostics.

ANOTHER TECHNIQUE

What should be carried out at the next stage is to focus on the key issues: (1) the
role of hydrogen, (2) the dominant species contributing to the fim growth, (3) the effects
of ion bombardment, and (4) the effects of O and N. For that purpose the detection of
hydrogen atom by resonance-enhanced multiphoton laser-induced-fluorescence
experiment was planned and is now in progress. That method is similar to the
resonance-enhanced multiphoton ionization technique (17) but promises the detection
of H even in the plasma CVD environment.

SUMMARY

Laser-spectroscopic gas-phase process diagnostic techniques such as CARS
and LIF have been demonstrated in the plasma CVD for amorphous-silicon-related
materials. Gas-phase profiles of specie concentration as well as temperature were
measured in-situ non-intrusively, and the results were interpreted in terms of gas-phase
kinetics. Those techniques will be applicable to other CVD processes, especially those
for diamond thin films.

Process diagnostics have come to the stage where the direct observations of the
key issues in the processes are strongly emphasized. Understanding of the key
mechanisms that determine the growth rate, structure, and properties of thin fims is very
important. The processes occurring at the film growing surface were mentioned little in
this talk, but it plays the other important part in the mechanisms, and should be studied
extensively.
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CARS DETECTION OF GASEOUS SPECIES FOR
DIAMOND DEPOSITION PROCESS
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ABSTRACT

In order to understand the complicated chemical and physical processes that occur during the deposi-
tion of hard face coatings such as diamond, diagnostics that are remote, nonintrusive and sensitive to poten-
tial chemical species are necessary. One particularly promising approach is coherent anti-Stokes Raman
spectroscopy (CARS) useful for measurements of temperature and species concentrations. Results to be
described will include CARS measurements on a PACVD reactor used for depositing high quality diamond
films. A mixture of acetylene (C;H,) and Argon, tested over a range of total pressures down to 0.1 Torr, was
used to calibrate the CARS system. With the existing CARS system, detectivity of C;H; to 5 mtorr was
demonstrated. This paper describes details of the scanned narrowband colinear CARS system and examples
of CARS spectra obtained for CH, and C;H; species under rf PACVD diamond deposition conditions and
also using an alternate filament—assisted technique.

INTRODUCTION

Nonequilibrium reactive plasmas are recogniced as a novel approach for a wide variety of material
coating applications (1). This type of plasma provides a unique environment wherein deposition of thin, hard
face, conformal coatings can occur at much lower temperatures (critical for inhibiting stresses) and within
more complex chemical environments than are possible by conventional vapor deposition techniques. A need
exists for in—situ nonintrusive techniques for diagnosing and controlling PACVD systems used for thin coating
deposition (2). If improvements can be made in durable hard face coatings, increased utilization of light-
weight materials under advanced development may follow. A complete understanding of the process requires
information on a large number of physical and chemical processes involving gas phase and gas-surface inter-
actions and the associated synergistic effects. Knowledge of plasma species concentrations and “temperature”
is required for correlation with the corresponding physical and chemical properties of the coatings.

Emission spectroscopy is often used for the measurement of atomic and molecular species, but the
emission from excited atomic levels is often much larger than for excited molecular levels, thus the atornic
species dominate the spectra and molecular signatures are difficult to extract. Species concentration is diffi-
cult to infer from plasma emission spectra because they involve excited electronic levels that are not generally
in thermodynamic equilibrium with the ground state. An alternative diagnostic technique, sensitive to the
molecular ground state, is Coherent Anti-Stokes Raman Spectroscopy (CARS), a nonlinear optical technique
useful for measuring the concentration and “temperature” of molecular constituents since all molecules have
at least one Raman active vibrational mode.

The outstanding combination of unique material properties of diamond offers the potential for applying
diamond coatings in many commercial applications ranging from protective and tribological coatings to films/
heat sinks for semiconductors to optical lenses to electronic devices for space environments. Before diamond
coatings can be applied to commercial type applications, many questions need to be answered.

Ti-6A1-4V was selected as the reference substrate material. It represents a critical alloy of paramount
interest in many commercial/aerospace applications. Its strength to weight and low temperature oxidation/
corrosion resistance are excellent. However, erosion and wear occur rapidly, thus the need for durabte hard
face coatings.
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APPARATUS

Figure 1 is a schematic of the nonequilibrium PACVD reactor under current investigation at UTRC.
The longitudinal, tube type radio frequency (rf) geometry was selected as a design viable for later scale up to
continuous production operation. In addition it permits high reactant gas flows and plasma power levels;
increasing these parameters nominally results in enhanced deposition rates. The 3.6-cm-ID test section is
constructed of high purity fused silica and high vacuum flanges for rapid disassembly. Up to 5 different
reactant gases can be simultaneously injected at the inlet region. A 5 kW rf power supply operating at 13.56
MHz is used to inductively couple the rf power into the plasma through a multiple-turn water—cooled copper
work coil. Exploratory test results revealed the importance of minimizing contamination in the PACVD sys-
tem as required for providing high quality coatings onto the 1.3-cm-dia x 2-mm-thick Ti-6A1-4V sub-
strates. As a result, a completely oil-free, venturi, vacsorb, cryopump and vacion pump system are used,
including a MKS flow metering system with special traps (e.g., GaIlnAl) and getters to remove water vapor
and oxygen. To augment pumpdown time and provide operating range flexibility, a 380 ¢/s turbomolecular
pumping system, modified for corrosion resistant operation. is used; a residual gas analyzer to monitor trace
impurities is also used. This system is capable of initial operating pressures down to 1077 torr. The cleanliness
of the substrate prior to coating deposition is believed to be a key requirement for achieving good coating
adherence to the substrate. Therefore, a test sample holder and isolated load-lock and transport system are
interfaced with the PACVD system (3). This technique altows direct Secondary lon Mass Spectrometry/lon
Scattering Spectrometry (SIMS/ISS) analysis of the substrates immediately following in-situ plasma cleaning
and provides a unique capability not reported in the literature. Additional advantages of this type system
include the provision for conformal coverage for complex shapes. graded composition control, and provision
for independent biasing and temperature monitoring of the substrate. R

As hardness and adhesion are critical parameters for characterizing thin, hard face coatings, a state—of—
the~-art ultramicrohardness tester and UTRC custom built adhesion test apparatus have been installed and
preliminary calibration testing initiated. The ultramicrohardness tester (Nanoindenter) can resolve forces as
small as 2.5uN and displacements of 0.4 nm. The adherences measurements are made on a computer—con-
trolled pin—on-disc apparatus that has a 3—axis force transducer and a device to measure the advance of the
pin into the coating. A modification to this device using an ultrasonic sensor allows for coating delamination
detection. Reference 3 describes details of this equipment and initial test results.

DIAGNOSTICS

The theory of CARS is explained in several recent reviews (4.5). Figure 2 is a simplified schematic of
the colinear phase-matched CARS system used in these experiments. As illustrated in Figure 2, incident laser
beams at frequencies w, and w,. termed the pump and Stokes respectively, where w; > w,, interact through
the third—-order, nonlinear susceptibility of the medium to generate the coherent CARS radiation at frequency
w3 = 2 wy - wz. The frequency difference w, - w; is adjusted 1o access the Raman-active vibrational—rota-
tional resonances in a given constituent. Since the characteristic vibrational frequencies of most molecules are
well separated, individual species are easily addressed. The CARS process must be phase matched so that the
developing signal grows constructively. The scanned, narrowband CARS approach, rather than a broadband
approach, was selected due to its very high spectral resolution and maximum species detectivity. It is best
used to study temporaliy-steady processes such as PACVD. but it has the disadvantage of being quite time
consuming. Species measurements can be made from the absolute signal strength. In addition to the resonant
signal from the Raman modes of interest, there is also a nonresonant electronic background contribution
from all the molecules or atoms present in the control volume. This leads, due to destructive interference
effects in the coherent wave mixing, to spectrai signatures which are also concentration sensitive. Thus frac-
tional concentrations can be obtained from spectral shapes without regard to signal level fluctuations caused
by beam steering or particle attenuation.

As shown in Figure 2, the dye laser is scanned to generate the CARS spectrum. In this way all of the
available laser pump energy excites a single transition of the resonant molecule and increases the sensitivity

509



by several orders of magnitude. For equivalent laser powers, decreasing the Stokes bandwidth from the

typical broadband value of 150 cm™

intensity. Spectral scanning from 60-100 cm

increases the CARS signal by over 10? due to the increased spectral
"1 requires about 30 minutes.

The basic equipment includes an injection-seeded, single-mode, Nd:YAG primary beam pump laser
which is frequency doubled to produce narrow bandwidth ( ~ 50 MHz), 1078 sec pulses at 532 nmat a 10 Hz
repetition rate and a narrow bandwidth (0.4 cm™') scanned Stokes dye laser. A major portion of the primary
beam is split off to drive the dye laser. The remaining 532 nm beam serves as the pump and is combined
colinearly with the Stokes beam at a dichroic prior to focussing in the plasma test region. The frequency-
shifted CARS signal is formed in the laser focus and all three beams exit the reactor where a dichroic sepa-
rates the CARS from the incident wave mixing beams. Digital acquisition of the CARS and reference signals
are obtained from fast, gated PMT detectors. The digital acquisition system also records the wavelength shift
of the scanned dye laser for calibration of the CARS spectrum. All signals from the PMT are digitized on
every pulse and processed in a computer. As the dye laser is scanned, successive transitions of the molecular
resonances are excited and modulate the intensity of the CARS signal. The result is a spectrum of the ro-
vibrational manifold of the medium from which identification of species, their concentration and temperature
(vibrational and rotational) can be obtained. Typically, ten CARS pulses are averaged per spectral step which
corresponds to 0.1 ¢cm™'. With appropriate referencing, the molecular concentration can be measured to
within 3-1% of the total gas density and the population in the vibrational and rotational states determined for
assignment of temperatures.

RESULTS TO DATE AND DISCUSSION

In the exploratory experiments directed at diamond coatings, a mixture of 1% CH, in Hy was used at a
total pressure of S torr. The rf coils were located at the optical port location. Figure 3 is an example of the
CARS methane signal obtained for the v, mode. It illustrates the effect of increasing rf power from zero up to
400 Watts on depleting the methane concentration. Measurements were also made of the weaker 2 v, and v,
modes as shown in Figure 4.

Very little is known about the chemical mechanisms of diamond film growth. Several global kinetic
theories have been proposed based on nucleation theory and equilibrium. Other proposed mechanisms rely
on the presence of C;H, or CHj . Spear and Frenklach at Pennsylvania State University (6) have proposed
an alternative mechanism for diamond growth. It basically consists of two alternating steps. First, the surface
is activated by H-atom removal of a surface-bonded hydrogen. The surface activated carbon radical then
acts as a site for adding more carbons to the structure by reacting with acetylene (C;H;) in the plasma. To
provide more quantitative experimental information to verify these proposed theories and improve the basic
understanding of the diamond growth process, a series of CARS experiments was conducted focused on
measurement of the C;H, molecular species. C;H; is a linear molecule with five fundamental vibrations.
Three of the five modes are Raman active. Figure 5 displays a scan generated CARS spectrum of 5% C;H, in
an Ar background (v, band) measured using the CARS system shown in Figure 2. This measurement was
made at room temperature and 10 torr reactor total pressure while flowing the mixture of 5% C,H, in Argon.
High purity C;H,, as checked via a gas chromatograph, in concentrations of both 5% and 0.5% in Argon
were used in these measurements. The measurements obtained using both concentrations indicate a C;H,
detectability of 5 mtorr was achieved with the present system. Continued improvements in spectral filtering
should significantly improve this sensitivity level.

To determine the effect of rf plasma location on the ability to detect the C;H,, a series of tests was
conducted for the different configurations shown in Figure 6. In each case the total pressure was 3 torr. The
5% C.H; in Argon was only detected when the rf plasma was located downstream of the laser optical ports. In
the other locations, the concentration of C,H, was less than 5§ mtorr. The next step was to investigate the
configuration and test parameters under which high guality diamond coatings have been deposited. The
results for the CARS spectrum of C;H,, vq mode observed at 3 torr, is shown in Figure 7. The rf power input
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to the plasma was 300 watts and the H, and CH, flow rates were 99 and 1 sccm respectively. The tf coils were
located at the optical port axis and the Ti~6A1-4V substrate was located within the plasma plume and 1-cm
downstream of the optical centerline. Additional experiments have also included measurements with the
substrate located approximately 1 mm from the laser beam. No significant C;H, CARS signal was observed in
any of these tests. This would indicate, if C;H, were present, that it was at concentration levels less than the
5 mtorr current detection limit of the CARS system.

To apply this CARS technique to other diamond deposition systems, a hot filament reactor configura-
tion, similar to that reported by Celii, et al. (7) was fabricated and measurements were made of the C;H,
CARS spectrum. Figure 8 is a schematic of the test geometry. The gas flow was 1% CH, in H; at a pressure of
150 Torr and maintained at 200 sccm. A 2-mm-dia. x 2-cm-long tungsten filament heated to approximately
2630K was located 2 cm from the Ti~6A1-4V substrate. Figure 9 shows the scan generated CARS spectrum

of the C;H; v, band, thus verifying the presence of C;H, close to the surface of the substrate as reported by
Celii, et al.

Figure 10 is an example of the test results obtained using Raman scattering on a Ti~-6A 1-4V substrate
that was coated with the polycrystalline diamond film using the 1f PACVD process. In these measurements, a
tunable c¢w dye laser operated in a single frequency configuration with a line width of < 5 MHz, tuned to
16956.18 cm™', was used as the excitation source. Raman spectra reported by Matsumoto (8) for thin dia-
mond films indicate only one sharp peak at about 1333 cm™!. This is very close to the value 1332.5 cm™
reported for natural diamond by Solin and Ramdas (9). A feature of the UTRC diamond coating obtained via
rf PACVD is that no graphite peak was detected in any of the Raman measurements. X—ray diffraction
measurements indicated the observed interplanar spacings are in close agreement with reported values
(2.065 and 1.262 K) of natural diamond (ASTM 6-675) and UTRC reference natural diamond material.

Based on the above experiments, the following are the preliminary results: 1) a CHy CARS spectrum
was observed in the rf plasma, 2) increasing the rf plasma power reduced the CH,; CARS signal, 3) the rf
plasma significantly reduces the C;H, CARS signal in C,Hy/Ar flow, 4) the C;H, CARS spectrum was not
observed in rf plasma CH./H, diamond deposition tests to date. The present CoH, detectability limit is
Smtorr, and 5) the C;H, CARS spectrum was observed in the hot filament reactor configuration.

SUMMARY

Laser/optical diagnostic techniques, such as the CARS system described in this paper, are candidates
for application as plasma gas phase materials processing diagnostic tools, each with its own inherent advan-
tages and associated limitations. Recognizing that no one diagnostic technique will suffice, it will only be
through the complementary use of several of these techniques that a fundamental understanding of the rela-
tionship between plasma process variables and properties of the processed material coating will evolve. This
may ultimately lead to simple process control strategies, including in-situ laser diagnostics and sensors, to
ensure high quality, economic, reproducible plasma deposition of advanced coatings such as diamond in a
production scale environment. Research addressing these aspects is continuing.
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IN SITU CHARACTERIZATION OF DIAMOND NUCLEATION AND GROWTH BY XPS

David N. Belton, Stephen J. Harris,
Steven J. Schmieg, and Anita M. Weiner
Department of Physical Chemistry
General Motors Research Laboratories
Warren, MI 48090

Abstract

Filament assisted chemical vapor deposition (CVD) diamond film growth on Si(100) was
studied using X-ray Photoelectron Spectroscopy (XPS) to examine the sample at selected in-
tervals during the nucleation and growth processes. The sample was transferred under vacuum
from the growth chamber to the attached XPS analysis chamber without exposure to air. Be-
fore growth XPS showed that the Si sample is covered by a layer of SiO; and carbonaceous
residue; however, after 15 minutes of growth both of these substances are removed and re-
placed by a distinct SiC layer [Si(2p)=100.3 eV and C(1s)=282.7 eV]. Between 15 minutes and
4.5 hours the SiC layer grows and diamond nucleation begins. The XPS signal from diamond
[C(15)=284.3 eV] saturated after 17 hours. The identification of diamond was confirmed with
Raman spectroscopy. This work identifies SiC as the substrate for diamond nucleation and
growth during filament assisted CVD diamond growth on Si.

Introduction

Diamond films grow at relatively low pressures (< 1 atm) and temperatures (<1300 K) when
the proper mixture of CH4 and Hj; flows over a substrate that is near a hot filament [1-3] or
electric discharge [4-6]. This method of diamond production offers the possibility for inexpensive
diamond coatings on tools, wear surfaces, and optical components. Single crystal diamonds
ultimately could be prepared for use as high performance electronic devices. New technologies
involving chemical vapor deposition (CVD) diamond films have not yet been implemented in
part because there is no understanding of the chemical and physical processes which control the
properties of the diamond films. In particular, there have been no adequate characterizations
of the surfaces on which the films grow.

In order to examine the surface chemistry of diamond film growth we coupled a diamond
growth chamber to an ultrahigh vacuum (UHV) system equipped with X-ray photoelectron
spectroscopy (XPS). By stopping the growth at selected intervals we are able to obtain a time
dependent characterization of the surface during the nucleation and growth processes without
exposure to air. This experiment, which is the first to offer such a time dependent monitoring
of the surface during diamond growth, allows us to characterize the surface on which diamonds
are actually grown as opposed to the substrate we place in the growth chamber. These data
may assist in developing better models for diamond growth [7]. In this experiment we examined
growth on Si because such a large amount of wotk has been done on this material. We iden-
tified three distinct phases of diamond film growth: removal of initial substrate contaminants,
formation of a SiC layer, and nucleation and growth of diamonds. From these results we can
conclude that diamonds form on SiC as opposed to clean Si, Si oxides, or a carbonaceous layer.



Experimental Aspects

The experiments were performed in a system that coupled a UHV analytical chamber to a
diamond growth chamber. The UHV chamberis a custom built system that contains a Leybold-
Heraeus EA11, 150 mm hemispherical analyzer with multichannel detection and is isolated from
the growth chamber with a gate valve. The sample was transferred between the two chambers
on a bellows motion. The growth chamber is a 6-way 2 3/4 inch cross pumped with a 50 1/sec
turbo pump. The gas supply was a premixed 0.2% CHj in H; cylinder that was connected to
the growth chamber with a 100 sccm flow controller. The outlet of the growth chamber was
connected through a stainless steel leak valve to a rotary vane pump that controlled the total
pressure at 50 Torr as measured by a capacitance manometer. A 0.020 inch diameter W filament
was mounted 2 mm from the Si(100) substrate at a temperature of 2350 K as measured by an
optical pyrometer. The Si sample was cut from a Si(100) wafer, polished using 1 micron diamond
paste, and washed with acetone followed by methanol prior to mounting on the transfer device.
After growing for a prescribed time the pressure was reduced to 10~7 Torr before opening the
gate valve and introducing the sample into the analytical chamber. XPS data were obtained
about 30 minutes after stopping the growth.

Results and Discussion

Prior to growth (t=0) the Si(100) substrate was introduced into the analytical chamber
and characterized with XPS by obtaining a survey scan and high resolution scans of the C(1s),
Si(2p), and O(ls) regions. The survey scan shows that only C, O, and Si are present on the
surface. The C(1s) region (fig. 1a) contains one relatively broad transition at 285.1 eV due to
adventitious carbon whose probable source is hydrocarbons deposited on the sample prior to
introduction. The Si(2p) region (fig. 2a) indicates the presence of both reduced Si (at 99.0 eV -
used for calibration) and SiO; (at 102.7 V) [8]. Similar data were obtained from three different
Si samples suggesting that a carbon covered SiO; surface is typical for Si substrates treated in
the manner reported above.

Following the initial Si(100) characterization the sample was returned to the growth chamber
for a 15 minute growth. XPS data obtained at that point (fig. 2b) show no Si(2p) peak from
5103 (102.7 eV), but instead a new peak at 100.3 eV which we assign to SiC [8]. The elemental
Si peak at 99.0 eV is reduced by 50% (fig. 2b) compared to the sample prior to growth (fig. 2a)
indicating that the SiC is on top of the Si. Identification of the Si(2p) peak at 100.3 eV as SiC,
is confirmed by the observation of a new C(1s) peak at 282.7 eV (fig. 1b) of the proper intensity
and energy for carbide-type carbon [8,9]. In addition, the adventitious carbon seen in fig. la is
removed during the first 15 minutes of growth. These four spectra (figs. la,b and 2a,b) show
that after only 15 minutes of diamond growth the SiO2 and carbon contamination are replaced
by a SiC layer.

After 45 minutes XPS (figs. 1c and 2c) shows an increased SiC intensity in both the Si(2p)
and C(1s) regions. Between 45 minutes and 4.5 hours the SiC Si(2p) peak increases in intensity
while the elemental Si peak decreases to less than 5% of its original intensity (fig. 2¢). By
assuming a SiC layer of uniform thickness and a Si(2p) escape length of 25 A, we estimate from
fig. 2e that the SiC layer is greater than 90 A thick. Another observation after 4.5 hours is the
detection of a new type of carbon with a C(1s) peak at 284.3 eV (fig. le).

For longer growth periods (figs. 1f,g and 2fg) two phenomena occur: the C(ls) peak at
284.3 eV increases in intensity concurrent with a decline in the SiC feature (282.7 eV) and the
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Si intensity drops very low with no change in peak position. Figures 1f,g and 2f,g show that the
surface is being covered with the new form of carbon that exhibits a C(1s) peak at 284.3 eV.
The XPS survey scan after 17 hours of growth shows only a single form of carbon and a very
small amount of Si. No further changes were observed by XPS after 17 hours of growth. To
confirm that the C(1s) peak at 284.3 eV was due to diamond, the sample was removed from

the apparatus and a Raman spectrum was obtained which exhibited the characteristic diamond
line at 1332 cm™1.

Conclusions

The application of XPS has for the first time elucidated some of the surface chemistry which
occurs during the nucleation and growth of diamond films. We characterize the nature of the
substrate prior to growth showing that the Si(100) is covered with a layer of SiO2 and carbona-
ceous contamination. After a short period the SiO; layer and the carbonaceous contamination
are removed and replaced by a layer of SiC which increases in thickness with time. Finally,
diamonds nucleate and grow on the SiC layer. No other forms of carbon are observed. This

experiment represents a significant improvement in the level of understanding of diamond film
growth.

References

. J.C. Angus and C.C. Hayman, Science 241, 913 (1988).

S. Matsumoto, Y. Sato, M. Kamo, N. Setaka, Jpn. J. Appl. Phys. 21, 183 (1982).
V.P. Varnin et. al., Kristallografiya 22, 893 (1977).

. C.LH. Ashby, Appl. Phys. Lett. 43, 609 (1983).

K. Kurihara, K. Sasaki, M. Kawaradi, N. Koshino, Appl. Phys. Lett. 52, 437 (1988).
. 8. Matsumoto, M. Hino, T. Kobayashi, Appl. Phys. Lett. 51, 737 (1987).

. S.J. Harris, A.M. Weiner T.A. Perry, Appl. Phys. Leit.53, 1605 (1988).

. C.D. Wagner, W.M. Riggs, L.E. Davis, J.F. Moulder, and G.E. Muilenberg, Handbook
of X-ray Photoelectron Spectroscopy (Perkin-Elmer, Eden Prairie, MN, 1979).

9. Y. Mizokawa, T. Miyasato, S. Nakamura, K.M. Geib, and C.W. Wilmsen, Surface Sci. 182,
431 (1987).

519




C 18] /51 1500) P = 50 TORR
Ny« 1253.5 ev FLDW = 97 SCCH
0.23 TH M
L3
DIAWOND
800, OTHER CamainA  SiC
GRONTH TIME (HDURS)
e \\_ g 17
2 in 1
£ eoop Ix2) i
E
]
=
= x4l / e) 4.5
2
4
g xa) ,/ . 1S
= b e

e

xa) | © 078
VR
200,
xal A ) 0.25
o
__"_‘L.J/ N ws

290 27 2

R

BINDING ENERGY (e¥)

Fig. 1: XPS spectra of the C(1s) region for different growth times. Data for the substrate
prior to growth, t=0, show carbon contamination typical for Si cleaned with methanol
prior to introduction. The other spectra, b-g, show the formation of a carbide layer
(282.7 eV) followed at later times by diamond growth (284.3 V).

51 (201 /51 1100) Poes P
he = 1253.6 eV 0.3 CN‘/P!2

GHONTH TIK: (HOURS)
a0l S0, SIS g

)

@
S

(&) 45

@ 1.5

=3
=

T

lc) 0.75

200 ! 0.25

i

fal o

108 8

104 100
BISOING ENERGY (eV)

Fig. 2: XPS spectra of the Si(2p) region for different growth times. Data for the substrate at
=0, prior to growth, show that the 5i(100) is covered with a thin layer of SiO;. Data
at later times show that the oxide is replaced by a carbide layer (100.3 V) which
then declines in intensity as the surface is covered with diamond.

520




SOME THERMODYNAMIC ASPECTS OF
CVD FILAMENT PROCESS FOR DIAMOND GROWTH

Himanshu B, Vakil
GE Corporate Research and Development
P.O. Box 8, CEB 479
Schenectady, New York 12301

INTRODUCTION

Low pressure synthesis of diamonds from hydrocarbons has seen an enormous
resurgence in the last decade. After the pioneering work by Eversole in 1958 and decades
of patient - but often non-reproducible - work by Deryagin and co-workers, the recent
work in Japan by Matsumoto and co-workers has led to the universal acceptance of the
viability of low pressure, metastable growth of crystalline diamond (ref. 1). As a result of
recent work, not only has the chemical vapor decomposition (CVD) of diamonds by a
simple thermal decomposition process been confirmed, but a plethora of low pressure
processes have been developed - among them, plasma assisted CVD (RF, microwave, and
DC), electron beam and laser assisted CVD, and deposition from ion beams, to name a few,

Despite the wide diversity of processes and operating conditions there are a few
observations that have gained a near universal acceptance:

1. An abundant supply of atomic hydrogen is required at the growing diamond
surface.
2. The exact chemical nature of the starting carbon source is not crucial. Almost

any form of carbon source has been found satisfactory for growing diamonds.
Alkanes, alkenes, alkynes, aldehydes, alcohols, and ketones have been uscd
successfully to date.

3. Carbon concentration in the gas phase should be very low. An excessive amount
leads to graphitic deposits.

4. For the thermal, filament process carbide-forming refractory metal filaments are
successful in growing diamonds; carbon filamcnts apparently do not work. Other
filaments such as platinum also do not work.

Finally, while it is generally believed that the reaction is kinetically limited, the exact
rate limiting step and the growth mechanism are still topics of controversy. There have
been many proposals as to which carbon specie is critical for the diamond growth with
the list ‘being made up of free radicals like CHg and C,H-, gascous carbon atoms and
clusters, molecules like CH, or C,H,, and ionic species e.g., CHgt.

The objective of this paper is to apply thermodynamic analyses to the diamond CVD
process, on the one hand to give insights as to what some of the "universal" observations
tell us about the process, and on the other to provide a framework for evaluating
alternate hypotheses for growth mechanisms. Following a long-standing tradition at GE,
our group is involved in research on a wide variety of processes for diamond synthesis,
including those mentioned above. However, for the purpose of this paper, we have
selected only one process - the hot (ilament, thermal process - primarily because it is the
simplest CVD process and likely to be more amenable to thermodynamic analyses than
others. In the following sections we will present results of thermodynamic equilibrium
calculations aimed specifically at answering such questions as why carbon filaments do not
work, or which carbon species are unlikely to be critical in diamond growth.
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THERMODYNAMIC CALCULATIONS

Thermodynamics of thermal decomposition of hydrocarbons has long been a topic of
interest in the context of deposition of coke or pyrolytic carbon (ref. 2). However, most
of this work has dealt with atmospheric and higher pressures, and is of little direct use
to the diamond CVD process. More recently, there have been a few studies aimed
especially at diamond CVD (e.g., ref. 3); we hope that this paper will serve to augment
such studies and provide a slightly different perspective.

Equilibrium calculations presented here were carried out using the JANAF database,
with 14 gaseous species containing C and H, and one condensed specie - graphite.
Diamond phase was not included since the free energy difference between graphite and
diamond is quite small compared to that between gaseous species and graphite; in our
opinion, the resultant simplification well justifies incurring relatively minor errors in
carbon activities and gas phase specie concentrations.

Why do carbon filaments not work?

A logical place to begin an investigation of why carbon filaments apparently do not
work is to examine the condensed phase activity using conditions typical of filament
growth. We have selected a feed composition of 1.5 mole% methane in hydrogen at a
pressure of 0.01 atmosphere (7.6 torr or 10.13 mbar) with substrate temperatures from
700C to 1100C and filament temperatures from 2000C to 2600C. Figure 1 shows the
carbon activity as a function of temperature. Over the entire range of filament
temperatures the condensed phase activity is below unity, thereby indicating that the gas
phase is below saturation with respect to solid carbon. Conversely, substrate temperature
range shows carbon activity to be significantly greater than unity, reaching a peak
supersaturation of 100 in the vicinity of 1000C. This strongly suggests that it is
necessary for the filament to operate with a carbon activity in the range of 0.25 to 0.9;
carbide forming refractory metals meet this criterion, but carbon filaments require that
the gas phase be saturated with respect to carbon.

Another way to illustrate the same point is to calculate the carbon atom fraction in
the gas phase in equilibrium with solid carbon at filament temperatures. This is shown in
Figure 2. [n order to be in equilibrium with a carbon filament, the reactor feed needs to
be as high as 28% mecthane at the upper end of the range, decreasing to just below 2% at
a filament temperature of 2000C which may be too low to produce an adequate amount of
atomic hydrogen. This would explain why the use of a carbon filament produces graphitic
deposits, similar to those obtained with an excessive amount of carbon in the feed. Lower
melting filaments, such as platinum, are also unsuccessful because they are unable to
generate an adequate supply of atomic hydrogen.

Equilibrium distribution of hydrocarbon species
Next, let us examine the equilibrium distribution of hydrocarbon species as a function
of temperature. Figure 3 is a plot of the partial pressure (in atmospheres on a

logarithmic scale) over the entire temperature range for the selected case of 1.5% methane
in hydrogen as a feed. Several features can be noted from the figure.

Filament region:

1. Atomic hydrogen concentration increases rapidly from less than 10% at 2000C to
over 50% at 2600C.
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2. Almost all of the carbon is present as either C;H; or C,H', with all the other
minor species accounting for roughly 0.5% of the total carbon. Only when the -
temperature exceeds 2500C do the species C and Cy account for more than 1% of
the carbon. The concentration of methyl radical is well below 0.1% over the
entire temperature range.

Substrate region:
1. The predominant species are molecular hydrogen and methane.

2. At temperatures above 900C acetylene concentration incrcases gradually,
overtaking methane between 1000C & 1100C - reportedly the preferred range for
growing good diamond crystals. Ethylene is a distant third accounting for at best
1% of the carbon at its peak. .

From these observations one is led to conclude that the role of the filament is to
convert molecular hydrogen to atomic hydrogen, and to convert methane - or, for that
matter, any other hydrocarbon source - to primarily acetylene and C;H. The insensitivity
of the process to the exact source of hydrocarbon suggests that this rearrangement
proceeds fairly rapidly producing an equilibrium distribution of species, thereby
obliterating any history of the feed composition. At the substrate, reverse reactions
producing molecular hydrogen and methane take place, in addition, of course, to a rather
slow carbon deposition reaction to form diamonds. In view of the extremely low mass
transfer Peclet number in a typical filament reactor, which makes it behave more like a
continuous stirred-tank reactor (CSTR), the steady-state concentrations of hydroearbon
species is determined by a balance between the source and sink rates at the filament and
the substrate.

Calculated impingement rates of the various carbonaceous species using equilibrium
concentrations at the filament, which provide an absolute upper bound for all species
except methane and ethylene, can be compared with the observed growth rates of diamond
films to obtain an estimate of the incorporation ratio (fraction of collisions resulting in
film growth) required for a specific specie to be the critical one for diamond growth.
Based on typical growth rates of 1 to 10 microns/hour, an average incorporation rate is
approximately 4x10-8 g-atoms/cm?/sec. At this growth rate, the required incorporation
ratio for acetylene and C,H' is roughly 1 in 1000, while that for C & Cg is roughly 1 in
10. Since these ratios have been calculated assuming the maximum possible concentrations
(equilibrium at the filament and no re-combinations thereafter), and since the substrate
surface is supposedly almost totally covered with hydrogen, acetylene and C,H- appear to
be the most likely candidates for the critical species, with Cy and C being less likely (but
possible) ones, particularly at high filament temperatures. Other free radicals such as
CH, CHy, and particularly CHg are at too low a concentration to account for the growth
rates. Methane is always a possible candidate since it can be abundant near the
substrate, and ethylene can not be ruled out if one assumes complete equilibrium at the
substrate. A substantial back-conversion of acetylene to methane has been experimentally
observed by us based on reactor gas sample analyses, confirming the importance of the
back-conversion reaction.

Simultaneous deposition of diamond and etching of graphite

It is often mentioned that one of the key elements of low pressure growth of diamonds
is the ability of atomic hydrogen to etch away any graphite that may get deposited
leaving behind only the diamond phase. In a process that operates in a cyclic manner
(whether in time or space) there would be no inconsistencies in alternating between
graphite deposition and etching conditions. In a steady-state process, however, to
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maintain that bulk graphite can be deposited and then etched away would constitute a
serious thermodynamic violation, since it would imply a carbon activity that was
simultaneously greater than unity for deposition and less than unity for etching. If onc
were to invoke non-uniform temperatures on the substrate, as seen from Figure 1| parts of
the substrate would have to be above 2000C for the activity to drop below unity.
Experimentally, we have observed many instances where graphite is nucleated on a
growing diamond film and then grows alongside the diamonds for the remainder of the
experiment, This proves that once graphite is deposited during the course of diamond
growth, it is there to stay unless the reaetor conditions are altered.

A more difficult question to address is what happens when one uses a graphite
substrate in a filament reactor: During the early stage of diamond nucleation is the
graphite substrate etched? In the absence of the filament (e.g,, in a furnace at 1000C)
the answer would, of course, be no. Even with the filament, if the homogeneous phase
were in local thermodynamic equilibrium there could be no etching. However, in the close
proximity of the filamcnt the presence of non-equilibrium concentration of atomic
hydrogen makes thermodynamic arguments inapplicable. An experimental resolution of this
question, while beyond the scope of this paper, is also made difficult by the fact that in
the early stage of the experiment the filament is gradually coming to equilibrium with the
gas by incorporating carbon, thereby significantly affecting the gas phase composition.
Only a series of careful experiments can hope to resolve this very interesting question.

CONCLUSIONS

Thermodynamic equilibrium calculations were carried out for the hot filamcnt CVD
proeess for diamond deposition under typical eonditions. It was shown that the earbon
activity is considerably below unity at the filament and very high at the substrate. The
failure of carbon filaments to grow diamonds was shown to be due to the gas phase in
equilibrium with the filament to be excessively rieh in earbon, thereby exceeding the
supersaturation limits for diamond growth. Details of the gas phase concentrations were
used to evaluate the likelihood of the various gas speeies to be critical for diamond
growth.
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DIAMONDS IN THE CHEMICAL PRODUCTS OF DETONATION

N. Roy Greiner
Los Alamos National Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

Diamonds have been found among the solid carbonaceous chemical products of high-
explosive detonations. Explosives are fuel-oxidizer systems premixed on a molecular
scale. This talk discusses some aspects of the chemical and hydrodynamic environ-
ment in which these diamonds form and some characteristics of the diamonds recov-
ered. Diamonds have been recovered from detonations of composite explosives
composed of trinitrotoluene (TNT) mixed with other powdered solid explosives, such
as cyclo-trimethylenetrinitramine (RDX), triaminotrinitrobenzene (TATB), ammo-
nium nitrate (AN), and nitroguanidine (NQ). The detonations were carried out in a
1.5-m3 tank, usually filled with 1 atm of Ar gas. Other explosive composites and one-
component explosives have also been investigated. The diamonds have been charac-
terized by transmission electron microscopy, x-ray diffraction, and various chemical
means.

INTRODUCTION

Detailed knowledge of the chemical kinetics and equilibria of detonation has long
been a desired, but elusive goal. One focus of this chemistry is the coagulation of
carbonaceous solid (soot) from carbon initially present as the skeletal atoms of small
organic molecules (typically consisting of 20 to 50 atoms). The "fuel” portion of the
explosive molecule is the atoms of carbon and hydrogen, and the "oxidizer" is a
number of nitro (-NO,) groups. During detonation the fuel and oxidizer react to form
water and oxides of carbon, the nitrogen forms N,, and the carbon left over forms the
soot. At least that is what is visualized. Most of what is "known" of the chemistry of
detonation is an intricately convoluted mixture of supposition, computer modeling,
and calibration of the models against hydrodynamic measurements of detonaling
material.

A brief description of the detonation process is appropriate here. The literature
affords a wealth of further detail (see, for example, Refs. 1-3). The hydrodynamic
aspects of the detonation process are quite well known; that is, the density (d), pres-
sure (P), and velocity (D) of the detonation wave for particular explosives are well
established. Temperature and chemical composition are obtained as secondary
information derived from a hypothetical equation of state of the detonation products
calibrated against d-P-D data for a set of explosives. The equation of state must
account for extreme nonideality (compressibility factors of 15-25) and must contain a
mixing rule for the different molecular species in the products. Knowledge of the
kinetics of the detonation process is almost entirely empirical.



Our explosive charges were cylinders 50 mm dia x 100 mm long. They were initiated
by a detonator-booster system on one end of the cylinder axis. The detonation wave
propagates from the booster at the detonation velocity, about 8 mm/ps, as a somewhat
spherical wavefront to the other end of the charge. The density of the unexploded
charge is about 1.7 g/cm3, the density in the detonation front is about 2.3 g/ em3, and
the detonation pressure is about 245 000 atm. The detonation wave traverses the
length of the charge in about 12 ps. As the material detonates, the outer surface of the
charge begins to expand into the external environment, in our case a large tank evac-
uated or filled with 1 atmosphere of Ar gas. The inner core of the detonated charge
remains at a pressure near 100 000 atm for about 3 ps after passage of the detonation
wave, providing a considerable time for carbon coagulation within or very near the
bulk diamond stability field (Figs. 1 and 2). The most common form of the equation
of state (1,4) gives a temperature of 2600 K in the steady portion of the wave and a
chemical composition of H,O, CO,, N,, and solid C. Chemical products recovered
from quenched detonations contain many other components (3,5). There is much
discussion about processes that may occur during quenching and about how to
recover true detonation products (3,5).

EXPERIMENTAL

The experimental details of the detonations have been described (4). In these detona-
tion reactions, O and N are present as well as C and H. The atomic fractions can be
seen from the formulas TNT: C,H N304, RDX: C3H N Oy, TATB: CcHgNOy, NQ:
CH4N,40,, and AN: NHyNO;. Atomic ratios are much different than those of typical
chemical vapor deposition (CVD) processes. The charge compositions were made by
adding solid powders to molten TNT in the following weight percentages: #27: 40
TNT/60RDX, #36: 50 TNT/50 AN, #60: 50 TNT/50 TATB, #63: 50 TNT/50 NQ, and
#10/41: 50 TNT/50 NQ. The charges were fired in a cylindrical vessel 1.5 m? in vol-
ume, either evacuated or filled with 1 atm of Ar gas (2,4). The soot was recovered
from the vessel after the detonation of each charge. The soots were then oven dried |
at 105°C to constant weight.

The micromorphologies of the soots were recorded by transmission electron
microscopy (TEM); the diamonds were recovered by oxidizing the soot with
HNO3/HCIO, (4); the diamonds in the residue were identified by their x-ray diffrac-
tion (XRD) powder patterns, and the diameters of the recovered diamonds were
determined with an x-ray diffractometer. Thermally labile components of the soot
were measured with thermogravimetric analysis (TGA), and some of the components
were identified with direct insertion probe mass spectrometry (DIP/MS) or gas chro-
matography with mass spectrometric (GC/MS) detection.

RESULTS AND DISCUSSION

TEM has shown that the soots are composed of graphite ribbons having a smallest
dimension of 3-10 nm and sometimes of diamonds having diameters of 3-7 nm (4).
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The interplanar spacings measured in these samples agree well with the spacings of
bulk diamond.

The crude residue containing the diamonds was sometimes found by XRD to contain
minor amounts of other materials such Al,0,, MgO, and SiO, knocked loose from
the vessel walls. When diamonds were present, this residue amounted to 15-22 wt%
of the dried soot. Diamonds were found by TEM and in the oxidation residues of
samples #27, #60, and #63, but not in samples #36 and #10/41. The diameters of the
diamonds in the oxidation residues were determined by the widths of their diffraction
lines measured on an x-ray diffractometer, and in all three cases, they were equal to
the diameter of the diamonds observed in the TEM images. The diameters deter-
mined in this manner were 7 nm in #27, 3 nm in #60 and 3 nm in #63.

No measurable residue was obtained from #10/41 (TINT/NQ), which was fired in a
vacuum. This result can be compared with that of #63 (also TNT/NQ, but fired in 1
atm of Ar) where diamonds were found. Sample #10/41 underwent a process called
reshock, whereby the detonation products expanding in the vacuum are shocked to a
high temperature when they collide abruptly with the vessel wall. Typically this
results in the reaction

CO, + C(s) -->2CO m

advancing far to the right because it is favored by high temperature at low density (3).
Perhaps the diamonds in sample #10/41 were consumed preferentially by reaction 1.
When the vessel is filled with Ar gas, much of the kinetic energy of the expanding
products is absorbed by the Ar, mitigating the effects of reshock.

The residue from #36 (TNT/AN) contained only a small amount of Al,O5 but no
diamonds. We have no explanation for this at this time.

Neither the graphite nor the diamond morphologies observed in the detonation soots
seem to fit the picture of growth by aggregation. The detonation graphite appears as
ribbons a few nanometers thick, not as aggregated smaller particles or crystals (4). This
observation can be contrasted with the reported structures of graphitic soots from
hydrocarbon flames, which are typically spheres 10-500 nm in diameter, composed of
many small graphitic crystallites a few nanometers thick (6). The detonation
diamonds appear to be perfect single crystals 3-7 nm in diameter and not aggregates of
smaller crystals. Furthermore, the sizes of the diamond and graphite particles
observed in these detonations appear to be too small for unrestricted growth by
aggregation.

A model for growth of carbon solid by diffusive aggregation in the detonation product
environment has been developed by Shaw and Johnson (S]) (7). We can apply the S)
model to these detonations with the aid of a hydrodynamic model for the expansion
of the detonation products. The model for the expansion also has been described (8).



Figures 1 and 2 show computed hydrodynamic histories of some representative vol-
ume elements in the charges used here. A large portion of the charge is maintained
at a density near the detonation density for a time of about 3 x 10 s, whereas the
characteristic time for aggregation in the S] model is 2 x 10712 5. The ratio of these two
times gives the number of atoms in the most probable particle size, which is 1.5 x 10
atoms. If the most probable particle were a crystalline diamond sphere it would be 26
nm in diameter, whereas the largest particle we see is only 7 nm. By the S} model, the
volume of the most probable particle size is proportional to aggregation time, so the
difference between the model and observation is large. Conversely, the size observed
could be attained in only 5 x 1079 s, if unrestricted aggregation were the limiting
mechanism. The differences suggest that particle growth has additional restrictions
and that aggregation progresses in increments closer in size to atoms than to small
crystals.

The small size of the diamonds and the graphite ribbons raise the possibility that sur-
face chemistry may play a role in their relative stabilities. In a spherical diamond 3
nm in diameter 37% of the carbon atoms are on the surface. If this surface were par-
ticularly stable, diamond might be more stable than graphite even without a high-
pressure environment. Unfortunately, we have no direct information about the
diamond or graphite surfaces in the unaltered soot. Moreover, the information we
do have suggests a broad range of possibilities for the chemistry of the diamond and
graphite surfaces.

Gouy-balance measurements on the raw soot show evidence of unpaired electrons, a
common feature of finely divided solid carbons. Elemental analysis of the dry soots
shows the presence of H, N, and O in addition to C atoms. About 1/10 to 1/20 of the
atoms are N and 1/10 to 1/50 are H. TGA analysis indicates that about 30% of the soot
is heat-labile (Fig. 3). Initial results from DIP and GC/MS analyses of the gases driven
off of soots with moderate heat (350-400°C) show mass spectra attributable to H,0,
NH,, CO,, CO, HCN, HOCN, urea, alkanes, alkenes, and polycyclic aromatics often
substituted with -CN and -NH,, groups. DIP analysis indicates CO, and CO, in about a
2/1 molecular ratio, driven off a diamond residue recovered by the HCIO, oxidation
process. Auger/ESCA analysis of the recovered diamond residue shows the presence
of N and O atoms that are removed by Ar-ion sputtering of the surface. This tech-
nique also shows that the interior of the recovered diamonds is made up of nearly
pure C. These results show that the soot has a rich chemistry involving heteroatoms.
The surfaces of the 3-nm diamonds contain only about 1% of the atoms in the origi-
nal explosive. Given that a number of exotic chemical species have been found in the
soot in quantities comparable to the number of surface atoms on the diamonds, it
seems that surface chemistry of the diamonds is practically an open question.

Determining when in the hydrodynamic history (Figs. 1 and 2) the diamond growth
takes place would also be of great interest. ‘

530



CONCLUSIONS

Diamonds are now a well-established chemical product of the detonation process.
The conditions under which they grow can be described. They appear as single crys-
tals, not aggregates of smaller crystals, and their growth rate seems to be limited by
something more than the diffusion of carbon precursors in the dense gaseous detona-
tion products. Determination of the surface chemistry of the detonation diamonds
and when in the hydrodynamic history their growth takes place remains to be done.
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Figure 1. Hydrodynamic history of a volume element on the axis of the explosive
charge 12.5 mm from the end opposite the booster charge. This volume
element is representative of the detonation wave properties. The scales are
logarithmic, and the units are CGS units, that is, density (d) is in g/cm?,
pressure (P) is in dyne/em®, coordinate of the volume element along the
charge axis (Z) is in em, coordinate along the charge radius (R) is in cm, and
temperature derived from the equation of state (T) is in K. Log P is given on
the G scale, where the value 11 represents 100 000 atm. Log P begins to
depart from this value at about 3 x 106s.
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in Fig. 1). Log P is somewhat below 11 in this element, and it begins to drop
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SOME EXPERIMENTS ON THE MECHANISM OF
DIAMOND FILM GROWTH

L. R. Martin and A. R. Calloway
Aerophysics Laboratory
The Aerospace Corporation, P.O. Box 92957
Los Angeles, CA 90009

INTRODUCTION
Since direct crystallization of diamond from carbon atoms is
thermodynamically unfavorable at 1low pressures, it has been

suggested by Fedoseev, et al.(1) that an "organic synthesis"
picture of diamond formation is more accurate. 1In this picture, a
diamond structure is built up by chemical reaction with
carbon-containing free radicals or ions, and structure formation
is controlled by kinetics rather than thermodynamics. A key
problem in low pressure diamond film synthesis is the lack of a
generally accepted chemical mechanism for this process. (For an
example of a proposed mechanism, see Tsuda, et al.(2).)
Resolution of the mechanistic question will require identification
of the various chemical species present in diamond synthesis
systems, and correlation of the growth rate with the
concentrations of the species. A complete understanding of the
mechanism can provide a rational basis for the design of improved
methods for diamond synthesis. ’

EXPERIMENT
We have constructed a simple diamond film synthesis system
with the objective of gaining mechanistic information. our

laboratory is not yet able to measure the concentrations of free
radicals and ions directly, so we have designed experiments to
give differing initial mixtures of free radicals. The
interpretation of such experiments is complicated by the fact that
rapid gas-phase chemistry takes place to change the mix of
radicals, but it 1is possible to estimate the progress of such
chemistry with kinetic modeling.

The apparatus consists of a quartz bell jar on a vacuum
mainfold with provision for vacuum ultraviolet (VUV) irradiation
of the substrate region as well as hot tungsten filament
dissociation of the gas atmosphere. The VUV source is a hydrogen

microwave discharge. The substrate material, wusually single
crystal silicon, was mounted on a silicon nitride heating
element. The atmosphere was typically 1% organic vapor and 99%

hydrogen gas at 10 torr, flowing at 100 sccm. The filament, when
in use, was at 2000 Celsius and 5mm from the substrate, and the
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substrate was at 850 Celsius. Experiments were done with methane,
carbon monoxide, acetone, acetylene, and methyl bromide. Our
assessment of the most probable initial species produced is based
on thermochemistry for the tungsten filament (3) and known
photochemistry for the VUV source (4).

Table 1 summarizes the experiments carried out. If we
consider only neutral chenmistry, our interpretation of these
experiments is as follows: CHy; and C,H, are more likely to
be reactants than are ¢, CZH, or CH,. This conclusion must be
taken with caution because of the important influence of the gas
phase chemistry. For example, a crude analysis of the reaction
manifold will show that methyl radicals, CH;, will recombine
very rapidly under the conditions of the experiment, and are
probably regenerated by the reaction of H-atoms with undissociated

methane. This interpretation explains the apparent paradox in the
table: methyl bromide is a good source of methyl radicals, yet it
produces no observable diamond film. The explanation is that

methyl bromide reacts rapidly with hydrogen atoms to produce a
large initial concentration of methyl radicals, but these quickly
recombine and leave no new source of radicals. Our experiments
give no direct information about the importance of ions. In our
view, ions might be generated by electron bombardment of the
substrate, and therefore their possible importance cannot be ruled
out in these experiments.
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TABLE

1

SUMMARY OF EXPERIMENTS

CARBON

SOURCE Vv HOT WIRE SPECIE, RESULTS
CH, X CHy SMALL AMOUNT OF DIAMOND
X CH, (no data)
0 X co* DEPOSIT OF TUNGSTEN CARBIDE
X X c LONSDALEITE
X CH, ABUNDANT DIAMOND
(Ch2 20 X X CH; ABUNDANT DIAMOND, MORE NUCLEATION
o X CoH,* SOME DIAMOND
X C,H SLIGHT DIAMOND, LESS THAN THERMAL
X CHy GRAPHITE
b X CH; NO DIAMOND DEPQOSIT




OXIDATION OF SELECTED ORGANOSULFUR COMPOUNDS IN DODECANE
OVER A HEATED METAL SURFACE

Robert E. Morris and George W. Mushrush

Chemistry Division, Code 6180
U.S. Naval Research Laboratory
Washington, D.C. 20375-5000

INTRODUCTION

The use of Jjet fuel as a heat exchange medium imposes
significant levels of thermal stress. Hydrocarbon fuels subjected
to such temperatures have been shown to undergo considerable
degradation. This observed degradation can be manifested by the
formation of deposits on heat exchanger surfaces, on filters, in
nozzles and on combustor surfaces (1,2). Heterocatoms, i.e., oxygen,
nitrogen and sulfur and ash have been found to comprise as much as
40 percent of such deposits (3).

Sulfur can constitute the most abundant heterocatom present in
military jet fuel (JP-4 and JP-5), since up to 0.4% total sulfur by
weight is allowed per MIL-T-5624M. In commercial jet fuels, the ASTM
Standard Specification for Aviation Turbine Fuels (4) permits up to
0.3% total sulfur by weight. Trace levels of sulfur, particularly
as thiols, have been found to greatly increase the deposit forming
tendencies of fuels during thermal stress. For this reason, much
more stringent controls over thiol content are generally exercised.
Deposits formed in jet fuel over the temparature range of 150 to
650°C in the presence of oxygen have been found to contain a much
greater percentage of sulfur, up to a 100-fold increase, than that
present in the fuel itself (1,5). The sulfur content of these
deposits has been found to vary from 1 to 9% (6). The formation of
such deposits has been attributed to the participation of mercaptans,

sulfides and disulfides (7). Trace levels of thiols, sulfides and
polysulfides were found to increase deposit formation even in
deoxygenated jet fuels (7,8,9). In contrast, accelerated storage

testing of fuels at 120-135°C indicated that while thiols promoted
deposit formation, sulfides and disulfides exhibited inhibitory
effects on deposition by decomposing peroxides (10).

Previous work in our laboratory has shown that aldehydes,
thiols, sulfides and disulfides could be readily oxidized by

hydroperoxides (11,12,13). During accelerated storage testing of a
jet fuel at 65°C for four weeks, we have found (14) peroxide levels
of 0.1 meg/kg. In the presence of 0.03% (w/w) sulfur from

thiophenol, the accumulation of peroxides increased to 1.4 meq/kg.
If the oxygen availability is 1limited but the temperature is
sufficiently high, the hydroperoxide level will then be limited by
free radical decomposition. In studies of the same jet fuel in our
laboratory using a modified JFTOT apparatus, the maximum

538



N a3

———

g

hydroperoxide concentration reached after sparging with air for 15
min before stressing was 0.7 meq/kd; sparging with pure oxygen for
a similar time before stressing raised the maximum hydroperoxide
concentration to 2.8 meq/kg at 280°C.

It is difficult to identify specific reaction pathways from
studies of fuels, which are complex mixtures. Model studies have
been utilized to determine trace reaction products. These model
studies were conducted in sealed borosilicate glass tubes at 120°C
for up to 60 min. From the t-butylhydroperoxide (tBHP) initiated
oxidation of dodecane thiol and hexyl sulfide (13) the major
oxidation products were the dodecyl disulfide and hexyl sulfoxide,
respectively. Similar studies revealed the major product of the
oxidation of thiophenol by tBHP or oxygen to be phenyl disulfide.

We have utilized our modified JFTOT apparatus as a first step
in determining the applicability of the findings from the model
studies with changes occurring in aircraft fuel systems. This paper
describes studies of the oxidation of thiophenol and hexyl disulfide
in dodecane during stress in the JFTOT.

. EXPERIMENTAL
Reagents. n-Hexyl disulfide and Thiophenol were obtained fron
Aldrich Chemical Co. They were distilled in vacuo to 99.9% purity
before use. n-Dodecane (99% min.) was obtained from Phillips

Petroleum Co. and was used without further purification.

Methods. Samples were thermally stressed in the modified JFTOT
apparatus which has been described previously (15). The sulfur
compound was blended into the dodecane in a glass vessel and aerated
samples with dry air for 15 minutes, where applicable. To increase
the heated surface area available and to reduce the steepness of the
tube temperature profile, 304 stainless steel JFTOT heater tubes with
five-inch heated sections were employed. The modified JFTOT
apparatus permits sampling of stressed samples after passing over the
heater tube and before returning to the reservoir (15). Procedures
for determining the oxygen and hydroperoxide concentrations in the
stressed dodecane have been described earlier (16). Product
identification was obtained by combined GC/MS (EI mode). The GC/MS
unit consisted of a Hewlett-Packard Model 5980 GC coupled to a
Finnigan MAT ion trap detector. An all glass GC inlet system was
used in combination with a 0.2mm x 50m OV-101 fused silica capillary
column. A carrier gas flow of lmL/min was used with an inlet split
ration of 60:1. A temperature program with an initial hold at 70°C
for 2 min, increasing at 6°C/min, with a final temperature of 240°C,.

RESULTS AND DISCUSSION
The influence exerted by sulfur compounds in controlled testing

is affected not only by the structure of the organosulfur compound
but also by the stress regimen employed. 1In the JFTOT, the liquid
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flows at a rate of approximately 3 ml/min. With the non-standard
length JFTOT heater tubes employed in this study, the sample passes
over the tube in approximately 28 sec. While the JFTOT does not
simulate turbulent flow conditions such as those in the heat
exchangers, it does however provide a relatively short reaction time
under conditions of limiting oxygen availability.

As the dodecane comes in contact with the hot metal surface of
the heater tube, reaction with oxygen leads to autoxidation and the
formation of peroxy radicals. The ensuing propagation mechanism
continues as long as the temperature is sufficient to produce more
free radicals. 1In the JFTOT where the reaction time is relatively
short, the available dissolved oxygen is not fully depleted until
the tube temperature approaches 300°C. This is evident in the
temperature profiles of oxygen (Fig. 1) and hydroperoxide
concentrations (Fig. 2) measured in neat dodecane. The profiles
indicate a correspondence between oxygen consumption and
hydroperoxide concentrations. While some peroxidation occurs below
220°C, rapid oxidation ensues above that temperature. At
temperatures exceeding approximately 280°C, the dodecyl hydroperoxide
undergoes decomposition (15), which accounts for the decrease in
concentration above that temperature.

The addition of 0.4% (w/w) sulfur from n-hexyl disulfide (HDS)
suppressed peroxidation (Table I) by about 46% of the level attained
in the neat fuel. Additions of 0.2% (w/w) sulfur from HDS resulted
in suppression to approximately 68% that of the neat dodecane.

Table I. Hydroperoxide Concentrations Measured in Dodecane
Containing Organosulfur Compounds as a Function of JFTOT
Maximum Heater Tube Temperature

Hydroperoxides, medq/kgq

Maximum Tube Hexyl Disulfide Thiophenol

Temp., °C neat 0.2% S 0.4% S 0.005% S 0.03% S
21-120 nd® nd nd nd nd
200 0.11 0.01 nd nd nd
240 2.15 1.09 1.50 0.13 nd
280 2.25 1.03 1.52 1.02 nd
320 1.60 0.36 nd 0.69 nd

®not detected, less than 0.01 meq/kg.

While a proportional response between HDS concentration and
suppression of peroxidation was observed, it was far from
quantitative, given the great excess of sulfur over the quantity of
hydroperoxide formed in the neat dodecane. This is probably a
consequence of the limitations imposed by the relatively short
reaction time. The oxidation of disulfides in non-aqueous media has
been reported (17) to proceed via successive coordination of oxygen
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to the sulfur centers to produce the a-disulfone which cleaves to
yield the sulfonic acid. Comparison of oxygen consumption profiles
shown as a function of temperature in Fig. 1 reveal that direct
oxidation by dissolved oxygen did not play a role in peroxide
reduction. Therefore, the disulfide was reacting with dodecane
autoxidation products to block the formation of hydroperoxides.
Attempts to identify the oxidation products of hexyl disulfide in the
JFTOT effluent were complicated by the low concentration of products
and the difficulties experienced in detection. Future studies
directed towards model studies of hexyl disulfide oxidation by t-
butyl hydroperoxide are expected to provide information concerning
product distributions and allow for optimization of detection
procedures.

Thiophenol was much more reactive and completely suppressed
peroxidation when added at 0.03% (w/w) Sulfur (Table I). By reducing
the amount of sulfur from thiophenol to 0.005% (w/w), a detectable
amount of hydroperoxides accumulated at temperatures between 240 and
280°C. Previous model studies in our laboratory (13), have shown
that the oxidation of thiophenol by t-BHP results in the formation
of the corresponding disulfide, phenyl disulfide. The oxidation of
thiols classically occurs through the formation of the thiyl radical,
which in the case of thiophenol, would be favored by resonance
stabilization through the phenyl group. Thus, it is not surprising
that thiophenol would be such an effective radical trap, terminating
the chain reactions early in the propagation step. Examination of
the oxygen consumption profiles generated from dodecane containing
0.03% and 0.005% (w/w) sulfur from thiophenol confirm that the free
radical chain reactions were being terminated very quickly before
significant autoxidation could ensue. In the presence of thiophenol,
the oxygen consumption was reduced with respect to that of the neat
dodecane.

Examination of the reaction products of thiophenol oxidation in
the JFTOT by combined GC/MS confirmed the presence of phenyl
disulfide. Examination of JFTOT effluent taken over a range of
temperatures by GC/MS (Fig. 2) revealed that the formation of the
disulfide corresponded to the temperature at which dodecane
autoxidation proceeded and the hydroperoxide concentration in the
neat dodecane reached a maximum. Thus thiophenol was being oxidized
to the phenyl disulfide by dodecane autoxidation products, most
likely by dodecoxy radicals, which suppressed the formation of
hydroperoxides. The conversion to phenyl disulfide reached a maximum
at temperatures above 300°C, which corresponds to the temperature at
which all the available oxygen has been consumed and where dodecyl
hydroperoxide disproportionates. To determine the contribution of
the anaerobic thermal decomposition of the thiophenol to thiyl
radicals and dimerization to phenyl disulfide, deoxygenated dodecane
containing 0.03% (w/w) sulfur from thiophenol was examined. The
corresponding curve (Fig. 2) for disulfide/thiol ratios indicated
that thermal decomposition was significant only at temperatures above
320°C and would not account for the magnitude of phenyl disulfide
conversion observed.
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CONCLUSTIONS

The principal products arising from the liquid phase oxidation
of thiophenol by peroxides formed in situ by reaction of the dodecane
with dissolved oxygen at elevated temperatures were identical to
those identified in the model studies. Thus, these data indicate
that the findings of the model studies can be applicable to aircraft
fuel systems. The major route of oxidation of thiophenol most likely
involved the donation of a hydrogen radical to the dodecoxy radical.
While the resultant alcohol was not detected, interaction with
dodecylperoxy radical would result in the formation of dodecyl
hydroperoxide. However this is ruled out since hydroperoxides were
not detected. While in the model studies, the disproportionation of
tBHP was responsible for providing the alkoxy radicals, in the JFTOT,
dodecane autoxidation provided the source of free radicals. Due to
the ease of formation of the thiylphenyl radical, free radical chains
were effectively terminated thus suppressing formation of dodecyl
hydroperoxide. Although oxidation of thiophenol by dissolved oxygen
in the JFTOT was not significant, thermal decomposition of thiophenol
was observed to occur above 280°C to form the disulfide.

The behavior of hexyl disulfide in the JFTOT was consistent with
an oxidation mechanism which involves coordination of oxygen to the
sulfur centers. Since disulfides cannot act as peroxide reducers,
by donating hydrogen radicals, minimal effects were realized on
peroxidation during short reaction times in the JFTOT. There was no
evidence of direct oxidation of the disulfide by dissolved oxygen.
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and Doped Dodecane During Stress in the JFTOT.

PhSSPh/PhSH MEQ PEROXIDES/KG

0 2.5
8.0 1 r 20

.0+ 1.5
6.0 —— OXYGENATED

—¥- DEOXYGENATED

404 NEAT n-C12 PEROXIDES L 10
2.0 0.5
0.0 — —f—f————— 0.0

100 120 140 160 180 200 220 240 260 280 300 320 34
MAXIMUM JFTOT HEATER TUBE TEMP., C

Figure 2. Phenyl Disulfide/Thiophenol Conversion Ratios by
GC/MS (left ordinate scale) and Peroxidation of
Neat Dodecane (right ordinate scale).

"

X




ESCA AND FTIR STUDIES OF BITUMINOUS COAL

Cara L. Weitzsacker, James J., Schmidt
Joseph A. Gardella, Jr.

Department of Chemistry and Surface Science Center
University of Buffalo, SUNY, Buffalo, NY 14214

ABSTRACT

Bituminous coal from the I1linois #6, Upper Freeport,
Pittsburgh and Kentucky #9 seams were examined by Electron
Spectroscopy for Chemical Analysis (ESCA) and Fourier
Transform Infrared Spectroscopy (FTIR). These coals were
stored under various conditions (air, Ny, mine water) and
received in forms progressing from raw to ash - removed coal,
(raw, milled, processed). ESCA was utilized to determine
surface elemental composition and functional groups with
particular attention given to C,0,N and S. Sulfur and
oxidized coal models have been examined to determine the
sulfur and carbon species present at the surface. FTIR has
been used to correlate functional group assignments with the
ESCA results..

INTRODUCTION

The surface composition characteristics of coal are
important to the behavior of coal in various processing
techniques. This study focuses on the surface of coal in
powder form, with emphasis on the elemental composition of
the surface of coal, and the functionality of C, O, N and S.
One interesting application of this information would be to
study the wettability of coal, of concern in agglomeration in
various cleaning processes. Agglomerated coal could be
separated from mineral matter.(1,2)

Both ESCA and FTIR were used in the study of four
bituminous coals. These coals were taken from the I1linois
#6, Kentucky #9, Pittsburgh and Upper Freeport seams. The
ROM coals were stored under three conditions - in ambient
air, mine site tap water and dry nitrogen. Portions of these
samples were also milled and processed (mineral matter
removed), and these were then analyzed. These samples will
serve as reference samples for an ongoing aging experiment to
be described in later papers.

EXPERIMENTAL

Raw, milled and processed coals were received under Na
in sealed bottles from Otisca Industries, Ltd. Raw coals
were analyzed as received. Milled and processed coals had to
be vacuum dried to remove water and water/pentane
respectively. A1l samples were stored under dry Ni when
received.
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Vacuum drying was done on a glass vacuum line, Samples
were manipulated under dry N3 when loaded in vacuum tubes
and when the dried coal was removed from the vacuum tube. A
liquid nitrogen trap was used to prevent pump 0il from
backstreaming onto the samples. Samples were evacuated at
room temperature for five hours. After vacuum drying all
three types of samples were treated the same for sample
preparations. Air exposure has been minimized to less than
two minutes for the transfer of samples into instruments.

ESCA spectra were recorded on Physical Electronics Model
5100 with a Mg Kg,2X - ray source (1253.6 eV). Experimental
conditions of the X - ray were 300 W, 15 kV and 20 mA. Base
pressure of the instrument was 2 x 10 (~-9) torr and operating
pressure ranged from 1 x 10 (-7) to 2 x 10 (-8) torr
depending on the sample. The pass energy was 35 eV for high
resolution narrow scans. All spectra were taken using a 45°
take - off angle. The sampling depth at this take - off
angle was approximately 60

For ESCA analysis sample preparation was accomplished by
pressing coal powder onto double - sided sticky tape on a
sample stage. The coal was transferred immediately to the
introduction chamber of the instrument and pumped down for
one hour before being moved into the main chamber for
analysis. Wide scan spectra were taken for 15 - 20 minutes,
followed by high resolution narrow region scans for a total
of 50 minutes. There was no evidence of sample damage after
65 - 70 minutes under the X - ray.

Infrared spectra were acquired on two different FTIR
systems. The first system was a Nicolet 7199A FTIR
Spectrometer with an MCT detector. The bench was purged with
dry air. Spectra were taken with 1000 scans. The second
instrument was a Mattson Alpha Centauri with a DTGS detector.
The bench was purged with dry NQ. Spectra acquired were the
result of 32 scans.

Samples for FTIR were prepared by KBr mull.
Approximately .42g KBr was mixed with .006 - ,01g of coal.
The mull was pressed into a KBr pellet using a 13mm die under
8000 psi for 45 - 60 seconds.

RESULTS AND DISCUSSION

For this study, seven samples from each of the four
seams were analyzed. 1In each sample set, three samples were
raw coal (stored under air, N, or water), two were milled
(air stored} and two were processed (stored under air and
Ny ). Tables 1 - 3 show surface atomic concentration results
from ESCA analysis. Common to every one of these samples was
the detection of C,0, and N. Sulfur was not detectable on
the surface of three of the raw samples. Other elements
found were A1, Si, Na, Fe and K. Na was found in both the
I1linois #6 and Upper Freeport coals. Fe and K were only
found in one of the Il1linois raw samples.

;nqrgaqic elements were detected in the greatest
quantities in the raw samples. The percent surface atomic
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concentrations decreased slightly after milling and decreased
significantly after the coal was processed. In the processed
samples, the inorganics were reduced to less than 1 % or, in
many cases, were no longer detectable.

The storage conditions of the raw coals only showed a
significant difference in the I11inois #6 and Upper Freeport
coals. In the Kentucky #9 and Pittsburgh coals, the
resultant ¥ surface atomic concentrations were consistent
through all three storage conditions., See Table 1. The two
milled samples of I11linois #6 also showed inconsistency in
the % surface atomic concentrations. For the other three
coals, % surface atomic concentrations of the two milled
samples were approximately equal. See Table 2. In the
processed coals, the % surface atomic concentration of carbon
was 85 - 88 % through all four coals. The % surface atomic
concentration of oxygen was 10 - 12 %. Nitrogen remained
consistent through all storage and processing steps, with a %
surface atomic concentration of approximately 1 - 2 %. The %
S remaining in the processed coals varied from .50 - 1.1 %.
See Table 3.

In ESCA analysis, differential charging of the inorganic
and organic species in the coals was noted. Standards
consisting of mineral matter from each mine were run to
determine the charge correcting for the inorganics. Si, Al,
Na, K, Fe and inorganic S were corrected using Si ($Si0,),
binding energy 103.4 eV. The organic species (C, O, N and
organic $) were charge corrected using C 1s (hydrocarbon),
binding energy 285.0 eV.

The C 1s region was curve fitted to five bands (3,4).
See Table 4 and Figure t. The initial band was set after
standards of graphite were analyzed. This peak was at a
binding energy of 284.6 ev. Oxidized coal was also analyzed
to solidify the assignments of the carbon / oxygen species.
Quantitation was done based on the curve fits. See Table 5.
From raw to processed coal, a decrease is seen in the
elemental / graphitic C and an increase in the aliphatic /

aromatic C. C - O remained consistent, while C = 0 varied
widely.

Sulfur has also been found to be present in inorganic
and organic species. The inorganic sulfur is postulated to
be sulfate compounds. In many samples, nitrogen appears as a
broad peak at approximately 400 eV. Pyridine and pyrrole (5)
appear at approximately 398,8 and 400.2 eV. It is postulated
that both of these could be present.

Transmission FTIR spectra of all samples were collected.
Correlations between FTIR and ESCA results support the
observations of changing surface composition as raw coals
went through processing. Peaks assigned to inorganics such
as silicates vary in intensity proportional to the quantities
found by ESCA. Similiar correlations are found with the
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organics.
CONCLUSIONS
ESCA and FTIR are useful methods in the analysis of coal
surfaces. Composition and surface functionality can be
elucidated. FTIR can be used to correlate these results
deeper into the sample by transmission experiments.
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TABLE

I17inois Raw

Kentucky Raw

Air N Water Air N Water
C 43 23 33 71 69 71
(o} 40 51 48 21 22 22
N 1.1 .60 1.1 2.0 1.8 1.0
S .30 - -—- 1.1 1.2 1.2
Al 5.0 7.9 6.5 2.4 2.6 1.2
Si 9.2 15 11 3.2 3.5 2.8
Na 1.4 1.9 1.4 - —-—— -—-
Fe -—- 3.1 -— -—- - -
K -—- .89 - -—- - -
TABLE 2 TABLE 3
IVlinois Pittsburgh I1linois Upper
Milled Freeport
Processed
Air N Air N
C 54 66 72 72 85 85 86 88
(o} 35 27 22 22 12 12 9.7 9.4
N 1.5 1.5 1.5 1.5 1.2 1.5 1.8 1.4
S .67 .45 .54 .62 72 1.1 .86 52
Al 3.4 2.2 2.0 2.1 -—- -—- .74 —-—
Si 5.9 4.4 3.3 3.5 92 .55 1.0 44
Na .50 .86 - -—- ~— —-——- -—- -
TABLE
1 284.2 eV graphitic / elemental C
II ~.285.0 ev hydrocarbon (aliphatic or
aromatic)
II1I "~ 286.6 eV cC-0
Iv ~ 288.0 eV cC =0
v ~ 290.5 ev COOH, carbonate or W to T¥ shakeup
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TABLE 5

% C Species by Curve Fitting

Ittinois #6

Raw Milled Processed
I 13.85 2.61 2.43
II 58.22 67.27 70.70
III 19.24 17.25 18.26
Iv 7.02 9.46 3.88
A 1.67 3.41 4,73
Figure 1
C 1s Region Illinois #6 Milled Coal
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THE FORM-OF-OCCURRENCE OF CHLORINE IN U.S. COALS:
AN XAFS INVESTIGATION
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Un1ver51ty of Kentucky, Lexington, KY 40506
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ABSTRACT

X-ray absorption fine structure (XAFS) spectroscopy determinations have been
made at the chlorine K absorption edge on a number of U.S. coals in order to
investigate the form-of-occurrence of chlorine in the coals. The coals vary in
chlorine content from 0.04 to 0.84 wt% and in rank from lignite to hvA bituminous.
For the most part, the chlorine K-edge XAFS spectra of the coals are very similar
and no significant variation is noted among spectra of leached samples of the same
coal. The coal XANES spectra differ significantly from spectra of all organo-
chlorine compounds and inorganic chlorides examined. However, spectra of hydrated
chloride species, including NaCl solutions and CaCl,.6H 50, and of organic hydro-
chlorides, are quite similar to the coal spectra. Ana]ys1s of the EXAFS region for
the coals suggests the presence of a relatively long bond (~3.0 - 3.1A) to water
molecules in the nearest neighbor shell around the chlorine. These data and results
are compatible with hydrated chloride anions in the moisture associated with coals
as the major form-of-occurrence of chlorine in U.S. coals.

INTRODUCTION

Coals with appreciable chlorine contents (>0.3 wt%) can be troublesome during
utilization due to the corrosive effect of chlorine on both metallic and ceramic
materials. In the U.S., such problems related to chlorine content are relatively
uncommon except for certain deep-mined coals from the I1linois basin in which the
chlorine contents can be as high as 1 wt% (1)}. Although much of the chlorine in
I11inois coals can be removed by aqueous leaching treatments (2,3), the form-of-
occurrence in these and other U.S. coals is still not known with any certainty.
Float-sink tests for "organic affinity" as developed by Zubovic (4) do not appear
to have been applied to chlorine in U.S. coals. Compositional correlations have
been used to suggest that chlorine has both inorganic (NaC1) and organic forms in
IMNinois coals (1,5). Conversely, the lack of the association of chlorine with
other elements in a microprobe study of Upper freeport coal has been interpreted
as indicating organic chlorine forms (6). However, other investigators, based
largely on m1croscopic examinations, list only inorganic ch]orides, such as NaCl,
KC1, MgCl,. etc., as the primary occurrences of chlorine in coal (7,8).
Chakrabart1 (5), working principally with Gondwana coa]s, has described detailed
analytical procedures for determining both organic and inorganic forms of chlorine
in coal. British researchers working with their native high chlorine coals for the
most part have proposed that most, if not all, of the chlorine in coal is inorganic
and derived from NaCl-rich ground waters penetrating the coal seam (10,11). Recent
pyrolysis/mass spectroscopic work (12) on British coals has rather convincingly
confirmed this occurrence.

X-ray absorption fine-structure (XAFS) spectroscopy is perhaps the best method
currently available for elucidating the local structure and bonding of a specific
element in a complex, heterogeneous, noncrystalline matrix such as coal. Not only
can the element be investigated directly in coal at quite ditute levels (~100 ppm},
but, in principle, information about the immediate coordinating ligands can also
be derived from an analysis of the XAFS spectrum. In this work, XAFS spectroscopy
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was used to examine the occurrence of chlorine in a number of U.S. coals. From
these measurements it can be concluded that much, if not all, of the chlorine in
these coals is present as chloride anions in the moisture associated with the pores
and microcracks of the coal matrix.

EXPERIMENTAL

Samples: Pulverized samples of as-collected I11inois basin coals and the same
coals subjected to an aqueous leaching treatment were provided by Professor H. L.
Chen, Southern IT1inois University. These samples were originally collected by the
I11inois State Geological Survey. Other coal samples used in this study were
selected from the Pennsylvania State University coal bank on the basis of their high
chlorine contents. Chlorine contents and apparent rank data for the coals are
listed in Table I. A large number of standard organochlorine compounds and
inorganic chlorides were also assembled for XAFS spectral measurements, including:

Aryl chlorides: 1,2,4,5-tetrachlorobenzene, 9,10-dichloroanthracene,
2,6-dichlorophenol;

Acyl chlorides: diphenylacetyl chloride, 2-naphthoyl chloride;

Alkyl chlorides: polyvinylchloride, 1,2-bis(chloromethyl)benzene,
1,4-bis(chloromethyl)benzene;

0rg. hydrochlorides: semicarbazide hydrochloride, tetracycline hydrochloride;

Gases and vapors: Cl,, CC1,, CH,CT,;

Alkali chlorides: NaCl, KC1, RbC1, CsC1, saturated NaCl solution;
Alk. earth chlorides: Call,, SrCl,, CaCl,.2H,0, CaCl,.6H,0;
Misc. CI compounds: KC10;, H,PtC1,.6H,0, Hg,Cl,, HgCl,, CuCl,, CuOCI.

XAFS Experiments: XAFS experiments were performed at the Stanford Synchrotron
Radiation Laboratory (SSRL) under dedicated running conditions. Electron energies
were held at 3.0 Gev while the beam current decayed from 80 to 40 mA between beam
fills, which were typically eight hours or more apart. A pure helium path to the
sample was employed to minimize attenuation of the X-ray intensity at the Tow
energies in the vicinity of the chlorine K absorption edge (2820-2835 eV). XAFS
spectra were recorded in fluorescent geometry in a Stern-Heald type detector (13)
for all coals and standards from approximately 100 eV below the edge to about 400
eV above the edge using a rotating double crystal Si(1l1) monochromator. At the
high-energy end of the scan, the K absorption edge for argon (from air contamination
in the beam path) was encountered at 3205 eV. This edge served effectively as an
internal energy calibration point. The X-ray near-edge structure (XANES) data and
spectra shown in the paper are given relative to the zero point defined as the
maximum in the differential of the XAFS spectrum of sodium chloride, which occurs
at 2826 eV. It was found that the variation in position of the argon edge relative
to the NaCl zero point was less than 0.1 ev for the different spectra measured.
Spectra were obtained from the coal samples and from solid standards as pressed
pellets in pressed boric acid (HBO;) supports; liquid samples were contained in
mylar bags or on filter papers; gaseous and vaporous species were introduced to the
sample chamber at dilute (<1%) levels in helium (14). Analysis of the spectral data
was performed on a MicroVAX II computer using conventional methods (15,16) for the
XANES and extended fine-structure (EXAFS) regions of the spectra.
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TABLE I: COALS EXAMINED BY CHLORINE XAFS

Coal Seam & State Rank Wt% Chlorine  Source

#6 seam, I11inois” hvAb 0.82 C-20154 (ISGS)
#6 Seam, I1linois” hvAb 0.42 C-8601 (ISGS)
-- after 1st. leaching 0.24

-- after 2nd. leaching 0.12

#6 Seam, I111inois” hvAb 0.42 C-22175 (ISGS)
-- after 1st. leaching 0.18

-- after 2nd. leaching 0.13

Pittsburgh, PA hvAb 0.22 USS Mining
Elkhorn #3, KY hvAb 0.33 PSOC - 1475
Mineral seam, KS hvAb 0.27 PSOC - 251
Mineral seam, OK hvAb 0.24 PSOC - 768
Wildcat sbb, TX sbhC 0.06 PSOC - 639
Beulah lignite, ND lig 0.04 PSOC - 1483

*supplied by Prof. H. L. Chen, Southern I11inois University

RESULTS

XANES Spectra: Figure 1 shows the XANES spectra of an I1linois #6 coal that
contains 0.42 wt% chlorine and two samples obtained from the coal after aqueous
leaching treatments (2,3) that first reduced the chlorine content to 0.24 wt% and
then to 0.12 wt%. It 1is obvious from this sequence that the chlorine K-edge
absorption spectrum is not significantly changed by the leaching treatments and
therefore it can be concluded that chlorine has only one significant form-of-
occurrence in this coal. Furthermore, the reason that chlorine becomes progressive-
ly more difficult to remove from the coal is not because of the response of
different forms of chlorine to the leaching treatment but because the one form-of-
occurrence of chlorine becomes less accessible or more strongly bound to the coal
as its abundance decreases.

Very similar XANES spectra to those in Figure 1 are exhibited by all the coals
listed in Table I with two exceptions: the I11inois coal with the highest chlorine
content (0.84 wt%) and the Beulah lignite with the lowest chlorine content (0.04
wt%). Figure 2 documents the similarity of the chlorine K edge XANES spectra of
three coals from different coal basins. Figure 3 shows the XANES spectrum of
chlorine in the two I11inois coal with highest chlorine contents. The differences
between these spectra can be explained readily by the presence of a minor component
(<25%) of crystalline NaCl in the I1linois #6 coal with 0.84 wt% chlorine. The
extra peaks in the spectra of this coal match exactly with prominent peaks in the
spectrum of NaCl, which is also shown in Figure 3. The XANES spectrum of the Beulah
lignite, although very weak, differs significantly from those of the other coals
and the position of its main peaks are well outside the ranges for the two peaks
present in the spectra of the coals of higher rank. Based on XANES peak position
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TABLE II: CHLORINE XANES DATA SYSTEMATICS”

Compound Zero Point (ev) 1st. Peak (ev) 2nd. Peak (ev)
Mercury chlorides -3.62 - -3.60 -3.0 - -2.6 13.4 - 13.6
Alky? chlorides - -3.35 - -2.80 -2.5 - -1.2 11.0 - 20.8
Acyl chlorides -2.60 - -2.50 -1.3 - -1.0 15.3 - 20.9
Aryl chlorides -2.40 - -2.00 -0.8 - -0.4 16.1 - 19.2
Beulah lignite -1.80 -0.7 18.5

A11 other coals -1.75 - -1.20 0.9 - 1.3 19.0 - 21.2
Sat. NaCl solution -1.55 0.2, 3.1 20.9
Organohydrochlorides -1.10 - -1.00 1.1 - 2.1 19.2 - 20.7
Alkali chlorides -0.90 - 0.00 0.4 - 2.2 16.9 - 20.6
Hydrated Ca chlorides -0.75 - -0.60 2.3-2.5 21.6

Alk. earth chlorides -0.60 - -0.45 1.7 - 2.1 19.0 - 19.6
Copper chlorides -0.60 - -0.30 1.4 - 3.0 19.8 - 27:3
Chloroplatinic acid -0.20 4.2 18.7
Potassium chlorate 4.20 5.8 18.5

Energies of zero point and peaks relative to zero point for NaCl.
'For most standard chlorine compounds, data are given only for the
two peaks that most closely match the peaks in the coal spectra.

systematics (Table II), the XANES spectrum from chlorine in the lignite is most
similar to that from chlorine bound to aromatic rings. However, given the low
abundance of chlorine in this coal and the poor quality spectrum, it is perhaps
premature to conclude that this coal has a significantly different form-of-
occurrence for chlorine.

With the possible exception of the lignite, the data in Table II and the
general appearance of the XANES spectra from chlorine in the coals, compared to
those of the numerous standard chlorine compounds examined, indicate that the form-
of-occurrence of chlorine is clearly neither an organochlorine compound nor one of
the traditional crystalline inorganic chlorides. The substances that most c]ose]y
resemble the XANES spectral data from chlorine in coal are (i) CaCl,.6H,0, (i)
saturated NaCl solution, and (iii) organohydrochlorides. A compar1son of t%e XANES
spectra of these substances to that of the I11inois #6 coal is shown in Figure 4.
The XANES spectra of all three substances exhibit an overall general similarity to
the coal spectra, but minor dif-ferences are apparent upon close inspection so that
it can not be concluded that one or other of these substances is the preferred
match. However, all three substances do have some structural and bonding features
in common that are, no doubt, reflected in similar XANES spectra: (i) chlorine is
present in these substances as chloride anions, (ii) the bonding is relatively weak
and largely ionic in character, and (iii) the chlorine-oxygen or chlorine-nitrogen
distances are quite long: between 3.0 and 3.2A (17,18). The chlorine in coals can
be expected to be similar.

EXAFS Spectra: As is usually done (15,16), the EXAFS regions of the spectra
were treated mathematically first to isolate the EXAFS periodic structure from the
absorption step. Then, by converting this oscillatory structure to a wave vector
representation and performing a Fourier transform, a radial structure function (RSF)
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is obtained that represents the distribution of shells of atoms or ions around the
chlorine atom or ion. Satisfactory radial structure functions were obtained for
most of the standard compounds and for some of the coals with the higher chlorine
contents. RSFs for the aryl compounds were noticeably more complex than those for
the acyl and alkyl organochlorine compounds. This observation reflects the rigid
structural relationship of the chlorine to the six carbons of the benzene ring
present in the aryl compounds but which is lacking when chlorine is in a peripheral
-C0C1 or CH C1 group that has some rotational freedom. The RSFs for compounds with
these 1atter groups resemble those obtained from the simple molecules, CC1,, C,H,C1,

etc.

Radial structure functions for chlorine in the inorganic compounds were
generally complex and lacking in any strong correlative trends. Given the variety
of structures and the range in degree of covalency exhibited by these compounds,
this should not be surprising. CaCl,.6H,0 has a structure (17) in which the Ca and
C1 ions are not nearest neighbors but are separated by water molecules. Hence, this
compound can act as a model compound for chloride anions surrounded by water
molecules. The RSF for this compound is shown in Figure 5a; it is dominated by one
major peak representing the coordination shell of six water molecules at a distance
of 3.1 - 3.2A from the central chloride anion. Bond-lengths were extracted from
the better RSFs of chlorine in coals (e.g. Figure 5b) using the phase-shift data
obtained empirically from CaCl,.6H0 for the water molecule shell at ~3.15A. An
excellent correlation of the phase shifts was found at a C1-H,0 distance of 3.03A
for the coals. The phase-shift data correlated cons1derabfy better than that
between CaCl,.6H,0 and the saturated NaCl solution, which implies, perhaps, that the
chlorine an1ons 1n the saturated NaCl solution have significant contribution from
sodium ions in the nearest neighbor shell. The RSFs for the organic hydrochloride
compounds consist of one major peak at similar distances (3.1 - 3.3A) arising from
nitrogen atoms in basic amine groups to which the chloride anions are bound (18).
However, correlation of the C1-N phase-shift data with the coal data was not as good
as that found between CaCl,.6H,0 and chlorine in coal. Although such distinctions
are not necessarily definitive, the analysis of the EXAFS region does appear to
favor water molecules as the most Tikely environment around chlorine in the coals
examined.

CONCLUSIONS

Analysis of chlorine K-edge XAFS data for a number of U.S. coals has shown
that in the majority of the coals chlorine is present in a single form as chloride
anions in the moisture associated with the microcracks and pores of the coal. In
the coal with the highest chlorine content, a second form-of-occurrence was also
identified, namely crystalline NaCl, which presumably had precipitated from the
chloride-rich solution as the coal dried. 'The only other exception was a low-
chlorine lignite, in which chlorine appeared to be present in organic form.
However, given the very low chlorine concentration (0.04 wt%) and the related poor
spectral quality, it is premature to attach much significance to this observation
at this time.

With chloride anions in moisture as the predominant form-of-occurrence of
chlorine in U.S. coals, it is relatively easy to rationalize some of the apparently
contradictory conclusions made in previous investigations regarding whether chlorine
is inorganically or organically bound in coal. As a result of the association of
chlorine with coal moisture, chlorine will have properties similar to a dispersed
organically bound element. For example, in microprobe or SEM X-ray mapping techni-
ques, chlorine will be found to be distributed widely in Tow concentrations in
macerals and not strongly correlated with other elements, and in float-sink tests
of "organic" affinity, chlorine will favor the maceral-rich float fractions,
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Conversely, observations of specific inorganic chlorides in coals can be explained
as precipitates that crystallize as the coal moisture evaporates.

With the form-of-occurrence of chlorine now established for U.S. coals, it
would appear that it should be possible to remove virtually all of the chlorine from
troublesome coals by the combination of fine grinding and aqueous leaching
treatments. It is interesting to note that a similar treatment was used by British
researchers to remove the supposed "organic" chlorine fraction from an I11linois #6
coal that was left after earlier leaching treatments (12). Alternatively, the fact
that the chlorine is now known to be associated with the moisture in coal may lead
to new methods for chlorine removal.

ACKNOWLEDGEMENTS

We are grateful to Professor Han Lin Chen of Southern I1linois University for
providing us with samples of raw and leached I1linois #6 coals. This work was
supported by the U.S. DOE under Contract No. DE-FG22-86 PC90520. We also
acknowledge the U.S. DOE for its support of the Stanford Synchrotron Radiation
Laboratory, where the XAFS experiments were performed.

LITERATURE CITED

1. H. J. Gluskoter, and R. R. Ruch, Fuel, 50, 65, (1971)

2. H. L. Chen, N. M. Rao, and D. S. Viswanath, Fuel Proc. Technol., 13, 261,

(1986)

3. H. L. Chen, and M. Pagano, Fuel Proc. Technol., 13, 271, (1986)

4.

Volume 55, 221, American Chemical Society, Washington, D. C., (1966)

5. H. J. Gluskoter, R. R.. Ruch, W. G. Miller, R. A. Cahill, G. B. Dreher, and
J. K. Kuhn, ITlinois State Geological Survey, Circular 499, (1977)

6. J. A. Minkin, E. C. T. Chao, and C. L. Thompson, ACS Division of Fuel
Chemistry, Preprints, 24(1), 242, (1979)

7. M. T. Mackowsky, Chapter 2.23 in: Stach’s Handbook of Coal Petrology, (eds.

E. Stach et al.), 121, Gebriider Borntraeger, Berlin, W. Germany, (1975)

R. B. Finkelman, and R. W. Stanton, Fuel, 57, 763, (1978)

J. N. Chakrabarti, Chapter 10 in: Analytical Methods for Coal and Coal

Products, (ed. C. Karr, Jr.), Vol. 1, 323, Academic Press, New York, (1978)

10. S. A. Caswell, Fuel, 60, 1164, (1981)

11. N. J. Hodges, W. R. Ladner, and T. G. Martin, J. Inst. Energy, 56, 158, (1983)

12. G. Fynes, A. A. Herod, N. J. Hodges, B. J. Stokes, and W. R. Ladner, Fuel, 67,
822, (1988)

13. E. A. Stern, and S. Heald, Rev. Sci. Instrum., 50, 1579, (1979)

14. F. W. Lytle, R. B. Greegor, E. C. Marques, D. R. Sandstrom, G. P. Huffman, and
F. E. Huggins, Stanford Synchrotron Radiation Laboratory Activity Report for
1986, 87/01, 115, (1987)

15. P. A. Lee, P. H. Citrin, P. Eisenberger, and B. M. Kincaid, Rev. Mod. Phys.,
53, 769, (1981)

16. G. S. Brown, and S. Doniach in: Synchrotron Radiation Research, (eds. H. Winick
and S. Doniach), 353, Plenum Press, New York, (1980)

17. R. W. G. Wyckoff, Crystal Structures, Vol. 3, J. Wiley & Sons, New York, (1963)

18. R. W. G. Wyckoff, Crystal Structures, Vol. 6, J. Wiley & Sons, New York, (1969)

O 00

556

P. Zubovic in: Coal Science, (ed. R. F. Gould), Advances in Chemistry Series,




e e e —

e

T e

—~——,

W

NN
» o
.

0.12 wt% ClI

NN
[N
.

0.24 wt% Cl

- ot ok b
- N b O ON
L

0.42 wt% CI

Normalized Absorption

coo0o0
N Ao D

[=]

T T T T LI——

T
-20 4] 20 40 60
Energy in ev (NaCl standard)

Figure 1. Chlorine K-edge XANES spectra
of Illinois #6 coal and two samples of
same coal after leaching treatments.
Note the similarity of the spectra.

0.42 wi% Ci

0.84 wt% CI

- ok ok -d
N A OO N

NaCl powder

Normalized Absorption

0.6 1

0 T T Ll T T T
-20 o] 20 40 60

Energy In ev (NaCl standard)

Figure 3. Chlorine K-edge XANES spectra
of two high-chlorine I11inois #6 coals
and of NaCl.

557

2.6
2.4 Mineral, KS
c 229 0.27 Wt% CI
S 2
‘2
2 1.8
2 Pittsburgh, PA
2 1.6 1
S 14 0.22 Wt% Cl
N 1.2
® Elkhorn, KY
g 17
g os 0.33 Wt% Cl
0.6 -
0.4
0.2 T
o 1 T T T T T T

2.8

-20 o] 20 40 60
Energy in ev (NaCil standard)

Figure 2. Chlorine K-edge XANES spectra
of three coals from different states
and geological provenances. Note the
similarity of the spectra.

aq
3.5 1
5 37 NaCl sat. soln.
o
5 2.5 1
2 Semicarbazide
< 2 hydrochloride
b+ ]
Q
N
515 4 CaCl,6H,0
£
A
[<]
-
linols #6 Coal
0.5
o T T T T T L r—l
-20 (o} 20 40 60

Energy in ev (NaCl standard)

Figure 4. Chlorine K-edge XANES spectra
of Illinois #6 coal and various stan-
dard C1 compounds with similar spectra.




80 60
(A) CI-H,0 (B)
70 A
50 A
60 A
40 A
° 50 1
T
2
Z 40 | 30 1
=2
]
2 30 A
20 A
20 1
10 A
10 A
o] — T T T T T T T o T T T T T T T L—
0 2 4 6 -8 10 ] 2 4 6 8 10

Distance in Angstroms

Figure 5(a). Phase-shift corrected
radial structure function for the com-
pound, CaCl,.6H,0.

Distance in Angstroms

Figure 5(b). Phase-shift corrected
radial structure function for chlorine
in an I11inois #6 coal.




HYDROGEN BONDING AND COAL
SOLUBILITY AND SWELLING -

Paul Painter, Yung Park and Michael Coleman

Materials Science and Engineering Department
Steidle Building
The Pennsylvania State University
University Park, PA 16802

Most descriptions of the thermodynamic properties of coal solutions and the swelling of
coal are based on models that in their original form only dealt with simple van der Waals or
London dispersion forces. 1t is now well-known that such descriptions are inadequate when
applied to systems where there are strong specific interactions such as hydrogen bonds. In
part, this is because for weak forces random contacts between unlike segments can be
assumed, allowing interactions to be formulated in a mean field form, AEindadB, where AE i
is an exchange interaction term; ¢ are the volume fractions of the components A and B and
their product is proportional to the number of unlike contacts in a solution where there is
random mixing. Hydrogen bonds are different and cannot be dealt with by means of a simple
approximation. Polymer segments and solvent molecules that interact in this manner are truly
associated and above the Tg there is a dynamic equilibrium distribution of hydrogen bonded
species. There is a non-random arrangement of the hydrogen bonding functional groups
(relative to one another) and this leads to modifications in the entropy of mixing. Theories that
deal only with the enthalpy of hydrogen bonding interactions are thus inadequate.

In recent work (1-4) we have developed an association model that essentially consist of
a Flory-Huggins type of equation with an additional term (AGy) describing the free energy
changes associated with the changing pattern of hydrogen bonding that occurs as a function of
composition: 3
AG [} 0 AGy,
M _ YA B —_H
RT = N_A In¢, +-E Ingg + 9,05 + RT

Although it may appear that we have arbitrarily added a term accounting for non-
random contacts to a random mixing theory, association models are more subtle than that and it
can be shown that the above equation can be derived directly from a lattice model (2). The
AGH term has a complex appearance (but once you get used to it has an easily understandable
structure), but it is important to note that all terms in this equation are determined from
experimental FTIR measurements and the equations describing the stoichiometry of hydrogen
bond formation. (Space does not permit a reproduction of these equations here, and the
interested reader should consult the literature.) Accordingly, given a knowledge of y, or a
reasonable way of estimating this parameter, we could predict the free energy of mixing coal
with hydrogen bonding solvents. Itis relatively easy to show that the AGy term is either zero
or negative, the  term is positive for purely van der Waals or London dispersion interactions,
while the combinatorial entropy term of course favours mixing. The x and AGH terms have
very different temperature dependencies and the balance between these forces leads to the
prediction of a rich variety of phase behaviors (2, 4, 5-7). In initial work on coal solutions we
have determined géneral trends, through a calculation of the free energy of mixing pyridine
with model coal structures (4).

These initial results provide some fundamental insight, but there now remains the more

difficult task of calculating the behavior of specific systems and determine expressions for the
chemical potentials, so that the model can be extended to swelling and molecular weight
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measurements. Here we consider the first part of this task and we will commence by first
defining an average coal structure per OH group. This sounds as if we are arbitrarily
classifying a coal molecule as a set of "average" repeat units. In a certain sense we are, but this
is not a fallacious approach, as we will show. In the classic work of Scott (8), performed
more than thirty years ago, it was demonstrated that the "physical” (ie. non-hydrogen bonded)
interactions of a copolymer of any degree of heterogeneity could be described by a solubility
parameter that is a volume fraction average of the contributions of its constituents. We can
therefore use the method of van Krevelen (9) to determine the parameter 8 coal. This requires
first of all a knowledge of the coal composition and the relative proportions of aromatic and
aliphatic carbon, which have been determined directly for many coals by 13C nmr, or can be
estimated from FTIR measurements of the relative proportions of aromatic and aliphatic CH
groups. In addition, we also need to define a reference volume for the coal that can correspond
to any arbitrarily defined segment (because we will simply calculate the free energy change per
segment upon mixing). Van Krevelen (9) calculated his solubility parameter in terms of the
molar volume of a coal "molecule” per carbon atom, V,/C, using:
__V_M_ _ 1200
C Cd
where C' is the weight percent carbon in the sample and d is the density. In the same
fashion we define a molar volume per OH group as:

VM _ 1600

Ow O
1OH Oyd
where Oy is the weight percent oxygen in the sample that is present as OH groups
(OO and d are known or measurable quantities). This allows us to calculate the free energy
conn]'?bulion from hydrogen bonding interactions per molar volume of the average coal segment
containing one OH group.

The ¥, parameter is then calculated from solubility parameters in the usual fashion,
while AGy, the free energy of hydrogen bonding interactions, can be calculated in a
straightforward manner by methods we will describe below. The definition of a "segment” of
a coal molecular per OH group, therefore merely serves to place the calculations of i and AGy
on a common scale of unit volume. As long as the OH groups in coal are more or less
randomly distributed our definition of an arbitrary segment is conceptually sound.

The quantity AGy is calculated from a knowledge of the number of OH groups
present in a sample (more precisely, the molar volume per OH group) and equilibrium
constants describing the free energy change per hydrogen bond (the equation describing AGy
is then a simple counting of the change in the number of hydrogen bonds of various types upon
mixing). These are determined by FTIR. Fortunately, we do not have to measure these
directly on coal. It is a consequence of the lattice model (2) that equilibrium constants for a
particular functional group determined in one molecule can be transferred to a different
molecule with the same functional group by simply adjusting according to the molar volume

ie. KpVh =K2V2
. *™B'B” "B'B 1.1
. Using values determined for phenol andgresols (Kg V) we can thus calculate
appropriate values for a coal segment defined by Vg- (This result has worked extremely well
in predicting the phase behavior of blends of polyvinyl phenol with various polyethers and
polyesters (6). The values of the equilibrium constants describing the self-association of
phenol have been determined by Whetsel and Lady (10). (This splendid paper, published in
Spectrometry of Fuels a number of years ago, anticipates our use of association models for
coal and has the almost forgotten virtue of tabulating all data obtained, in this case in both the
near and mid IR. We were thus able to check all calculations and determine the appropriate
values of the equilibrium constants.) We have expanded our treatment of self association to
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also account for the hydrogen bonds that can form intramolecularly between coal OH and ether
oxygens. This is conceptually straightforward and comes at the expense of a minor increase in
the algebraic complexity of the equations. The equilibrium constants describing interactions
between phenolic OH groups and ethers, and indeed between OH and most of the functional
groups found in solvents commonly used to swell coals, are tabulated in the literature (g see
the review by Murthy and Rao (11)). We are fortunate that interactions involving both alkyl
and phenolic OH groups have been so widely studied. The parameters used in the calculations
are listed in table 1 and our computational procedures are described elsewhere (2-4, 6).

Typical results are shown in figure 1. The data points represent spinodals and were
calculated for various coal-pyridine mixtures. This naturally requires that the structural
parameters of the coals have been determined and we used a data set compiled for a set of
vitrinite concentrates (12). In the accessible range of temperature (up to about the boiling point
of pyridine) we determine a classic inverted U shape coexistence curve characterized by an
upper critical solution temperature near 0°C, for a coal of 78.3% carbon content. As the
carbon content of coal increases the calculated solubility parameter decreases to a minimum
near a carbon content of 88% C (9).

For the three coals from which we have performed detailed calculations, with carbon
contents of 78.3%, 84.7% and 90.1%, the value of i thus decreases with increasing carbon
content, favoring mixing. At the same time, however, the number of OH
groups systematically decreases, thus decreasing the favorable contribution of hydrogen
bonding. This latter effect dominates, so as the carbon content of the coal increases we predict
that the upper critical solution temperature shifts to higher temperature and for a coal of 90.1%
carbon content we calculate spinodals characteristic of a phase separated system throughout the
accessible temperature range.

At first sight these results might seem inconsistent with some of the known
characteristics of coal (13-18), where swelling reaches a maximum in about the middle range of
carbon contents we have considered. It should be kept in mind, however, that in our
calculations we have assumed that the chains are not cross-linked (The phase diagrams in
figure 1 were determined for a coal molecule of "degree of polymerization" 100, relative to the
molar volume of a pyridine molecule). Such molecules are predicted to be soluble at room
temperature for a low carbon content coal, and to phase separate into a dilute coal solution and
a solvent swollen coal gel at higher carbon contents. The degree of swelling depends not only
on the phase behavior of these systems as defined by their chemical potentials, but also upon
the degree of cross-linking. We have obtained appropriate expressions for the contribution of
hydrogen bonding interactions to the chemical potentials and plan to incorporate these into
theories of swelling. Of more interest to us here, however, is the overall effect of hydrogen
bonding interactions on phase behavior. Pyridine forms relatively strong bonds with phenolic
OH groups, so we would like predict that for solvents that hydrogen bond less strongly, such
as THF, the contribution of AGy would be smaller. It must be kept in mind that hydrogen
bonding alone does not determine phase behavior, the contribution of the "physical” (usually
repulsive) forces measured by y, together with the combinatorial enropy of mixing, all
contribute to the balance. As it happens, the  value for the coal-THF mixtures considered
here are larger than their coalpyridine counterparts and this combined with the smaller
contributions to AGy from hydrogen bonding results in the spinodals shown in figure 2,
which indicate that the coals are less soluble and would swell less in this solvent.

Obviously solubility is molecular weight dependent and the phase behavior of the
84.7% coal as a function of molecular weight (defined in terms of a degree of polymerization
Np relative to the molar volume of the solvent molecule) is shown in figure 3. This model
predicts that for this coal fairly large molecules. (Ng > 30) would be soluble in boiling
pyridine, although some of the high molecular weight material would
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precipitate out at room temperature, depending upon the concentration of the solvent. Only
relatively low molecular weight material would be completely soluble in THF.

Finally, we must re-emphasize that for any specific coal the overall phase behavior is
determined by the balance between hydrogen bonding and physical forces. The former is
measured by the equilibrium constant for association, which we define by the symbol Ka.
Values listed in the literature (11) are reproduced in Table 2, together with values of the
solubility parameter. For the coals considered here we would therefore qualitatively expect that
NMP and pyridine would be the best solvents (large K, 8 in the range 10.7 to 11.5);
dimethyl formamide hydrogen bonds strongly but has a somewhat larger ) than these solvents;
DMSO hydrogen bonds very strongly but would have an even larger value of ); while the
remaining solvents would not give comparable swelling or solubility characteristics.

Obviously detailed calculations are required for quantitative predictions and these are presently
being performed.

Acknowledgment. We gratefully acknowledge the support of the Office of Basic
Energy Sciences, Division of Chemical Sciences, Department of Energy, under Grant No. DE-
FG02-86ER13537.
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Table 1.

Parameters for Coal at 25°C

78.3%C 84.7%C 90.1%C
molar vol, (Vg) cm3 mol-? 227.92 286.23 4102
molar vol, (Vi) cm?® mol™! 151.95 384.62 440
5., (cal cm3)1/2 11.5 11.27 10.78
Ko 8.33 6.64 0.46
h,, kcal mol! 5.6 5.6 5.6
Ke 19.44 15.48 1.08
he, kcal mol™! 5 5 5
Kg 26.67 21.23 1.48
hg, kcal mol! 5.2 5.2 5.2
Parameters for Solvents at 25°C
pyridine THF
molar vol, (Vg) cm3 mol! 81 74.3
35, (cal cm3)1/2 10.6 9.9
Table 2
SOLVENT Ka (I mol™") 3s
(20°C) (cal cm™3)
PYRIDINE 60 10.6
NMP 163 11.2
DIMETHYL FORMAMIDE 64 12.1
DMSO 60 10.6
THF 18.8 9.9
ACETON 12.3 9.9
DIETHYL ETHER 9.6 7.5
ACETONITRILE 5.0 11.8
BENZENE 0.3" 9.1

* Weak H-bonds between OH groups and I1 electrons have been

proposed.
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REGIOSELECTIVE THERMOLYSIS OF 1,4-DIPHENYLBUTANE
ENHANCED BY RESTRICTED RADICAL MOBILITY

P. F. Britt, A. C. Buchanan, III, and C. A. Biggs
Chemistry Division
Oak Ridge National Laboratory
P. 0. Box 2008
Oak Ridge, TN 37831-6197

INTRODUCTION

Thermal decomposition of coal has been postulated to involve the formation of
free radicals by processes such as the homolysis of aliphatic or ether-containin%
bridges which connect polycyclic aromatic units into a macromolecular structure.
Understanding the thermal reactivity of coal is important in the study of
pyrolysis, liquefaction, and coking. Mechanistic insights into the chemical
reactivity of coal at the molecular level can be gained from the study of model
compounds which represent structural features in coal. However, radicals
generated in a cross-linked macromolecular material such as coal may experience
restricted mobility when the radical center remains bound to the residual
molecular structure. To model the effects of restricted radical mobility on
thermally induced decomposition reactions, thermolyses of model compounds
covalently attached to an inert support have been studied. Thermolysis of
surface-immobilized 1,2-diphenylethane showed a substantially altered free
radical reaction pathway compared with the corresponding liquid phase behavior,3
while thermolysis of surface-immobilized 1,3-diphenylpropane (~~DPP) showed
unexpected regloselectivity resulting from conformational restrictions on
hydrogen transfer reactions as the surface coverage of ~~DPP decreased. In
order to further explore the regloselectivity of hydrogen transfer induced by
restricted diffusion, the thermolysis of surface-immobilized 1,4-diphenylbutane
(~~DPB) is being examined.

EXPERIMENTAL

p- (4-phenylbutyl)phenol (HODPB) was prepared in a four-step synthesis from the
Wittig reaction of cinnamyltriphenylphosphonium chloride with p-anisaldehyde to
afford 1-(4-methoxyphenyl)-4-phenyl-1,3-butadiene which was catalytically

reduced (10% Pd/C) and demethylated (HBr/HOAc). Repeated crystallizations from
hexanes afforded HODPB in >99.9% purity (GC). Surface-immobilized 1,4-diphenyl-
butane was prepared at saturation coverage by condensation of excess HODPB with
the surface hydroxyls of a high purity fumed silica gCab-O-Sil, M-5, Cabot Corp.,
200 mz/g) at 225°C for 1 h, as previously described. Excess phenol was sublimed
from the Cab-0-Sil by heating at 270°C for 45 min under vacuum (5 x 10-3 Torr).
Following base hydrolysis of the Cab-0-Sil (to liberate surface-bound phenol) and
silylation, GC analysis gave coverages for three different batches as 0.504,
0.548, and 0.541 mmol of ~~DPB per gram of final product with a purity >99.7%.

Thermolysis of ~~DPB was performed at 400 * 1°C in T-shaped pyrex tubes sealed
under high vacuum (=10°° Torr). The volatile products were collected in a cold
trap while the surface-bound products were removed from thé silica as the
corresponding phenols by basic digestion and then silylated to form trimethyl-
silyl ethers. The samples were analyzed by capillary GC with flame ionization
detection or by GC-MS. Quantitative measurements were made with the use of
internal standards and measured GC detector response factors.



RESULTS AND DISCUSSION

Thermolysis of ~~DPB at 400°C has been studied at 2-12% conversion with two high
coverage batches, 0.541 mmol/g (Batch A) and 0.504 mmol/g (Batch B). At the
lowest conversion (ca. 2% in 10 min), the major gas phase products of the
cracking reaction detected in the cold trap were toluene (PhMe), ethylbenzene
(PhEt), styrene (PhVi), and allylbenzene (PhAll). The surface-attached products
obtained as phenols from basic digestion of the sample were p-cresol (correspond-
ing to ~~PhMe), p-ethylphenol (~~PhEt), p-hydroxystyrene (~~PhVi), and p-hydroxy-
allylbenzene (~~PhAll). These eight products (shown in eq. 1) account for >97%
of the products formed at 2% conversion and 93% at 12% conversion. The product
distribution for the four gas phase hydrocarbon products, which will be examined
in more detail below, 1s shown as a function of conversion in Figure 1. The two
high coverage batches gave similar product distributions with reaction rates
slightly faster for Batch B (ca. 15%).

~~PhCHyCHy CHyCHyPh + ~~PhCH3 + PhCHoCH=CHy

~~PhCHyCH3 + PhCH=CHy
1)
~~PhCH=CHy + PhCHyCHj

~~PhCH)CH=CHy + PhCHj

As conversion of ~~DPB increased, secondary products formed at the expense of the
surface-bound olefinic products. At the highest conversion studied (12%),

7.0 mols of the products results from secondary reactions. The major secondary
reactions appear to be rearrangement of ~~PhCHyCH=CHy to ~~PhCH=CHCH3

(2.6 mol %), and radical addition to ~~PhVi and ~~PhAll to produce, following
hydrogen abstraction, ~~PhCHoCHgCHoPh (0.6 mol %), ~~PhCH9CHyCHoPh~~ (0.7 mol %;
identified as the corresponding diphenol), ~~PhCHyCHyCH9CHoPh~~ (0.5 mol %), and
isomers of ~~CouHg,4~~ (1.0 mol %; diphenols of triphenylhexane). Comparable
secondary radical addition reactions have been reported to occur during ther-
molysis of liquid DPB.

Thermolysis of liquid 1,4-diphenylbutane (DPB) has been shown to proceed by a
radical chain decomposition reaction in which DPB is cracked to give four major
products, as shown in equation 2.

PhCHpCH)CHyCHyPh — PhCH3 + PhCHpCH=CHy + PhCHpCH3 + PhCH=CHyp (2)

By comparison, surface-immobilized DPB reacted to form the same set of gas phase
products as well as a corresponding set of surface-attached products (eq. 1).
This results from the nonequivalence of the two ends of the surface-attached DPB
molecule. Therefore, at low conversion, liquid DPB and ~~DPB react in an
analogous manner to produce the same slate of products. The initial rate of
~~DPB thermolysis at high coverage (15 * 2% h™* at 400°C based on 2-12% conver-
sion) is somewhat faster than that of liquid DPB. Comparison of the rate of
reaction of liquid DPB and ~~DPB at 400°C for 10 min shows that the surface-
immobilized DPB rescts 10-fold faster. It is also interesting that while the
rate of decomposition of liquid DPB exhibited a mildly autocatalytic behavior,
the rate of ~~DPB decomposition calculated at each time point was independent of
conversion. Additional studies will probe these observations further and examine
the dependence of the thermolysis rate on surface coverage.
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In the radical chain propagation steps for the decomposition of DPB, a benzyl
radical (or a 2-phenylethyl radical) abstracts a hydrogen atom from DPB in a
competitive process to form a benzylic and a nonbenzylic diphenylbutyl radical
(egs. 3 and 4). The B-scission of the benzylic radical leads to PhVi and
ultimately PhEt, while the nonbenzylic radical leads to PhAll and ultimately PhMe
(eqs. 5 and 6).

PhCH9CH7CHCHyPh + PhCHge (or PhCHpCHpe)-
L]
PhCHCH9CHCHpPh + PhCH3 (or PhCH)CH3) (3)

PhCHyCH9CH9CHyPh + PhCHpe (or PhCHoCHge)-~

.
PhCHCHCHyCHyPh + PhCH3 (or PhCH,CH3) 4)
.
PhCHCH7CHpCHyPh + PhCH=CHy + PhCHyCHye (5)
.
PhCHzCHCHzcﬂzPh -+ PhCHzCH=CH2 + PhCHzo (6)

In the case of -~DPB, there are four different methylene units which can form two
distinct benzylic (1 and 4) and two distinct nonbenzylic (2 and 3) radicals.
Following initiation by the homolysis of a small amount of ~~DPB, the B-scission
steps of the four possible radicals formed by hydrogen abstraction are shown in
equations 7-10.

~~PhCHCHCH)CHyPh + ~~PhCH=CHy + PhCHyCHy e )
1

~~PhCHyCHCHCHyPh + ~~PhCHyCH=CHy + PhCHpe (8)
2

~-PhCH2CH§EHCH2Ph + ~~PhCHye + PhCHCH~CHy (9

~~PhCHyCHCHyCHPh + ~~PhCHgCHye + PhCH~=CHy (10)
4

The free and surface-bound radicals can propagate the chain by reacting with
~~DPB to form free and surface-bound PhMe and PhEt while regenerating the
surface-bound DPB radicals.

The regioselectivity for thermolysis of fluid phase DPB was found to be con-
centration dependent. This was explained by a substrate-dependent hydrogen
abstraction reaction which interconverts the benzylic and the nonbenzylic
radicals, equation 1l1.

L]
PhCHCH»CHCHyPh + PhCHyCHpCHyCHyPh =
L] .
PhCH2CHpCHCHoPh + PhCHpCHCH,CHoPh (11)

In the neat liquid at 400°C, conditions under which the reaction in eq. 11 occurs
efficiently, the regioselectivity of thermolysis as determined from the PhEt/PhMe
ratlo extrapolated to zero conversion, was a minimum of 1.22. Interestingly for
~~DPB at 400°C, the analogous regloselectivity for formation of 1 relative to 2,
determined from the PhEt/PhMe ratio, at 2% conversion is 1.23, while the ben-
zylic/nonbenzylic selectivity for the pair farthest from the surface (4 relative
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to 3), determined from the PhVi/PhAll ratio, is a somewhat smaller value of 1.08.
These observations suggest that hydrogen exchange reactions on the surface
analogous to eq. 11 may also be important for surface-immobilized ~~DPB at high
coverage.

The selectivity for formation of benzylic radicals 4 and 1 can be probed by the
PhVi to PhEt yield ratio since these products are not consumed by secondary
reactions. At low conversions (2%), the ratio has a value of 1.0 indicating no
selectivity, but as the conversion increases, the ratio increases to 1.2 at 12%
conversion. A similar type of conversion dependent selectivity for the benzylic
radical farthest from the surface has been reported in the thermolysis of ~-DPP
at saturation coverages in which the selectivity varied from 1.0 at <4% conver-
sion to 1.3 at 23% conversion. The explanation for this conversion dependent
regioselectivity for ~~DPB lies in the hydrogen transfer propagation step. As
the conversion increases, ~~DPB molecules are increasingly separated from the
surface-bound hydrogen abstracting benzylic and 2-phenylethyl radicals, and
hydrogen abstraction at the benzylic carbon farthest from the surface to form
radical 4 becomes favored. Additional insight into this regioselectivity should
be obtained from the current studies being performed at lower surface coverages.

CONCLUSIONS

Covalent attachment of organics to an inert support has proven useful in modeling
the effects of the restricted radical mobility in the thermal reactions of coal
related model compounds. Thermolysis of surface-immobilized 1,4-diphenylbutane
at 400°C was found to proceed through a facile free radical chain decay pathway
giving products analogous to those found in the thermolysis of liquid DPB, but
with a somewhat faster rate. For ~~DPB at low conversions, there is little
regioselectivity between the four radical chain decay pathways which cycle
through radicals at benzylic and nonbenzylic methylene sites suggesting that a
hydrogen exchange reaction may be important at high surfaces coverages. At the
highest conversion studied (12%), the cracking favors hydrogen abstraction from
the benzylic carbon farthest from the surface. Additional studies are in
progress to examine the effects of lower surface coverages on the regioselec-
tivity and rate of the thermal cracking of ~~DPB. The results from thermolysis
of ~~DPP and ~~DPB support the idea that a free radical chain induced decomposi-
tion reaction can be an effective mechanism for the mild thermal degradation of
polymethylene chains connecting aromatic moieties in coal even under conditions
of restricted diffusion.
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THE LUBRICITY PROPERTIES OF JET FUEL
AS A FUNCTION OF COMPOSITION
PART 1: METHOD DEVELOPMENT

Bruce H. Black?®, and Dennis R. Hardy
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4GEO-Centers, Inc., Fort Washington, MD 20744

ABSTRACT

In recent years, the quality of petroleum feedstocks used by
refineries has decreased. This has necessitated the use of severe refinery
processes in order to produce jet fuels of high thermal stability and
cleanliness. Unfortunately, these processes remove naturally occurring
polar material which impart a fuel's inherent lubricity. As a result, the
lubricity properties of jet fuel products have decreased. This critical
fuel property is essential for sustained high performance of fuel
lubricated engine components. This paper describes a method that
correlates naturally occurring and added carboxylic acids with fuel
lubricity as measured by the Ball-on-Cylinder Lubricity Evaluator (BOCLE).

INTRODUCTION

In recent years, the quality of petroleum feedstocks has decreased.
Thus, it has become necessary to employ severe refining processes in order
to produce jet fuels of high thermal stability and cleanliness. Processes
such as hydrotreating, hydrocracking, and clay filtering effectively
remove the compounds whj:ch decrease thermal stability and hinder water
removal by coalescence. -4 Unfortunately, some of these compounds are
believed to impart a fuel's natural lubricity. Removal of these compounds,
therefore, leads to a decrease in the operational lifetime of fuel
lubricated engine components in some military and commercial aircraft.
This in turn causes increased maintenance costs and down-time of aircraft.
For the commercial airlines, this can cause a loss of revenue while an
aircraft is grounded. For the military, this can lead to a decreased state
of readiness.

Lubricity is a qualitative description of the relative abilities of
two fluids, with the same viscosity, to limit wear and friction between
moving metal surfaces.<'* It nay be the most critical fuel property
degraded by refinery processes.””® There have been instances where thg
use of low lubricity fuel has caused loss of aircraft and human life.

Considerable effort has been made in the development of a mechanical
method which can be performed in the laboratory which will measure fuel
lubricity. The current and most widely accepted method is the
Ball-on-Cylinder Lubricity Evaluator (BOCLE). The lubricity of a fuel is
determined by the measurement of a wear scar on a ball which has been in
contact with a rotating cylinder partially immersed in a fuel sample. The
reported value is the average of the major and the minor axes of the oval
wear scar in millimeters. Typical values for jet fuels are between 0.45



and 0.95 mm.

This paper describes a method for estimating the lubricity properties
of jet fuel by compositional analysis. The information developed by this
technique is compared to measurements of the same fuels on the BOCLE. The
method is based on a previously developed method for determining the
concentration of corrosion inhibitor as a lubricity enhancer additive in
fuel.®” The analysis procedure involves a base extraction of a fuel
sample with subsequent analysis by high resolution size exclusion
chromatography. The amount of naturally occurring organic acids extracted
from the fuels correlate well with their respective BOCLE measurements.

EXPERIMENTAL

Reagents- HPLC grade uninhibited tetrahydrofuran (THF) and HPLC grade
methylene chloride were obtained from Fisher Scientific. Six test fuels
and a hydrocarbon standard used for BOCLE repeatability and
reproducibility studies were obtained from the Naval Air Propulsion
Center, Trenton, NJ. These samples included: two JP-4 fuels, one of which
had been clay filtered; two Jet A fuels, one of which had been clay
filtered; a JP-5 fuel; a JP-7 fuel; and ISOPAR M, an isoparaffinic fluid
used as a low lubricity standard. A model JP-5 fuel was prepared using
technical grade (99.7% purity) n-dodecane obtained from Phillips 66 Co.
HPLC grade toluene was cbtained from Burdick and Jackson Laboratories Inc.
other constituents of the model fuel were cbtained from Fisher Scientific.
These compounds included indan, decalin, t-butylbenzene, and
cyclohexylbenzene. To investigate the effect of organic acid type on
lubricity enhancement, the following acids were used: octanoic, decanoic,
lauric, palmitic, stearic, cyclohexane carboxylic acid, and dodecylbenzene
sulfonic acid.

Equipment and Materials- Samples were analyzed using a Beckman-Altex
Microspherogel high resolution, size exclusion column, Model 255-80 (50A
pore size, 30cm X 8.0mm I.D.). Uninhibited THF was used as the mobile
phase. The THF was periodically sparged with dry nitrogen to inhibit
formation of hazardous peroxides. The injector was a Rheodyne Model 7125.
A Beckman Model 100-A HPLC pump was used for solvent delivery with a
Waters Model 401 differential refractometer for detection. Peaks were
identified using a Varian Model 9176 strip chart recorder. A Fisher
Accumet pH Meter Model 610A and a Fisher Standard Combination Electrode
Catalog Number 13-639~-90 were used for pH adjustments. BOCLE measurements
were performed at twenty different laboratories worldwide. The BOCLE used
was an InterAv Model BOC 100. The cylinders used were Timken Rings Part
Number F25061 obtained from the Falex Corp., Aurora, IL. The test balls
used were 12.7mm diameter, SKF Swedish Steel, Part Number 310995A obtained
from SKF Industries, Allentown, PA.

Method- Fuel samples were analyzed for organic acid concentration by a
px.-eviously developed method.8 For each sample, 100 ml were extracted
with 100 ml of 0.2M aqueous sodium hydroxide. The agueous phase was
drained into a clean beaker and acidified dropwise with concentrated
hydrochloric acid. The pH of the aqueous solution was lowered to 2.0 *
0.03. The acidified agqueous phase was back-extracted with 100 ml HPLC




grade methylene chloride. The methylene chloride was drained into a clean
beaker and allowed to evaporate. After evaporation, the residue was
dissolved in 2.0 ml HPLC grade THF and transferred to a glass vial with a
teflon-lined cap.

BOCLE measurements on the seven fuel samples were performed in
duplicate at twenty laboratories in the United States and Europe. The
BOCLE method used was according to appendix Y of the Aviation Fuel
Lubricity Evaluation published by the Coordinating Research Council,
Inc.l! The lubricity of each sample was measured using both a 500 and a
1000 gram load for the ball on cylinder. The compositional analysis data
is correlated with the 500 gram load BOCLE data.

To determine the effect of sulfonic acid on lubricity enhancement, six
model fuel samples were prepared for BOCLE analysis. These samples are
listed with their relative wear scar diameter measurements in Table 1.

RESULTS

Figures 1 and 2 are size exclusion chromatograms for the seven fuel
samples. Figure 1 represents those fuels which were determined to have
high lubricity. Figure 2 represents those fuels which were found to have
low lubricity. The region of interest on the chromatogram is the area
where retention volume is between 5.25 ml and 7.5 ml. The peaks which
elute after 7.5 ml are artifacts and were not extracted from the fuel. In
Figures la and 1b, the peaks with retention volumes less: than 6.25 ml
correspond to the presence of the lubricity enhancer additive. The peak
which elutes at approximately 5.85 ml represents the major active
ingredient in most commercial additives, dilinoleic acid (DLA). It has a
molecular weight of 562 daltons. This material is prepared by a
1,4-cycloaddition (Diels-Alder) reaction of two linoleic acid molecules.
The product is a monocyclic compound with a molecular weight twice that of
linoleic acid. It possesses two carboxylic acid groups which are believed
to be the points of adsorption to active surface sites.

The small peak which elutes at approximately 5.4 ml corresponds to the
presence of trilinoleic acid (TLA). TLA, which is also a product of the
Diels-Alder reaction, may possess either a partially unsaturated fused
dicyclic ring structure or two isolated partially saturated cyclohexyl
rings. It has a molecular weight approximately three times that of
linoleic acid (840 daltons).

The fuels whose chromatograms are depicted in Figures 1c and, Figures
2a through 2d, do not possess the lubricity enhancer additive. Their
lubricity properties are, for the most part, solely related to the
presence of naturally occurring carboxylic acids. The correlation of
acidic materials present which elute at 7.25 ml is made with the BOCLE
measurements. This retention volume was arbitrarily chosen because it was
representative of naturally occurring organic acids present in each of the
samples.

Table 2 lists the BOCLE results of the seven fuel samples.
Statistically, it can be seen that there are two distinct groups. Three
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FIGURE 1: HPLC Chromatograms of High Lubricity Fuels as Determined by the
Ball-on-Cylinder Lubricity Evaluator.
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FIGURE 2: HPLC Chromatograms of Low Lubricity Fuels as Determined by the
Ball-on-Cylinder Lubricity Evaluator.
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fuels, JP-4, Jet A, and JP-5, were found to have high lubricity, and the
four cthers, clay filtered JP-4, ISOPAR M, clay filtered Jet A, and JP-7,
were found to have low lubricity. The results within each set are
statistically the same. The average relative wear scar diameter for the
high lubricity fuels is 0.64 mm * 0.05 mm (7.8%). The average relative
wear scar diameter for the low lubricity fuels is 0.94 * 0.10 mm (10.6%).
This implies that the precision of the BOCLE is better for high lubricity
rather than low lubricity fuels.

Table 3 compares the the peak height at 7.25 ml with the BOCLE
measurements for each of the fuels. Both JP-4 and Jet A possess the
lubricity enhancer additive. It is, therefore, not surprising that these
were high lubricity fuels. It can be seen in Figure 1b and Table 3 that
the Jet A sample had a significantly higher concentration of the naturally
occurring carboxylic acids and lubricity enhancer additive than either the
JP-4 or JP-5. The lubricity of the Jet A, however, was not significantly
higher than the cother high lubricity fuels. Previous work has shown that
there is a minimum possible wear scar diameter. The addition of more
lubricity enhancer additive or the presence of a greater amount of
naturally occurring lubricity enhancing species will not decrease the wear
scar diameter. In each of the high lubricity fuels, the maximum
lubricity has been achieved. Thus, the lubricity measurements for these
fuels are the same. '

There may be some question as to why the JP-5 sample had significantly
higher lubricity than the four low lubricity fuels. In Table 3, it can
been seen that the JP-5 sample has only twice the concentration of acidic
species eluting at 7.25 ml than the low lubricity fuels, yet the lubricity
properties are significantly better. By comparison of Figure 1c with
Figures 2a through 2d, it can be seen that each of the fuels in Figure 2
possess a single peak which elutes at 7.25 ml. The JP-5 sample depicted in
Figure 1c has, not only this peak, but higher molecular weight acidic
species which elute between 6.25 and 7.0 ml. We propose that the presence
of these naturally occurring components in addition to two to three times
the concentration of material eluting at 7.25 ml, yields the higher
lubricity characteristics.

Dodecylbenzene sulfonic acid (DBSA) was found to have no effect on
lubricity at concentrations that are normally found in jet fuel. Table 1
shows that at DBSA concentrations up to 1.0 ppm, DBSA did not decrease
wear scar diameter measurements for the model fuel. This is in agreement
with work performed by Lazarenko, et al. They found that corrosion
inhibitors, based on sulfonic acids did not increase jet fuel
1ubricity.14 Model fuel doped with 96.0 ppm of a carboxylic acid
mixture had, however, significantly lower wear scar diameter measurements,
i.e., lubricity had increased as expected.

DISCUSSION AND CONCLUSIONS
The effect of long chain carboxylic acids on boundary lubriciation is
well established. The presence of naturally occurring long chain

carboxylic acids in jet fuel is believed to play a major role in lubricity
enhancement. Any refinery procedure which removes these acids will have a
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detrimental effect on the lubricity of jet fuel products. Thus, processes
such as hydrotreatment, hydrocracking, and clay filtration will decrease
jet fuel lubricity.

It is well known that clay filtration adversely affects jet fuel
lubricity. It has long been believed that this is a result of the removal
of naturgl:}y7 occurrlng polar materials in fuel which impart
lubricity. The results of the BOCLE measurements confirm
that 1lubricity does indeed decrease after clay filtration. The
compositional changes can be seen by comparison of Figures 1b and 2c which
represent Jet A fuel before and after clay filtration. The concentration
of lubricity imparting organic acids has been drastically reduced. The
lubricity enhancer additive has also been completely removed. The
corresponding result is an extreme reduction in fuel lubricity. Comparison
between clay filtered and non-clay filtered JP-4 cannot be made since
these were two different fuels. It can be seen, however, that the
mandatory corrosion inhibitor/lubricity enhancer additive is not present
in the clay filtered sample.

This work has shown that a direct relationship between the presence of
naturally occurring carboxylic acids and BOCLE megsurements exists.
Previous work by has also shown this relationship.® They analyzed a
series of additive-free JP-5 and Jet A samples for naturally organic acids
and correlated their presence with the fuels' respective BOCLE
measurements. Additional work, which will be published in a subsequent
paper, has shown the relationship in Naval JP-5 field samples as well as
Air Force JP-4 field samples.

Sulfonic acids, however, were not found to influence BOCLE
measurements and, therefore, do not enhance lubricity. Other polar
material in jet fuel may contribute to lubricity enhancement. The
carboxylic acids, which are well known surface active and lubricity
enhancing species, are likely to be the major contributor.

In the future, it appears as though the BOCLE will be accepted as the
standard method for measuring lubricity in the laboratory. The
compositional analysis method can be used as a supplementary method to the
BOCLE for verification of lubricity measurements. There are, however, a
few advantages to the compositional analysis method over the BOCLE. First,
the BOCLE is operator sensitive. Second, the instrument is sensitive to
contamination of the fuels and test materials. Third, the presence of
dissolved oxygen and water in a sample will influence the wear scar
generated. Fourth, the BOCLE is very sensitive to relative humidity.

The compositional analysis method is not sensitive to relative
humidity or dissolved oxygen and water in a fuel sample. Trace
contamination between samples does not occur as readlly with the
composltlonal analysis method and its influence is significantly less. The
compositional analysis method is also able to distinguish between three
types of high 1ubnc1ty fuel which the BOCLE cannct. These include; a high
lubrlclty fuel without corrosion inhibitor, a high 1ubrlclty fuel with
corrosion inhibitor, and a low lubricity fuel with corrosion inhibitor.

Although the lubricity enhancer additive is mandatory in U.S. military
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jet fuel, a number of Naval JP-5 fuel samples were indentified where the
lubricity additive may not have been necessary. Addition of the lubricity
enhancer additive to these fuels may have been an unnecessary expense. In
addition, the lubricity enhancer additive has been shown to adversely
effect the removal of water from fuel by coalescence. The use of the
additive, therfore, may actually be detrimental rather than beneficial in
some fuels.

Finally, for those fuels which have had the lubricity enhancer
additive blended in at the refinery, the compositional analysis method can
be used as a quality assurance and quality control procedure. Both the
refiner and user can analyze a fuel for levels of both naturally occurring
and added lubricity imparting organic acids.

TABLE 1
SAMPLE Conc. DBSA (ppm) conc. R-COOH Normalized WSD
1 0.0 0.0 0.99
2 0.5 0.0 0.98
3 1.0 0.0 1.00
4 0.0 96.0 0.49
5 0.5 96.0 0.51
6 1.0 96.0 0.53

The Effect of Dodecylbenzene Sulfonic Acid on Lubricity as Measured by
the BOCLE in the Presence and Absence of Carboxylic Acids.

TABLE 2
SAMPLE Normalized WSD * 20
JP-4 0.63 0.05
JET A 0.64 0.05
JP-5 0.65 0.05
CT JP-4 0.92 0.11
ISOPAR M 0.93 0.09
CT JET A 0.93 0.09
JP-7 1.00 0.11

The Lubricity of Fuel Samples as Measured by the Ball-on-Cylinder
Lubricity Evaluator.

ITABLE 3
SAMPLE Normalized WSD Pk_H 7.25 mL
JP-4" 0.63 10.0 mm
JET A 0.64 >}65.0 mm
JP-5 0.65 **15.5 mm
CT JP-4 0.92 6.5 mm
ISOPAR M 0.93 4.5 nm
CT JET A 0.93 6.0 mm
Jp~7 1.00 7.5 mnm

*contained a lubricity enhancer additive
Higher molecular weight acidic species were also present

The Comparison of Organic Acid Composition at 7.25 mL Retention Volume
with Lubricity as Measured by the Ball~on-Cylinder Lubricity Evaluator.
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ABSTRACT

In recent years, the gquality of petroleum feedstocks used by
refineries has decreased. This has necessitated the use of severe refinery
processes in order to produce jet fuels of high thermal stability and
cleanliness. These processes, however, tend to decrease the lubricity
properties of jet fuel products. As a result, fuel lubricated engine
components have been experiencing greater wear and mechanical failure. To
alleviate this problem, a highly effective lubricity enhancer additive,
based on mixtures of carboxylic acids, is mandatory in all U.S. military
jet fuel. The additive, however, has been shown to interfere with the
removal of water from jet fuel by coalescence. In addition, some fuels
possess high levels of naturally occurring, lubricity enhancing carboxylic
acids and, therefore, do not need the additive. This paper describes the
application of an analysis method that distinguishes between fuels with
and without the additive, and fuels that possess naturally occurring,
lubricity enhancing carboxylic acids.

INTRODUCTION

In part 1 of this work, it was shown that a direct correlation exists
between the presence of naturally occurring carboxylic acids and
Ball-on-Cylinder Lubricity Evaluator (BOCLE) measurements.” This
correlation was applied to a series of fuel samples that were used to
determine the repeatability and reproducibility of the BOCLE instrument.
Extensive BOCLE data had been generated to which the compositional
analysis results could be compared. The compositional analysis method was
found to be able to distinguish between naturally occurring and added
lubricity enhancing carboxylic acids.

This paper applies the compositional analysis method to a series of
Navy JP-5 jet fuel samples obtained from a worldwide survey of storage
depots. BOCLE measurements were performed at the Naval Air Propulsion
Center (NAPC), Trenton, NJ. As in the previous work, the presence of
carboxylic acids in a fuel sample increased its inherent lubricity. The
compositional analysis method also identified fuels which were deficient
in the mandatory lubricity enhancer additive.

EXPERIMENTAL

Reagents- HPLC grade uninhibited tetrahydrofuran (THF) ‘and HPLC grade
methylene chloride were obtained from Fisher Scientific. Seven JP-5 fuel

581



samples, from the Navy's Second Worldwide Fuel Survey, were cbtained from
the Naval Air Propulsion Center.

Equipment and Materials- Samples were analyzed using a Beckman-Altex
Microspherogel high resolution, size exclusion column, Model 255-80 (503
pore size, 30cm x 8.0mm I.D.). Uninhibited THF was used as the mobile
phase. The THF was periodically sparged with dry nitrogen to inhibit
formation of hazardous peroxides. The injector was a Rheodyne Model 7125.
A Beckman Model 100-A HPLC pump was used for solvent delivery with a
Waters Model 401 differential refractometer for detection. Peaks were
identified using a Varian Model 9176 strip chart recorder. A Fisher
Accumet pH meter Model 610A and a Fisher standard combination electrode
Catalog Number 13-639-90 were used for pH adjustments. An Interav Model
BOC 100 Ball-on-Cylinder Lubricity Evaluator was used for lubricity
measurements. The cylinders were 100% spheroidized annealed bar stock,
consumable vacuum melted AMS 6444 steel obtained from Jayna Enterprises,
Inc., Vandalia, OH. The balls used were 12.7mm diameter, SKF Swedish
Steel, Part Number 310995A obtained from SKF Industries, Allentown, PA.

Method- Fuel samples were analyzeg for carboxylic acid concentration
by a previously developed method. For each sample, 100 ml were
extracted with 100 ml of 0.2M agqueous sodium hydroxide. The aqueous phase
was drained into a clean beaker and acidified dropwise with concentrated
hydrochloric acid. The pH of the agueous phase was lowered to pH 2.0 *
0.03. The acidified aqueous phase was back-extracted with 100 ml HPLC
grade methylene chloride. The methylene chloride was drained into a clean
beaker and allowed to evaporate. After evaporation, the residue remaining
was dissolved in 2.0 ml HPLC grade THF and transferred to a glass vial
with a teflon-lined cap.

BOCLE measurements were performed in triplicate on each of the fuel
samples. The method used was according to appendix Q of the Aviation Fuel
Lubgicity Evaluation published by the Coordinating Research Council,
Inc.” The sum of the values obtained for each sample was averaged and
the relative wear scar diameter measurements are reported in Table 1.

RESULTS AND DISCUSSION

As in previous work, the presence of carboxylic acids, both naturally
occurring and added, correlates well with BOCLE measurements. The relative
average wear scar diameter for each sample is listed in Table 1. The
cylinders used for this work were somewhat softer than the Timken rings
previcusly used in Part 1 of this work. As a result, the actual wear scar
diameter measurements were somewhat lower with a narrower range.

It can be seen in Table 1 that five of the seven fuels analyzed
possessed the lubricity enhancer additive. Four of these fuels had both
the major constituent, dilinoleic acid (DLA), and a minor component
present in some lubnca_ty enhancer additives, trilinoleic acid (TLA). Two
of the fuels analyzed, however; did nct possess any appreciable amount of
the mandatory lubricity enhancer additive.

In Figures 1 through 5, the major lubricity enhancer additive
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component, DLA, elutes at approximately 5.85 ml. The DLA component has a
molecular weight of about 560 daltons. This material is prepared by a 1,4-
cycloaddition (Diels-Alder) reaction of two linoleic acid molecules. The
product is a monocyclic compound with a molecular weight twice that of
linoleic acid. It possesses two carboxylic acid moieties which are
believed to be the points of attachment to active surface sites.

In Figures 1 through 4, the peak corresponding to the TLA component is
also present. This component elutes at approxmately 5.4 ml. The TLA
component, which is also a product of the Diels-Alder reaction, has a
molecular weight of approximately 840 daltons. It may possess either a
partially unsaturated fused dicyclic ring structure or two isolated
partially saturated cyclohexyl rings.

As expected, the fuels that possess the lubricity enhancer additive
were found to have the highest lubricity. Those fuels that did not possess
the lubricity enhancer additive, and were also deficient in naturally
occurring carboxylic acids, were found to have the lowest lubricity. From
what is known about carboxylic acids with respect to lubricity
enhancement, continued use of these fuels could lead to lubricity related
problems.

Table 2 lists the peak heights for the added and naturally occurring
carboxylic acids extracted from the fuel samples. Fuel samples 1 through 3
each possessed similar amounts of the lubricity enhancer additive. Fuel
sample 4 had slightly less than the first three fuel samples, while fuel 5
was devoid of the TLA component and had significantly less of the DLA
component. Two sets of data for the naturally occurring carboxylic acids
are listed. In previous work, it was found that some fuels possess two
distinct molecular weight ranges of naturally occurring carboxylic
acids.l'2  These two ranges are designated regions 3 and 4. These
components have retention volumes of approximately 6.5 and 7.0ml
respectively and can be clearly seen in Figure 3.

High resolution, size exclusion chromatography separates components on
the basis of molecular shape and size and, therefore, to an extent,
molecular weight. In general, one would expect a normal distribution of
straight chain alkanoic acids which parallels the distribution of normal
alkanes present in a fuel. The presence of two separate peaks for the
naturally occurring carboxylic acids indicates the presence of two
distinct classes of constituents. Region 3 corresponds to the straight
chain alkanoic acids, while region 4 corresponds to mono- and polycylic
carboxylic acids. The maxima for regions 3 and 4 correspond to the
molecular weight of tetradecanoic acid (C14), and octanoic acid (Cg)
respectively. The condensed size of a cyclic compound, as opposed to a
straight chain compound, yields a calculated molecular weight lower than
its actual molecular weight. For this reason, region 4 is most likely
comprised of not only monocyclic carboxylic acids, but polycyclic acids as
well.

Maxima for regions 3 and 4 are not as well defined in other fuels
examined. For these fuels, the height was measured at a retention volume
that corresponds to the maxima in Figure 3. In Figures 1, 2, and 5, the
concentration of carboxylic acids present in region 3 increased gradually
as the molecular weight decreased. In each case, there is a very rapid



increase in carboxylic acid concentration in the region 4 molezcular weight
range. Similar results were found in earlier work.®s

In each fuel previcusly examined, there was some minimum amount of
carboxylic acids present in region 4. Not all fuels, however, possessed
the carboxylic acids which correspond to region 3. Some had very low
concentrations, some had approximately equal concentrations. These
differences may be a result of crude source, refinery operations, or
storage conditions.

CONCLUSIONS

The compositional analysis method has been applied to a series of
field samples to determine the presence of naturally occurring and added
carboxylic acids are known to enhance jet fuel lubricity. The
concentration present in a given fuel sample correlates well with its
inherent lubricity as measured by the BOCLE.

A number of molecular weight ranges of carboxylic acids are present in
most jet fuels. Two of these regions correspond to the presence of an
added lubricity enhancer, and two or more correspond to naturally
occurring lubricity enhancing carboxylic acids. The relative effectiveness
of each region has not yet been determined. It is believed, however, that
the dimer of linoleic acid is more effective than the trimer. This is a
result of fteric hindrance between trimer molecules when attached to
surfaces.47%

The relative effectiveness of the naturally occurring carboxylic acids
is believed to increase as chain length increases. Daniel found that, in
general, the ease of adsorption increases with increasing chain
length. 8gcundary lubrication also increases as chain length
increases.®’ The lubricity properties of jet fuel, therefore, may
increase as the presence of longer chain carboxylic acids increases. at
some point, however, there is probably a limit to lubricity enhancement by
increasing chain length. The relative effectiveness of region 3 over
region 4, therefore, may be substantially different due to the differences
in structure.

There may be some question as to why the mandatory lubricity enhancer
additive is absent from two of the fuels examined. There are possible
explanations for this. First, the lubricity enhancer additive was
originally added to the fuel to inhibit corrosion to fuel handling and
storage systems which resulted from dissolved oxygen and free-water
present in fuel. The carboxylic acid based corrosion inhibitors were
serenc&lg}ti%usly found to enhance the lubricity properties of low lubricity
fuels As lubricity related problems became more prevalent, the
primary purpose for the corrosion inhibitor was lubricity enhancement.
Unfortunately, the military specification for jet fuel was not modified to
include lubricity properites. Second, the additives are accepted and used,
not for their ability to enhance lubricity, but to inhibit corrosion. Some
of these additive are based on acylated glycols and acylated
alkanclamines. the compositional analysis method described in this paper
is not suitable for analysis of these materials. It should be noted that
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these materials have been shown to be relatively ineffective lubricity
enhancers. Third, the additive was noct added at the refinery as it should
have been.Additive loss due to adsorption in fuel handling has been found
to be insignificant. Previous work has shown that as little as 3% j‘j lost
due to adsorption on the surfaces of a 100 mile pipeline.

The compositional analysis method can be used as a supplement to the
BOCLE. The BOCLE can determine if a fuel has sufficient lubricity
characteristics. The compositional analysis method can determine if the
lubricity is a result of naturally occurring or added carboxylic acids or
both.
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TABLE 1
SAMPLE Relative WSD TLA Present DLA Present
1. Roosevelt Roads, P.R. 0.67 YES YES
2. Guantanamo, Cuba 0.70 YES YES
3. Diego Garcia 0.71 YES YES
4. Iorizaki, Japan 0.77 YES YES
5. Gatun, Panama 0.79 NO YES
6. Cartagena, Spain 0.86 NO NO
7. Azores 1.00 NO NO

The Relative Lubricity of Fuel Samples as Measured by the Ball-on-
Cylinder Lubricity Evaluator.

TABLE 2
SAMPLE TLA Pk Hgt DLA Pk Hgt Reg. 3 Pk Hgt Reg. 4 Pk Hgt
1 4.0 15.5 14.5 126.0
2 4.0 15.0 11.0 25.0
3 4.0 16.0 20.0 22.0
4 1.5 11.0 4.0 3.5
5 0.0 7.5 12.0 74.0
6 0.0 0.0 5.0 8.5
7 0.0 0.0 7.5 6.5

The Results of the Compostional Analysis of Fuel Samples for Natural and
Added carboxylic Acids. ’
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FIGURE 1l: HPLC Chromatogram of Base Extracted JP-5 Jet Fuel from
Roosevelt Roads, Puerto Rico.

nj 55 60 65 1.0

FIGURE 2: HPLC Chromatogram of Base Extracted JP-5 Jet Fuel from
Guantanamo, Cuba.

FIGURE 3: HPLC Chromatogram of Base Extracted JP-5 Jet Fuel from Diego
Garcia.
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FIGURE 4: HPLC chromatogram of Base Extracted JP-5 Jet Fuel from Iorizaki,
Japan.
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FIGURE 5: HPLC Chromatogram of Base Extracted JP-5 Jet Fuel from Gatun,
Panama.
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FIGURE 6: HPLC Chromatogram of Base Extracted JP-5 Jet Fuel From
Ccartagena, Spain.
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FIGURE 7: HPLC Chromatogram of Base Extracted JP-5 Jet Fuel from the
Azores.
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ALKALI AND ALKALINE EARTH PROMOTED CATALYSTS "
FOR COAL LIQUEFACTION APPLICATIONS

Anastasios Papaioannou and Henry W. Haynes, Jr.
Department of Chemical Engineering
University of Wyoming
P. 0. Box 3295, University Station
Laramie, WY 82071

INTRODUCTION

The promotion of Co (or Ni) Mo/Alumina hydrotreating catalysts with percentage
quantities of alkali and alkaline earth metals has been proposed as a means of
reducing carbon formation when the catalyst is subjected to a high coking
environment (1, 2, 3). We recently reported the results of a study in which a
sodium promoted NiMo catalyst was compared with the untreated catalyst while
hydrotreating a coal-derived liquid (4). In terms of hydrogenation activity,
the treated and untreated catalysts were essentially equivalent. Both possessed
excellent activity and this activity was well maintained over the 400 hour run
duration. Carbon deposition on the used catalyst was substantially reduced by
the sodium treatment. The incorporation of sodium into the catalyst did,
however, reduce the hydrodenitrogenation activity. The present study was
undertaken to ascertain whether similar effects could be realized by promotion
with the alkaline earth metals.

EXPERIMENTAL

Catalyst deactivation runs were conducted in the bench scale trickle bed hydro-
treater described previously (4). The reactor is charged with only three grams
of catalyst, and at this scale of operation it is difficult to obtain reliable
kinetics information due principally to the low liquid mass velocities charac-
teristic of such systems (5). One should therefore not attach too much signi-
ficance to the absolute values of the reported rate constants. Rather it is the
relative values of the rate constants that is significant. The system has
proven to be a reliable catalyst screening tool as the data are reproducible and
conditions are chosen such that differences in activity level are readily
observed.

The catalyst selected for this investigation is a CoMo/Alumina catalyst (Amocat
1A-nominal 16 wt¥ Mo0,, 3 wt%Z Co0) provided by the Amoco 0i1 Company. This
catalyst was designed” specifically for coal liquefaction applications as de-
scribed in (6, 7). A calcium promoted catalyst was prepared from the Amocat 1A
by the incipient wetness impregnation with aqueous calcium nitrate followed by
calcining for four hours at 450°C. The finished catalyst contained 5.3 wt% Ca0.
A magnesium promoted catalyst (3.8 wt% Mg0) was prepared similarly. Both weight
percentages correspond to a loading of 0.9 mole alkaline earth per mole molyb-
denum. Properties of all three catalysts are summarized in Table I. The
catalysts were sulfided in 10% HoS/H, prior to characterization.

The feedstock employed in this investigation is a mildly hydrogenated creogote
0il (560-835°F) spiked with 20 wt% ash free coal 1iquid vacuum bottoms (1000 °F)
obtained from the Advanced Coal Liquefaction Research Facility at Wilsonville,
Alabama, Run 247. Properties of the feedstock HCOl-R are compiled in Table II.
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Cride kinetics models were developed for the HCO1-R/Amocat 1A feedstock/catalyst
system in a manner similar to the procedure described by Baker, et al. (4).
Details are provided in a final DOE report (8). The hydrogen uptake kinetics
are first order reversible; whereas, the hydrodenitrogenation kinetics are
taken to be first order and irreversible. Deactivation run conditions are
summarized in Table III. These conditions, while severe by hydrotreating
standards, are not out of line when compared to coal liquefaction conditions.

BET surface areas were calculated from the nitrogen adsorption isotherm at
liquid nitrogen temperatures. Pore size distributions were obtained by mercury
porosimetry. Prior to characterization, all used catalysts were extracted in
tetrahydrofuran (THF) for 24 hours and dried under vacuum at 100°C for 48 hours.
The used THF extracted catalysts were analyzed for carbon-hydrogen content in a
combustion tube apparatus. A1l catalysts were subjected to acid sites charac-
terization by the Temperature Programmed Desorption (TPD) of t-butylamine (9,
10). We calculate a Relative Acid Density (RAD) by dividing the high tempera-
ture "g-peak" area by the BET surface area. This quantity is an indication of
the acid sites density when compared with other catalysts in the program.
Attempts to interpret the maximum peak temperature as a measure of acid site
strength are complicated by the decomposition of the adsorbed base prior to its
desorption from the sample (11).

RESULTS AND DISCUSSICN

Hydrogen uptake deactivation curves for the three catalysts are plotted in
Figure 1. While there may have been some loss in day one activity due to the
addition of promotor metals, it seems clear that the hydrogenation activities
are essentially equivalent after the first few hours on stream. Similar results
were observed in an earlier study of sodium promoted catalysts (4). In contrast
the hydrodenitrogenation activities are significantly lowered by the incorpora-
tion of alkaline earth metals into the catalyst, Figure 2. (An upset was
experienced prior to the last balance period during the run with unpromoted
catalyst, hence the dashed 1line.,) Furthermore, the reduction in activity
appears to be related to catalyst acidity as can be ascertained from the RAD
values in Table I. The most acidic catalyst, i.e. the unpromoted catalyst,
possesses the highest hydrodenitrogenation activity; whereas, the least acidic
Ca-promoted catalyst exhibits the lowest activity. The Mg-promoted catalyst
lies in between these extremes with regard to both acid site density and hydro-
denitrogenation activity. It appears that acid sites are essential for good
hydrodenitrogenation activity presumably because they provide preferential
adsorption sites for basic nitrogen species. Acid sites are evidently not
essential for good hydrogenation activity, however.

Properties of the used THF extracted catalysts are compiled in Table IV. By
comparison with the fresh catalyst values of Table I, it is apparent that a
modest reduction in surface area has occurred with the greatest reduction being
for the untreated catalyst. The loss in pore volume is more substantial with
the pore volume reduction ranging from 33% for the Ca-promoted catalyst to 49%
for the unpromoted catalyst. This is also evident from a comparison of cumula-
tive pore size distributions plotted in Figures 3 and 4.

The most interesting information in Table IV is the carbon deposition data.
Indeed promotion with alkaline earth metals does serve to reduce coke deposi-
tion. Calcium promotion is more effective than magnesium promotion, and again
the results suggest that coke deposition may be related to catalyst acidity.



Higher coke levels are observed on the more acidic catalysts.

The results of this study are broadly consistent with recent results reported by
Shimada and coworkers (12), These investigators also observed that doping with
Ca and Mg served to reduce both coke level and hydrodenitrogenation activity.
Consistent with previous results for sodium promoted catalysts (13) they find
that activity losses are reduced by adding the alkaline earth metal as a last
step in the preparation, i.e. after the active metals have been added. Somewhat
contrary to our findings is their observation that hydrogenation activity is
also reduced by the alkaline earth treatment. However, it may be important to
note that this conclusion is based on the hydrogenation of a model compound in a
batch reactor. Their results thus reflect initial activity levels. As noted
above our initial hydrogenation activity appears to be higher for the unpromoted
catalyst, but after a few hours on stream this advantage disappears. Similar
results were obtained with sodium promoted catalysts (4).

Our results for both alkali (4) and alkaline earth promoted hydrotreating
catalysts have been explained in a rather straightforward manner in terms of
catalyst acidity. However, in a study of hydrotreating catalysts prepared on
different support materials (14), we report findings that appear somewhat
contradictory of the present results. In particular we observe a trend of
decreasing coke formation with increasing RAD. This may be due to the fact that
characterization of catalyst acidity by TPD of t-butylamine is far from com-
plete. In particular, our analysis provides little or no information regarding
the strength (11) or type (Bronsted or Lewis) of acidity. These factors may be
expected to effect both coking tendency and activity levels.

CONCLUSTONS

The promotion of an otherwise finished CoMo/Alumina hydrotreating catalyst with
percentage quantities of alkaline earth metals offers an effective means of
reducing coking tendency while maintaining a high hydrogenation activity. The
treatment does have an adverse affect on hydrodenitrogenation activity. Alkali
and alkaline earth promotion may therefore be beneficial in applications such as_
coal liquefaction where the primary function of the catalyst is to hydrogenate
and the reaction environment is conducive to coking.
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Table I

Fresh Catalyst Properties

Mg-Promoted

Ca-Promoted

Amocat 1A
BET Surface Area, m2/g 167
Pore Volume (> 60 Z dia.), cc/g 0.71
Avg. Micropore Diameter, Z 130
Avg. Macropore Diameter, R 4500
Relative Acid Density, m 2 0.049
Table II

144
0.69

125
4500
0.036

Feedstock Properties (HCO1-R)

wty C

wt? H

wt? S

wt% N

wt¥ 0 (BD)

wt% Asphaltene
wt% Preasphaltene

Sp. Gr. (60/60 F)
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91.43
6.84
0.20
0.68
0.85

12

1.1232

135
0.69
125
4500



Table III

Nominal Deactivation Run Conditions

Pressure = 2000 psig

Temperature = 440°C (825°F)

WHSV = 3.0

H, Treat Rate = 5500 SCF/BBL
Table IV

Used Catalyst Properties

Amocat 1A Mg-Promoted Ca-Promoted

BET Surface Area, m’/g 137 137 118
Pore Volume (> 60 A dia.), cc/g 0.36 0.41 0.46
Avg. Micropore Diameter, R 100 100 100
Avg. Macropore Diameter, R 4000 . 4100 4100
Relative Acid Density, m'2 0.020 0.014 0

Wt% Carbon 17.2 13.2 9.80
Wt% Hydrogen 1.34 1.01 1.03
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Figure 1. Deactivation curves for hydrogen uptake.
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Figure 2. Deactivation curves for hydrodenitrogenation.
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REACTIONS OF LOW-RANK COALS WITH PHENOL

Edwin S. Olson, Ramesh K. Sharma, and John W. Diehl
University of North Dakota Energy and Mineral Research Center
Box 8213 University Station, Grand Forks, ND 58202

Although the acid-catalyzed reaction of coals with phenol has been investi-
gated for some time, the nature of the products, especially with respect to
molecular weights, remains unclear. Heredy investigated the reaction of coals
with phenol and boron trifluoride at 100°C, with the objective of selectively
degrading the coal macromolecules so that monomeric units could be isolated
(1,2). The resulting product from a high volatile bituminous coal was claimed to
be soluble to a large extent (61% in phenol). The definition of solubility,
however, was simply that the phenol extract was filtered through Celite. The
particle size was not measured nor was the absence of a Tyndall effect noted.
Molecular weight measurements were carried out on various fractions by
ebullioscopic measurements in benzene, benzene-methanol or pyridine. The
molecular weight of the phenol soluble material was reported to be 1150 daltons
using pyridine ebullioscopy. The chemistry of the reaction is believed to be a
transalkylation of the methylene bridging group between two aromatic systems onto
a molecule of the phenol. A substantial amount of phenol was chemically
incorporated into the products resulting from the treatment.

Stating the same objective as Heredy, Ouchi (3) reacted coals with phenol and
p-toluenesulfonic acid as the catalyst at 185°C. Pyridine Soxhlet extraction of
the product from a Yubari coal (84.6% C, 6.1% H) resulted in high yields of
material. Molecular weights as measured by pyridine boiling point elevation were
Tess than 500,

These acid-catalyzed transalkylation reactions with phenol appear to fragment
the macromolecular network of the coals to give extracts which the phenol solvent
alone cannot give. The question of the colloidal nature of the extract has been
addressed by Larsen (4,5) and Sharma (6). Since the pyridine extracts were found
to plug 0.5 micron filters, a significant amount of the material in the extract
was colloidal. Centrifugation at 120,000 x g for three hours precipitated the
colloidal material. The actual amount of colloidal material present varied with
the coal, but was as high as 80%. Gel permeation chromatography of the "truly
soluble" material with VPO measurement of collected fractions gave a molecular
weight (M) distribution which indicated that most of the material had a molecular
weight greater than 6000. The early-eluting material appeared to be highly
polydisperse, hence the VPO measurements were 1ikely to be inaccurate and overly
influenced by the smaller molecular weight material present (7). The conclusion
of Larsen was that the soluble products were very large molecules and only limited
depolymerization had occurred.

Although Givens's and Larsen's observations and arguments are persuasive,
reports of alleged depolymerization continue to appear in the literature. Ouchi
(8) has recently claimed to have depolymerized an Austrailian (Yallourn) brown
coal, while advancing the argument that a Tow-rank coal should behave differently
toward the phenolation reaction than the higher rank coals investigated by
Larsen. Unfortunately Ouchi did not address the colloidal nature of the products
and inappropriately used VPO and size exclusion chromatography for the
determination of molecular weights. Thus, his number average molecular weight
value of 1120 daltons for the pyridine extract of the product cannot be taken
seriously.
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The objective of our investigations was to determine the extent to which the
cross linking methylene units between aromatic systems are broken down in low-rank
coals (Wyodak and Yallourn) during the phenolation reaction with p-toluenesulfonic
acid and compare the results with those from the reaction with a bituminous
coal. In order to determine the extent of depolymerization, the weight average
molecular weight of the products were examined using Rayleigh 1ight scattering.
Thus the range of molecular weights above 6000 which were not accessible in
tarsen's experiments can be accurately measured with this technique.

EXPERIMENTAL

Phenolation: Wyodak coal (C, 70,9; H, 5.2: N, 0.92; S, 0.60; 0, 22.3; maf
basis), Yallourn brown coal (C, 69.4; H, 4.9; N, 0.6; S, 0.3; 0, 24.8), and
Pittsburgh #8 coal (C, 82.0; H, 5.5; N, 2.0; S, 6.8; 0,3.7) were demineralized by
heating and stirring for three hours with IN HC1, filtered and washed with water
until free of acid, and dried in vacuum at 110°C for 24 hours. Phenol and p-
toluenesulfonic acid monohydrate were heated with the coals according to Ouchi's
procedure (8). The reaction products were worked up by distillation in vacuo
until the vo'ume was reduced to about one-third. The product was poured into a
large excess of water, stirred for 2 hours and filtered. The residue was washed
with water until free of acid and steam distilled to remove residual phenol. Last
traces of phenol were removed by heating the residue in vacuo at 110° until
constant weight was obtained.

The dried products were extracted with pyridine using Soxhlet extraction under
dry nitrogen until there was no color observable in the solvent. The pyridine
extract was concentrated to about one third its volume and added to a large excess
of 1 N hydrochloric acid and stirred for 3 hours. The precipitate was filtered,
washed repeatedly with 1 N hydrochloric acid and then with water until free of
acid, and dried in vacuo at 110°C to a constant weight.

Reductive acetylation: The pyridine-soluble phenolation products were
reductively acetylated by the method used for humic acids (9). Molecular weight
determinations of the reductively acetylated products in THF were carried out as
?reviously described with a KMX-6 low angle laser 1ight scattering photometer

RESULTS

The coals dispersed in the refluxing phenol and acid catalyst (p-
toluenesulfonic acid) giving high yields of products. The weight of the product
was greater than the weight of starting coal, as described in earlier papers, due
to chemical combination of the phenol with the coal. The phenol uptake was
inversely proportional to the coal rank. The weight increase for Yallourn brown
coal was 86%, whereas the Wyodak subbituminous coal exhibited a 65% weight
increase, and for the Pittsburgh #8, a 47% increase was observed.

The infrared spectra of the phenolation products were obtained by
photoacoustic spectroscopy and exhibit evidence for the incorporation of phenol;
that is, strong 0-H, aromatic ring and ether stretching absorptions. The ether
stretching absorption could be due to the formation of ethers by a dehydration
reaction occurring under these conditions; however, further work is needed to
establish the nature of the incorporated phenol in these products.

A large fraction of the phenolated coals became dispersible in pyridine. The

penolation product from Yallourn brown coal was 97% dispersed, the Wyodak product
was 87% dispersed and the Pittsburgh #8 products was 84% dispersed. As observed
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by Larsen, attempted filtration of the pyridine dispersions using a 0.5 micron
Millipore filter resulted in plugging. Thus these products in pyridine should be
regarded as organosols or colloids as suggested by larsen, not as true

solutions.

The objective of this study was really to determine the size of the
macromolecules making up this dispersion by conversion of the coal-derived
material to a soluble form so that we could apply Rayleigh light scattering
techniques, which are appropriate for large macromolecules and do not rely on
calibration with small molecular species. This knowledge of the molecular weight
of the entire fraction of product which is dispersible in pyridine is required for
the determination of the extent of depolymerization of the coal in the phenolation
reaction. The pyridine dispersed materials were only slightly soluble in THF, a
solvent previously used effectively in low-angle laser light scattering photometry
(LALLS), and were highly colored, making observation of the Rayleigh scattering
difficult.

In order to accomplish the molecular weight determination with LALLS, the
pyridine-dispersed material was converted to a less polar and less colored form by
reductive acetylation, as we had previously done with the humic acids from
lignites. The yields of reductively-acetylated derivatives were nearly
quantitative for the phenolation products from all three coals. Photoacoustic
infrared spectra of these derivatives indicated complete absence of the hydroxy]l
stretching absorption and the presence of strong ester carbonyl absorption.

The reductively-acetylated material dissolved completely in THF and the
resulting solution could be filtered through a 0.2 micron filter and did not
exhibit the intense flashing (Tyndall effect) of the laser light by dispersed
particulate matter. The THF solutions of the reductively-acetylated phenolation
products had a Tower molar absorptivity than the original phenolation products and
the Rayleigh scattering could be easily observed.

Rayleigh scattering factors were measured for the dilute THF solutions of the
reductively acetylated phenolation products, and corrected by means of the
Cabannes factors which were determined for each of the solutions used. These
corrected _Rayleigh factors gave a linear reciprocal scattering plot (Ke/Rg vs. ¢)
with an r“ of 0.99 for the coal derivatives. The weight average molecular weight
of the reductively acetylated Wyodak product was 1.67 million daltons, as
determined grom the intercept of the reciprocal plot. The slope was positive (Az
= 3.0 x 1077) The reductively acetylated phenolation product from the Yg]]ourn
brown coal had a molecular weight of 2.26 million daltons (A, = 1.3 x 107°). The
weight average molecular weight of the reductively acetylate pgenolation product
from the Pittsburgh #8 was 2.23 million with an A, of 4.6 x 107°.

DISCUSSION

Molecular weight determinations of derivatives of the phenolation products
from both high and low rank coals gave high values in the light scattering
determination. These reductively acetylated derivatives of the phenolation
products gave true solutions in THF as defined by their ability to pass a 0.2
micron filter and the lack of a Tyndall effect in the laser beam. Furthermore the
phenolation products were completely converted to this soluble form by the
reductive acetylation, so the entire sample is being examined in the light
scattering experiment. This contrasts with the Larsen experiment which separated
the dispersed material out by ultracentrifugation and examined the soluble
material by VPO, whose limitation in determining the high molecular weight
material was discussed by Larsen. Ouchi (8) defined solubility as the lack of a
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residue; this does not distinguish a true solution from a colloidal dispersion,
and his molecular weight measurements are subject to the same 1imitations as
Larsen's.

Because of the high molecular weights obtained, we conclude that both the Tow
and high rank coals were not extensively depolymerized in the phenolation
reaction. The reaction serves to cleave cross-linking bonds to create some
mixture of soluble and dispersed particles, probably in the submicron range as in
the dispersion obtained by treating Wyodak coal with sodium hydroxide. Thus
cleavage of the guaiacyl ether linkages and possibly some activated methylene
bridges will accomplish this limited digestion of the coal structure which does
not amount to depolymerization or solubilization. Since the coal may not consist
of repeating polymer units, perhaps a better generic term for the phenolation
reaction is limited digestion or degradation.

The differences in the weight average molecular weights of the three coals may
not be significant with respect to the coal structures, since extensive
rearrangements of bonds and chemical adduction of phenol occurred in addition to
cleavage of labile benzyl ether groups and methylene bridges between the aromatic
systems. This complex reaction does not really allow us to count branch points or
cross-1links that are broken. One must proceed to other synoptic reactions to
elucidate the types of cross links or branch points in these coals.

The differences in the second virial coefficient (A;) obtained from the slope
of the reciprocal Rayleigh plot for each coal phenolation product can be
attributed to the differences in the Cabannes factors for the coal derivatives.
The slope of a Cabannes factor vs. concentration plot is proportional to the coal
rank; that is, the Cabannes factors increase more with concentration for the
Pittsburgh #8 derivative than they do for the Wyodak, which in turn increase more
than the Yallourn derivative. Thus, at higher concentrations the Rayleigh factors
are more corrected and therefore proportionately smaller for the Pittsburgh #8
product, and the slope of the reciprocal plot is therefore greater. The high
Cabannes factors are probably due to the presence of larger polynuclear ring
systems in the product from the bituminous coal which result in greater
anisotropic scattering.

REFERENCES

1. Heredy, L.A. and Neuworth, M.B. Fuel 1962, 41, 221-31.

2. Heredy, L.A., Kostyo, A.E. and Neuworth, M.B. Fuel 1965, 44 125-33.

3. Ouchi, K., Imuta, K. and Yamashita, Y. Fuel 1965, 44, 29-38.

4. Larsen, J.W. and Lee, D. Fuel 1983, 62, 918-23.

5. Larsen, J.W. and Choudhury, P. J.0rg. Chem. 1979, 2856-9.

6. Sharma, 0.K. Fuel, 1988, 67, 186-190.

7. Given, P.H. in Coal Science, Vol 3, ed by. Gorbaty, M.L., Larsen, J.W. and

Wender,I. Academic Press, Orlando Florida, 1984, 63-252.
Ouchi, K., Yokoyama, Y. Katoh, T. and Itoh, H. Fuel 1987, 66, 1115-7.
Olson, E.S., Diehl, J.W. and Froehlich, M.L. Fuel, 1987, 66, 992-5.

O 0
P

ACKNOWLEDGEMENTS

This research was supported by Contract No. DOE-FC21-86MC10637 from the U.S.
Department of Energy. References herein to any specific commercial product by
trade name or manufacturer does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the United States Government or any
agency thereof,

600




© e

e

LIQUEFACTION KINETICS INFLUENCED BY THE AMOUNT OF DONORS AND
HYDROGEN PRESSURE

Isao Mochida, Ryuji Sakata and Kinya Sakanishi

Institute of Advanced Material Study, Kyushu University
Kasuga, Fukuocka 816, JAPAN

Abstract

Influences of donor and solvent amounts, hydrogen pressure
and coal deashing on the product slate as well as rates of liquid
production were studied in the hydrogen donating liquefaction of
an Australian brown and a Japanese subbituminous coal using
tetrahydrofluoranthene(4HFL) as a donor at 450 °C. An adequate
amount of donor at the fixed solvent/coal ratio provided the best
yield of oil plus asphaltene. The best amount varied, depending
upon the coal and liguefaction conditions. Less amount of donor
at the decreasing solvent/coal ratio gave much rapigd decrease of
the liquid yield. Hydrogen pressure around 40 kg/cm“ certainly
participated favorable in the liquefaction, especially pronounced
at the low donor/coal ratio as observed with pyrolyses of model
substrates. Deashing to femove dominant calcium ions was
generally favorable to increase the liquid yield, however some
coals at the low donor/coal ratio suffered some retrogressive
reaction. Such results indicate multi-fold roles of solvent and
plural mechanisms of cocal-macromolecular depolymerization.
Different reactivities of the brown coals of different lots are
briefly discussed.

Introduction

Coal liguefaction process has been investigated for quite a
time by examining various ideas to improve its efficiency(1-51].
Nevertheless, the process is still far away from satisfaction
about the cost of product oil. Better yield of distillate oil on
the bases of reactor volume, hydrogen consumption and very severe
reaction conditions as well as fed coal is desperately wanted.

The macromolecular mixtures of solid coal are digested
and/or depolymerized into distillable species through solvent
extraction as well as pyrolytic, hydrogen-transferring and
catalytic bond dissociations[6]. Poor interaction between the
solid ccal grain and solid catalyst, unless the fine catalysts
are highly dispersed on the coal with rather extensive cost[7,8],
suggests that the first step of coal conversion to obtain liquid
easily accessible to the solid catalyst is dominated by the
reactions among coal molecules, the solvent and gaseous
atmosphere. It has been pointed that hydrogen donor solvents
derived from 3-4 ring aromatic hydrocarbons are very powerful
to liquefy the cocal through their proper hydrogen-donating and
dissolving abilities against coal molecules([9,10]. Thus, most
appropriate use of donor solvent is an approach to find better
scheme of coal liquefaction. The minimum amount of donor solvent
to assure the maximum yield of oil and asphaltene may increase
the efficiency of hydrogen consumption and the reactor volume,
and moderates the conditions{11].
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In addition to a classical mechanism of stabilization of
thermally produced radicals from coal molecules, it has been
recognized that donor molecules directly interact with the coal
macromolecules to activate via hydrogenation and hydrocracking
according to the reactivity of coal molecules as well as the
donor, and reaction conditions(6, 11-13]. Such bimolecular
mechanisms suggest the importance of the solvent quality and
quantity under reaction conditions matched to the both materials
for the liquefaction efficiency.

The hydrogen transferring mechanism may also suggest the
importance of hydrogen pressure when the molecular hydrogen is
activated by the radical species derived from donors and coal
molecules. Vernon has pointed out the participation of molecular
hydrogen in the pyrolysis of dibenzyl with the existence of
tetralin(14]. The radical initiator is also suggested important
to initiate the chain reactions of coal and solvent molecules
according to the bimolecular mechanism.

In the present report, we are going to describe the
influences of donor concentration in the solvent, donor amount
and hydrogen pressure in the liquefaction of an Australian brown
and a Japanese subbituminous coal on the yield of oil and
asphaltene which are both easily converted into distillable clean
oil by the successive catalytic hydrotreating process. Influences
of such reaction variables were also studied with model
substrates. The reactivity of the coals is very sensitive to the
coagulation of their macromolecules and maceral composition[15].
Hence, the influence of deashing on the hydrogen-donating
liquefaction and microscopic coal characterization were
investigated[16,17]. Morwell brown coal is found to exhibit very
different reactivity according to the rot, yielding variable
amounts of asphaltene and residue.

Experimental
Materials

The ultimate analyses of the sample coals are summarized in
Table 1. The ligquefaction(hydrogen donating) solvent was
tetrahydrofluoranthene(4HFL) prepared by catalytic hydrogenation
of commercial fluoranthene(FL) using a commercial Ni-Mo catalyst
in an autoclave at 250 °C, and quantified by g.c. and purified by
recrystallization.
Pretreatment of coal

After the coal was ground to pass 60 US mesh screen, it was
kept in refluxing aq. HC1l(1N) and methanol(10 vol%)_under
nigfogen flow to remove divalent cations such as Ca<t, Mg2+ and
Fe®”. After the pretreatment, the coal was filtered, washed with
water, and dried in vacuum at room temperature.
Liquefaction procedure

Liquefaction was carried out in a tube bomb(20 ml volume).
The coal(2.0 g}, which had been ground to less than 60 US mesh
and dried at 100 °C under vacuum, and the solvent(2.0, 3.0, 4.0
or 6.0 g), after their thorough mixing, were transferred to the
bomb. The bomb was then pressurized with nitrogen or hydrogen gas
to1.00r 2.0 MPa at room temperature and immersed into a molten
tin bath at the prescribed temperature, and agitated axially. The




products remaining in the bomb were extracted with THF, benzene
and n-hexane. The hexane soluble(HS), hexane insoluble-benzene
soluble(HI-BS), benzene insoluble-THF soluble(BI-THFS) and THF
insoluble(THFI) substances were defined as oil, asphaltene,
preasphaltene and residue, respectively. Gas yield was calculated
‘-by the difference between the initial and recovered weight.

Results
Influences of 4HFL concentration in the fixed solvent/coal ratio
of 3/1

Influences of 4HFL concentration on the product slate in the
liguefaction of Morwell-I coal at 450 °C under nitrogen were
shown in Table 2. The pure 4HFL solvent liquefied the coal very
rapidly, whereas a longer reaction time increased markedly the
gaseous product as well as the sum yield of o0il and asphaltene.
Although decreasing 4HFL in the solvent reduced the rates of
liquefaction as for both gas and liquefied products, the 4HFL
contents of 3/4 and 2/4 in the solvent provided more favorable
product slates( high yield(>80%) of o0il plus asphaltene and low
yields of preasphaltene and gaseous products).

Influence of 4HFL(solvent)/coal ratio

Figure 1 illustrates the oil and asphaltene yields from
Morwell-I coal at 450 °C under nitrogen for the respective best
residence times using variable solvent{pure 4HFL)/coal ratios.
The oil and asphaltene yields were only slightly influenced by
the ratios to give around 60 and 10 % yields, respectively, when
the ratio ranged from 3/1 to 1.5/1, although a trend of slight
decreases of both yields may be observable with decreasing the
ratios. Itis of value to point that the yields of preasphaltene
and residue were always less than 5 %.

A drastic decrease of oil and hence the sum yield took place
when the solvent/coal ratio was reduced to 1/1, while the
significant increase of asphaltene with some increases of
preasphaltene, residue and gas were observed at the best residence
time of 10 min. The large increases of the latter three products
were observed by a longer residence time at this ratio, resulting
in a further marked decreases of objective products.

Influence of hydrogen pressure on coal liquefaction

Figure 2 illustrates the liquefaction yields from Morwell-1I
and -II coals at 450 °C and 1.5/1(4HFL/coal ratio) under nitrogen
or hydrogen pressure. The conversion of asphaltene into oil was
accelerated by hydrogen pressure, especially under higher
pressure, where the interaction of molecular hydrogen with donor
and/or coal molecules was enhanced. It should be noted that the
highest oil yield from Morwell-II was achieved under higher
hydrogen pressure at the reaction time of 20 min, when most of
4HFL was consumed.

Morwell-I was certainly more reactive than Morwell-II,
giving higher oil yield regardless of atmosphere, although the
sum yields of oil plus asphaltene were much the same. Lower
reactivity of the asphaltene from Morwell-II coal is suggested.

Figure 3 illustrates the liquefaction yields from Taiheiyo




coal at 450 °C and 1.5/1(4HFL/coal ratio) under nitrogen or
hydrogen pressure. Higher oil and aspahltene yield of 80 % was
achieved from Taiheiyo coal than Morwell coals, reflecting much
less gas yield. Pressure effect of hydrogen was marked at the
reaction of 10 min, converting asphaltene into oil.

Influence of hydrogen pressure on the reaction of model compounds

Table 3 summarizes the influence of hydrogen pressure on the
conversions of dibenzyl (DB} at 450 °C, 30 min and variable
donor (4HFL)/substrate ratios. The conversions of DB were always
higher under hydrogen pressure with less 4HFL consumption than
those under nitrogen pressure. Such a tendency increases with
decreacing 4HFL amount. It should be noted that hydrogen pressure
enhanced the DB conversion even with a non-donor solvent.

Influence of deashing at low 4HFL/coal ratio

Figure 4 illustrates the liquefaction yields from the
deashed Morwell-I and Taiheiyo coals at 450 °C-10 min and
1.5/1 (4HFL/coal ratio). The oil yield from Morwell-I coal
increased to 65 % with decreasing gas, preasphaltene and residue
yields. 1In contrast, the deashing pretreatment exhibited
unfavorable effect on the lquefaction of Taiheiyo coal at low
4HFL/coal ratio, increasing the yields of gas and heavy fractions
(preasphaltene and residue) with slight increase of oil yield.

Discussion

The present study revealed that the concentration and amount
of donor, and hydrogen pressure are very influential on the yield
of o0il plus asphaltene in the hydrogen-transferring liquefaction.
The volume of solvent defines the volume of reactor and its
reduction can increase the productivity of the liquefaction.

The roles of solvent have been recognized multi-fold. The
hydrogen donation performs the following reactions in coal
liquefaction; :

1. Stabilization of radicals derived thermally from the coal
molecules.

2. Hydrogenation of reactive sites of coal molecules to loosen
the bonds for their dissociation.

3. Cleavage of bonds in coal molecules by substitution with
hydrogen atoms.

The contributions of these schemes are strongly dependent
upon the reactivities of coal and solvent, and hence reaction
conditions[11].

According to scheme 1, the coal liquefaction requires donor
solvent over a certain quantity. Its excess amount stays
unparticipated. Less amount fails to prevent the retrogressive
reaction. In contrast, according to the schemes 2 and 3, the
donor directly reacts with the coal molecules. Hence, its amount
kinetically influences the liguefaction, more amount
accelerating the rate of liquefaction. Such schemes certainly
depolymerize the coal molecules into oil and asphaltene directly
or indirectly through preasphaltene, but also accelerate the gas
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formation through the hydrocracking of alkyl side-chains and
naphthene rings. Thus, the optimum amount of donor exists to
produce the maximum yield of oil plus asphaltene. The optimum
amount may vary due to the coal, donor and reaction conditions
which are all influential upon the participation extent of the
schemes., The present study certainly indicates the optimum amount
of the donor for the maximum yield. Taiheiyo coal required more
donor for the production of oil than Morwell-I coal. Larger
extent of depolymerization is required with higher rank coal:

The solvent is expected to play roles of dissolving and
dispersing agents against coal-derived molecules and donor. Their
intimate contact and radical dispersion which are strongly
influential on the liquefaction as well as retrogressive
reactions are assured by the solvent. Hence, the amount of non-
donor solvent participates the liguefaction scheme. The
difference between the same amounts of the donor in the fixed
amount of aromatic solvent and alone without additional solvent
is thus definite, although smaller amount of solvent may be
favorable when the product slate is acceptable.

The optimum amount of donor can be reduced under the
hydrogen pressure if the hydrogen is transferred to the donor,
coal molecules or radicals derived from donor and coal molecules.
Vernon has indicated the participation of molecular hydrogens in
the pyrolysis[14]. The present results indicate that it is
possible with certain types of model molecules and coals. Such a
participation of molecular hydrogen under some pressures may
reduce the difficulty of catalytic hydrotreating process of the
second stage, where the hydrocracking for more oil and
hydrogenation for the solvent regeneration are both expected. The
first stage requires some pressure in any case to maintain the
solvent in the liguid phase and coal-derived molecules.

The deashing for some coals has been reported to increase
the yield of 1liquid product in the hydrogen transferring
liquefaction with sufficient amount of solvent through enhanced
fusibility via liberation of coal macromolecules{11]. It is not
always the case when less amount of solvent is applied. Larger
amount of donor may be necessary at a time to match the enhanced
reactivity of deashed coal. Morwell-II coal exhibited certainly
less reactivity and influence of deashing. The marked difference
is found in the conversion of asphaltene to oil. More unreactive
asphaltene is presented in the product from Morwell-II coal.
Detail structure of asphaltene is an objective of future study.
Taiheiyo coal exhibited little influence of deashing, especially
with smaller amount of donor solvent.

The combination of deashing pretreatment and hydrogen
pressure is of value for study to obtain higher yield of oil and
asphaltene by reducing the preasphaltene and residue, since the
deashing pretreatment is expected to simplify the liquefaction
steps and solve the operational problems[18].

The amount of solvent can be hopefully reduced to the level
which is necessary for coal slurry transportation, which requires
a significant amount of liquid at room temperature. Such a
vehicle solvent is not needed any more when a certain extent of
liquefaction has proceeded to supply the solvent fraction. The
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removal of such lightest portion in the solvent can economize the
reactor volune.
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Table 1

Elemental analyses of sample coals

Coal wt® (daf) Ash
name [¢] H N (0+8) (wt%)
Morwell-I 60.5 5.5 0.5 33.4 2.4
Deashed-I 61.2 5.4 0.5 32.9 1.1
Morwell-II 63.7 4.9 0.6 30.8 2.3
Taiheiyo 73.5 6.3 1,2 19.0 17.3
Deashed coal 73.9 6.3 1.3 18.6 10.9
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Table 2

Influences of donor{4HFL) concentration in the solvent!)
on the liquefaction yields from Morwell-I coal at 450 °C

4HFL Reaction Yield (wt%)
(%) time (min) Gas 0il Asph. Preasph. Residue
100 5 19 56 13 12 0
20 20 62 14 4 0
30 28 53 14 5 0
75 5 13 51 15 15 6
20 14 68 14 4 0
30 13 68 14 5 0
50 5 6 50 23 14 7
10 10 56 19 6 9
30 9 60 22 6 3
25 5 8 44- 21 12 15
10 8 47 18 14 13
30 10 48 17 7 18

1) Solvent/coal ratio = 3/1(fixed)
Solvent composition : 4HFL/(4HFL+FL)
(FL: fluoranthene, 4HFL: tetrahydro-FL)

Table 3

Influence of hydrogen pressure on dibenzyl{(DB)
conversion at 450 °C-30 min

Atmosphere1) Reactants (mmol) Conversion(%)
(kg/cm?) DB  FL  4HFL DB 4HFL
Ny (10) 2.75 14.9 0 25 -

Hy (20) 2.75 14.9 0 36 -

Ny, (10) 2.75 14.6 0.24 25 100

Hy (20) 2.75 14.6 0.24 33 76

Ny (10) 2.75 14.4 0.49 32 85

Hy (20) 2.75 14.4 0.49 38 58

1) ( ): initial pressure
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CATALYTIC TWO-STAGE HYDROCRACKING OF ARABIAN VACUUM RESIDUE
AT A HIGHER CONVERSION LEVEL WITHOUT SLUDGE FORMATION

Isao Mochida, Xing-zhe Zhao and Kinya Sakanishi

Institute of Advanced Material Study,
Kyushu University,
Kasuga, Fukuoka 816, JAPAN

ABSTRACT

Catalytic two-stage hydrocracking of Arabian vacuum residue
was studied using commercial Ni-Mo catalysts in the autoclave to
achieve a higher conversion above 50 % into 540 °C~ distillate
without producing sludge in the product. The hydrogenation at 390
°C of the first stage was found very effective to suppress the
sludge formation in the second stage of higher temperature, 430
°C, where the cracking to produce the distillate dominantly
proceeded. The catalyst for the residues(KFR-10) was suitable for
these purposes, while KF-842 catalyst, which exhibited excellent
performance against coal liquid residues, failed to suppress the
sludge formation. The shorter contact time of the second stage at
a relatively higher temperature appears favorable to increase the
conversion without producing the sludge. The mechanism of sludge
formation in the hydrocracking process is rather comprehensibly
discussed based on the previous and present results.

INTRODUCTION

Demand for clean distillate from the bottom of the barrel
leads to severe hydrocracking of petroleum residues at higher
temperatures[1]. The severe conditions cause problems of coke
deposition on the catalyst and sludge formation in the product
0il[2]). Such trouble makers of both carbonaceous materials, of
which formation may be intimately related, shorten the life of
the catalyst, plug transfer line and deteriorate the quality of
the products{3].

Empirically, the dry sludge is believed to be produced when
the conversion to the distillate is beyond a certain level{ca. 50
%) regardless of the catalyst and feedstocks[1]. Its structure,
properties and formation mechanism are not fully understood
yetl[4].

In a previous -study([5], dry sludge produced in a hydrocracked
0il was analyzed chemically, and its solubility, fusibility and
reactivity were studied to propose a mechanism of sludge
formation in the hydrocracking process.

In the present study, catalytic two-stage hydrocracking was
proposed to achieve a higher conversion into 540 °C~ distillate
above 50 % with a minimum amount of dry sludge in the product.
The idea is based on the mechanism previously proposed: the deep
hydrogenation of aromatic fraction in the residue by the first
stage of lower temperature may accelerate the cracking and
solubility of the heaviest aromatic portion in the second stage
of higher temperature, where major hydrocracking takes place.

EXPERIMENTAL
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Materials

A vacuum residue (b.p.> 550 °C) of Arabian-light oil (10 g),
of which properties were shown in Table 1, was hydrocracked by
the single- and two-stage reactions under hydrogen pressure ( 15
MPa), using one of the Ni-Mo catalysts (1 g) in a batch autoclave
of 100 ml capacity. The catalysts, of which properties were
summarized in Table 2, were presulfided under 5 % HZS/HZ flow at
360 °C for 6 h.

Catalytic hydrocracking

The standard conditions were 390 °C-4 h, 420 °C-4 h for the
single-stage reaction, and 390 °C-3 h(first stage) and 420 - 440
°C-1 h(second stage) for the two-stage reaction, respectively. No
solvent was used except for the two-stage reaction of 390 °C-3 h
and 440 °C-1 h; 10 wt% of 1-methylnaphthalene was added before
the second stage for comparison with no-solvent reaction under
the same conditions. After removal of the catalyst, the product
was observed under a optical microscope to measure the amount of
sludge in the product. The product was distilled under vacuum
( 5 mmHg) at 340 °C to obtain the distillate (540 °C~ fraction)
yield.

RESULTS
Single-stage hydrocracking

Table 3 summarizes the results of single-stage hydrocracking
using two Ni-Mo catalysts. The reaction at 390 °C provided the
yield of 540 °C” distillate below 50 %. No sludge was found with
both catalysts at this temperature as shown in Figure la, where
bluish spots of probably long-chain paraffins were observable,
indicating insufficient extent of cracking. It is noted that the
amount of asphaltene was unchanged after the hydrocracking at 390
°c. .

Higher reaction temperature of 420 °C increased the
distillate yield significantly above 70 %. However, a large
amount of sludges was found with both catalysts as shown in
Figures 1b and 1c. The appearances of the sludges were somewhat
different with the catalysts; those with KF-842 consisted of
black and rigid spheres and very fine brown ocily-droplets,
whereas - those with KFR-10 were larger droplets which were brown
and diffused. A significant amount of asphaltene was certainly
converted under the conditions. It should be noted that KF-842
produced a significant amount of gaseous products at 420 °C.
Thus, the catalysts, KF-842 for the distillate of coal liquid and
KFR-10 for the petroleum straight residue behaved very
differently against the petroleum residue.

Two-stage hydrocracking

Results of two-stage hydrocracking are summarized in Table
4. The two-stage hydrocracking using KF-842 at 390 °C-3 h and 420
°C-1 h still produced a very large amount of sludge in the
product oil as shown in Figure 2a, although the distillate yield
was still high. KFR-10 catalyst under the same conditions
produced negligible amount of sludge as shown in Figure 2b at the
distillate yield as high as 66 %. Longer reaction time of 3 h in

610




Ry —

e —————ra

e

o g

-

the second stage at 420°C increased slightly both sludge and the
distillate yield(70 %).

Higher temperature of 440 °C for 1 h in the second stage
increased the yield to 81 %, some sludgebeing produced as shown
in Figure 2c.

Addition of 10 % 1-methylnaphthalene to the second stage at
440 °C was very effective to suppress the sludge formation
(Figure 2d). The distillate yield was as high as 80 %.

Storage stability of hydrocracked product

The hydrocracked product obtained by the single stage of 420
°C-4 h using KF-842 catalyst was rather unstable. The product
carried a small amount of sludge just after the reaction as shown
in Figure 1b, however a much larger amount was found 150 days
later in the same product(Figure 3). Insufficient hydrogenation
or dehydrogenation because of high reaction temperature may leave
unsaturated sites reactive for the air-oxidation. In contrast, no
deterioration was observed with the products obtained by using KFR-
10 catalyst under the same conditions and the two-stage reactions
with either catalyst, although a large amount of sludge has been
produced right after the two-stage hydrocracking with KF-842
catalyst.

DISCUSSIONS
Structure and formation mechanism of dry sludge in the hydro-
cracking

The hexane-soluble fraction (HS) in the hydrocracked product
consists of essentially of long-chain paraffins and long alkyl-
benzenes. In contrast, the insoluble substances in the sludge are
fairly aromatic with much less and shorter alkyl groups and
rather polar, carrying a considerable amount of heteroatoms.

The solubility decreased with increasing aromaticity and
polarity, the molecular weight varying rather slightly among the
fractions. Such contrast structural characteristics of HS and HI
fractions may not allow their mutual miscibility, precipitating
or segregating the insoluble substances from the HS matrix at
room temperature.

In spite of low solubilities of the sludge components at
room temperature, they melt or are dissolved in the light
component at elevated temperatures above 80 °C. Thus, the sludge
may disappear at elevated temperatures such as the reaction
temperature, although its limited solubility in the matrix may
enhance its adsorption or longer residence on the catalyst
surface, leading to the severe catalyst deactivation.

Based on the analyses of the sludge, a mechanism of its
formation is proposed[5]. Hydrocracking at higher temperatures to
achieve a higher conversion can crack deeply the paraffinic and
and alkyl aromatic hydrocarbons at a high level, however highly-
condensed aromatic hydrocarbons are not fully hydrogenated at
higher temperatures for their cracking because dehydrogenation is
so rapid under the conditions, staying unchanged in their ring
structure to be insoluble in the paraffin-rich matrix, especially
at lower lower temperatures. Elimination of alkyl side-chains
from aromatic hydrocarbons and severe cracking of light aromatic




hydrocarbons enhance the phase separation to lead to the sludge
formation.

Such a mechanism originating from the phase separation of
the fractions due to their mismatched compatibility appears to be
common to bottom and shot cokes formation in the coking{6,7]1, and
least cracking reactivity of paraffin[8-10] and sludge formation due
to the slight oxidation in the coal liquid.

Effects of two-stage hydrocracking

The two-stage hydrocracking which consists of sufficient
hydrogenation at a lower temperature and extensive cracking of
the hydrogenated product at a higher temperature was found to
allow a high yield of distillate over 60 % with a minimum amount
of sludge droplets in the product at room temperature. As
discussed in the mechanism section, the sludge was unhydrogenated
aromatics due to high reaction temperature, which are not
miscible with the paraffin-dominant matrix. The first stage of
low temperature sufficiently hydrogenates the aromatic parts of
the asphaltene to be easily cracked and/or to stay miscible with
the matrix, increasing the yield of distillate without producing
sludge in the second stage. Aromatic solvent of moderate size
such as 1-methylnaphthalene is very effective in the second stage
of the short reaction time to suppress the sludge by dissolving
the asphaltene.

The selection of conditions for the second stage is very
important because extensive cracking should take place before the
dehydrogenation. Longer reaction time at higher temperature tends
to produce more sludge because uncracked remaining asphaltene in
the product becomes sludge. The rapid heating to the temperature
of the second stage may be favorable.

The selection of the catalyst is also important. The
catalyst should have strong hydrogenation activity against the
asphaltene of large molecules. The large pores of the support can
get access to such molecules. The catalyst of the second stage
should have high cracking activity against the hydrogenated
asphaltene without dehydrogenation.

Such a set of the catalysts should be designed separately to
exhibit the optimum performances of the respective objectives at
the respective stages.

Finally, the stability of hydrocracked product is concerned.
The post-hydrogenation may be effective at a lower temperature,
where sufficient hydrogenation of the whole product can proceed.
Sludge can be completely removed by the step as described in a
previous paper[5]. Short reaction time of the second stage can
maintain the hydrogenation level high which is achieved in the
first stage, proving the stability of the product.
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Table 1

Solubility') of Arabian-light
vacuum residue (ALVR)

HS HI-BS BI

ALVR 91 9 0

1) HS: hexane soluble
HI-BS: hexane insoluble-benzene
insoluble
BI: benzene insoluble

Table 2

Some properties of the catalysts1)

Catalyst Support Metal(wt%) Surface Pore Mean pore

name NiQO MoO3 arga volume dia@eter
(m¢/g) (ml/g) (2)
KF-842 alumina 3.1 15 273 0.52 < 100
KFR-10 silica- 1.0 5.0 147 0.71 168
alumina

1) Supplier: Nippon Ketjen Co.
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Table 3

Catalytic performances in the single-stage

hydrocracking of ALVR

Catalyst Conditions Recovery p.vy.1) A.S.z)

(°C- h) (wtd) (%)
KF-842 390-4 95 39 tr.
420-4 75 72 much
KFR-10 390-4 98 4 tr.
420-4 91 74 much
1) D.Y.: 540 °C~ distillate yield
2) A.S.: Amount of sludge, tr.: trace

Table 4

Catalytic performances in the two-stage

hydrocracking of ALVR

Catalyst Conditions Recovery D.y. 1) A.S.z)

(°Cc- h) (wt$) (%)
KF-842  390-3
420-1 94 63 much
KFR-10  390-3
420-1 94 66 v.tr.
390-3
420-3 94 70 tr.
390-3
440-1 93 81 some
390-3,
440-13) 95 81 v.tr.

1) and 2): See Table 3., v.tr.:

3) 10 wt% of i1-methylnaphthalene was added prior

to the second stage.
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(a) (b)

(d)

Figure 2 Microphotographs of the product oil in the two-stage
reaction
(a) 390 °C-3 h and 420 °C-1 h (KF-842 catalyst)
(b) 390 °C-3 h and 420 °C-1 h (KFR-10 catalyst)
(c),(d): 390 °C-3 h and 440 °C-1 h (KFR-10 catalyst)
(c) no solvent added
(d) 10 wt% of 1-methylnaphthalene added in the second-
stage reaction

Figure 3 Microphotographs of the product of 420 °C- 4 h (KF-842)
after 150 days




