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Oil—liquid hydrocarbons derived from natural petroleum—has long been a 
commodity of great importance. It is so fundamental, indeed, as to be truly strate-
gic, affecting the relationships among nations to a major extent. Several of the 
great conflicts of the 20th century were shaped in large measure by issues of oil 
supply. 

In this paper I ask how natural and economic factors will affect the supply of 
oil in the first half of the 21st century and examine likely strategic effects.2  
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have been cited, I am in a position to provide a copy for study and reference. 
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While the paper may seem very lengthy, the main text in fact ends on page 20. 
The rest is appendices offering supporting and amplifying information and expla-
nation. Cross-references are provided to make it easy to find the background for 
any issue of interest. 

Note: two ways to read this paper 

This paper has been formatted for ease in reading either as an ordinary 
printed document or as an on-screen document. Reading it on line offers some 
significant advantages, by making cross-referencing easier. For hints on how to 
read it most easily on screen, look at Appendix H, page 137. (If you’re already 
looking at this on screen in Adobe Acrobat Reader (or Adobe Acrobat), click in 
the blue box around the number “137” in order to jump right to the appendix.) 

Summary 

I conclude that oil could well present one of the great strategic challenges of 
the 21st century, for the U.S. and for the world as a whole. The challenge is likely 
to unfold fairly slowly for a while. Oil should remain in good supply at reasonable 
prices for several decades. Like any commodity, its price will be subject to swings—
sometimes sharp swings—resulting from short-term imbalances between demand 
and supply, but difficulties in supply from one source can be made good, with a lit-
tle investment and some lapse of time, from any of a number of others. 

There will be some development of alternatives to oil as a source of fuels as 
well as of means to conserve oil resources. There are many possibilities, some of 
which already are being exploited in small ways, and growth seems assured. But all 
are costly relative to oil today, and few show clear potential for competitiveness at 
current oil prices, even over the very long term.  Thus the impetus for their devel-
opment will remain limited as long as oil is relatively plentiful, barring some gov-
ernment action to tilt the scales. In the meantime, oil consumption will continue 
to grow—currently at a rate a bit less than 2% per year, worldwide. 

But while oil will indeed remain plentiful for several decades to come, it is 
likely that the distribution of its sources will change, and very possible that they 
will become much more concentrated in the region that is richest in oil: the area 
around the Persian Gulf. Today, this region supplies less than 30% of the world’s 
oil production, but this could climb to 50% or more within two to three decades. 
Iraq and Iran, which have large reservoirs of oil that are being produced at rela-
tively low rates today, are likely to become particularly prominent producers in the 
future. 

Scientists have made estimates of how much oil may lie within the Earth. There 
is a broad band of uncertainty. But whatever the ultimate amount may be, by the 
time the world’s “oil gauge” gets down to somewhere in the vicinity of the 20% 
mark, geological and technical factors will act to make it a great deal more expen-
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sive to expand production markedly. The world will be like the United States is to-
day: oil will continue to be produced, but at a rate that falls off steadily despite on-
going and even accelerated drilling and development. Oil prices will rise as it be-
comes more expensive to find and produce more, and this will in turn stimulate 
more efforts to find and produce oil. But it seems most likely that sharply dimin-
ishing returns will limit the effect of these, so that production will nevertheless 
drop off, perhaps quite sharply. 

It also seems likely that prices will rise not in a smooth and continuous curve 
but in a series of sharp shocks. 

The world won’t go dark. Eventually, other sources of fuels will be brought on 
line to replace the reduction in oil production, albeit at significantly higher cost. 
And ways will be found to get along with less fuel use. But this is unlikely to be a 
smooth or immediate process. The remaining major producers of crude oil will re-
tain a great deal of market power for a long time after the peak of oil production 
is passed, because their costs will remain much lower than those for alternatives. 

None of this is certain. Many things will happen over the coming decades and 
many of them will be unexpected, or prove to have implications and consequences 
we cannot now foresee. But there is at very least a significant risk that a crisis in oil 
supply will be reached before the midway point of the 21st century, and that it will 
be accompanied by a further heightening of the strategic tensions and dangers fo-
cused on the Persian Gulf region. The U.S. should take measures both to amelio-
rate these tensions and to prepare to respond to the dangers. 

The rise of oil3

Petroleum has been known and used by humankind for thousands of years, but 
large-scale commercial development dates from the mid 19th century. The era of 
oil is conventionally taken to have begun with the completion of a well in north-
western Pennsylvania by Edwin Drake in August of 1859. Drake’s enterprise led to 
history’s first oil rush and establishment of an industry.  

The initial markets were primarily for lamp oil, displacing the better and safer 
but expensive whale oil. This was a strong market by the standards of the day and 
production volumes grew rapidly into the tens of millions of barrels annually.4 
Commercial production soon began at similar scale in southern Russia and Indo-
nesia. 

                                                
3 The material of this section is drawn principally from [API 1999], [BP 2000], [EIA 1999], [EIA 
2000a], [WTRG 2000] and [Yergin 1991]. For the period since 1965 or so, however, I have relied 
mainly on [Adelman 1995]. 
4 The “barrel” (abbreviated bbl) is the conventional unit for measuring oil volume, equal to 42 U.S. 
gallons, equivalent to about 159 liters. The density of oil varies, but on average a barrel of crude oil 
weighs about 300 lbs or 136 kg. A deadweight ton (a common measure of tanker capacity equiva-
lent to 2,240 lb) will contain roughly 7.5 bbl. 
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Gas and then electricity began to take over oil’s illumination market toward the 
end of the century, but the development of the internal combustion engine and its 
application to automobiles brought a major new market and transformed the in-
dustry.5 In the U.S., at the center of the automobile revolution, crude production 
climbed steeply to about the 100 million bbl/yr mark by 1903 and kept on going. 
Production topped 1 billion bbl/yr (gbbl/yr) in 1929, fell back in the Great De-
pression, and then surged up again over 1 gbbl/yr from 1936 onward. Domestic 
production peaked at 3.5 gbbl/yr in 1970, and now has declined to about 2.2 
gbbl/yr. World production now is more than ten times as great. 

Before the 20th century, the coal-fired steamship and steam locomotive were 
the only significant mechanical transport vehicles. But the automobile, truck, and 
aircraft quickly became huge consumers of oil products, and even ships and many 
locomotives soon came to be fueled with oil. Oil became essential for a modern 
economy—and for modern war. 

Even though oil was found in many areas, the U.S. remained the dominant 
force the industry through the early 1950s. None of the Axis powers in World War 
II enjoyed good access to oil and this exerted a major influence on their strategy 
and some of their decisions for war in the first place. The Allies, by contrast, en-
joyed significant advantages as a result of good supply. 

While it had long been recognized that there were large deposits of oil in the 
region around the upper Persian Gulf, difficult geography, lack of local infrastruc-
ture, and refining challenges associated with the oil’s relatively high sulfur content 
delayed full appreciation of the potential. But following World War II, more inten-
sive exploration established this region as the most richly endowed in all the 
world. Because of the size and concentration of oil deposits, production costs were 
very low even after taking account of the need to build a great deal of infrastruc-
ture. U.S. and European oil firms invested in Persian Gulf oil, gaining concessions 
from local rulers that gave them a free hand in exploration, development, and 
production in return for fees and a tax on production (and a bit on the side). 
Long a focus of interest for European powers, the Gulf started to assume impor-
tance for American policy-makers. 

By 1951, oil had overtaken coal as the dominant fuel in the U.S., and only a few 
years later natural gas also surpassed coal in importance. While U.S. oil produc-
tion continued to climb, by the 1960s the nation had become a net importer of oil 
for the first time. In 1960, OPEC (Organization of Petroleum Exporting Coun-
tries) was formed. U.S. imports remained small relative to its total consumption 
throughout the 1960s, although they increased incrementally.  

In 1930, at the start of the Great Depression, vast new fields were discovered in 
East Texas. It was the largest discovery ever made in the lower 48 states, and one of 

                                                
5 In most cases, 19th century gas lighting used producer gas or town gas, made from coal by treating it 
with steam, rather than natural gas. 
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the largest in the world. The nature of the reservoirs made production very cheap. 
Coming on line at the start of a period of unprecedented economic decline, the 
East Texas fields raised a spectre of “overproduction” and “glut” that could cause 
market chaos. This brought an intensification of a trend toward market structures 
that would in effect make the oil world safe for producers and guarantee that all 
owners of oil properties got a share of the market—at the expense of consumers. 
Because the price of oil remained low enough to make it a fairly minor item in 
most user’s budgets, this did not evoke sharp opposition. 

For decades, the price of oil was set, in effect, by the Texas Railroad Commis-
sion, in its role as regulator of the oil industry in the largest producing State. Eve-
rywhere the price of crude was the price at Texas ports, plus shipping (with ad-
justment for quality)—even if the oil had come from someplace much closer than 
Texas. Following World War II, competition gradually crept into the market, forc-
ing downward pressure on prices, measured in real terms (exclusive of inflation). 

Even at the lower (real) price, oil remained an exceptionally profitable busi-
ness, with a large margin between costs and prices. There were risks, but those 
who accepted them generally were handsomely compensated. In 1970, the U.S. 
produced nearly 10 mbbl/day. But production from older wells was declining at 
about 10% per year while demand was growing at rates of 5% per year or more. 
No huge new fields had been discovered in decades—the 1930s had been the peak 
decade for U.S. discoveries. To raise U.S. production to meet demand would re-
quire greatly accelerated drilling in order to tap numerous smaller pools, thus in-
creasing costs. It was much more attractive to import oil from the Middle East and 
Venezuela, where costs were a great deal lower. After 1970, U.S. domestic produc-
tion began to fall off. (Even the large Alaskan fields which entered production in 
the mid 1970s only slowed the decline.) A widening gap between growing demand 
and declining domestic production was filled by imports. 

The OPEC nations had economic and political situations that were very differ-
ent from those of the U.S. Their economies were small with little diversification, 
and their political systems were generally weakly legitimized and lacking in 
mechanisms for orderly and nonviolent change. Saudi Arabia was the dominant 
OPEC member because its oil reserves were much the largest; its economy was no-
tably primitive and its government was controlled by a narrow family elite. They 
could afford to pursue extreme oil-centered policies that would be out of the ques-
tion for a nation with broad economic and political interests. 

By 1973 dominance of oil and oil pricing had passed from U.S. hands. With 
U.S. import demand increasing sharply, OPEC’s market share rose. The organiza-
tion had not originally been intended to function as a cartel but now became one, 
with the leverage to raise prices. Political turmoil in the Mid East led to a supposed 
“embargo” on oil shipments to the U.S. by Arab nations in 1973 and a 50% in-
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crease in prices.6 Major OPEC nations ended the concessions that had been 
granted to Western oil firms and took control of their own oil industries. Believing 
that users could not cut back consumption, they sought to raise prices to levels just 
short of the cost of hydrocarbons from sources such as coal, tar sands, and oil 
shales. 

 Then, in 1978, the Iranian revolution set off a train of events that allowed 
OPEC to raise prices to more than $70/bbl in today’s prices—more than ten times 
what they had been before the embargo in 1973. To many people, it seemed as if 
OPEC could not lose: the less they produced the higher they could boost prices 
and the more they made. 

But high prices gave users incentives to conserve. They invested in more effi-
cient, less energy-consuming buildings and equipment, and substituted other 

goods and services for oil in their budgets. Af-
ter a lag of several years the demand for oil 
slowed, then backed off. Prices slid, then 
plunged. By the end of the 1980s they had set-
tled below $25/bbl.  

Figure 1: 1999-2000 oil price rise
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High oil prices also gave non-OPEC pro-
ducers incentives to produce, and non-
producers incentives to join the ranks of oil-
lords. Many marginal fields that could not 
profitably be produced at the $5/bbl prices 
(in 2000 dollars) of the late 60s and early 70s 
were very attractive propositions at $30/bbl, 
let alone $70. This took quite a long time to 
take effect, however (in part because of per-
verse incentives resulting from government 
policies in the U.S. and elsewhere). As a re-
sult, the main effects of increased non-OPEC 
production were not felt until the 1980s, after 
the price decline was well underway.  
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In the Persian Gulf, most fields could be produced at costs (including gener-
ous return on investment) of substantially less than $5/bbl, leaving an enormous 
margin of profit for the producing countries. But in the 1970s their appetite had 
grown with the eating and they found it very difficult to live with profit margins 
that were “only” 200% to 300% above fully-allocated cost. OPEC negotiated to try 
to persuade members to curtail production and so raise prices. Saddam Hussein 
decided on more direct means, leading to wars with Iran, Kuwait—and thereby 
with a vast U.S.-led coalition. 

                                                
6 The embargo was a threat never carried into effective practice—and in practice was entirely hol-
low—but fear of it created memorable havoc, especially because it combined with anti-competitive 
domestic market regulation in the U.S. and elsewhere that impeded market solutions.. 
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Through the 1990s, prices drifted downward to little more than $10/bbl—
painful for marginal producers. Demand, which had been inhibited by high 
prices, began to resume its climb (although more slowly than in the 1960s). New 
technology helped marginal producers find savings, but the price and its down-
ward trend made investment in oil seem less attractive. Exploration and develop-
ment of new sources slowed. By 1999, the market had tightened enough to give 
the major OPEC producers the leverage to raise prices again as shown in Figure 1.  

Some terminology 

I’ll try to avoid highly technical terms, but some words can have several mean-
ings, and I want to be clear about how I will use them. There’s a more extensive 
glossary in Appendix G, page 127. 

• Petroleum. The literal meaning from the Latin roots is “rock oil”, but petroleum 
has come to be used as a catch-all term for crude oil, natural gas, and some in-
termediate substances known as natural gas liquids. That’s how I’ll use it (al-
though some people still use it as a synonym for crude oil). 

• Crude oil. I’ll shorten this to oil where there’s little risk of confusion. It means 
the kinds of petroleum that are liquid under normal conditions.7 

Price and supply 

The price of oil is like the weather: we’re all aware of it, if only as it affects how 
much we pay to fill our car fuel tanks. Most of us don’t think of ourselves as living 
in tornado alley so far as oil prices are concerned—the worst we expect is an occa-
sional squall. Is this realistic? How bad could the “hundred-year storm” be in our 
neighborhood? Economics is a bit like meteorology in this; it cannot provide con-
fident predictions but can help us understand the processes in ways that outline 
the possibilities. 

As shown in Figure 1, oil prices roughly tripled between the beginning of 1999 
and the end of 2000. There was no very dramatic stimulus for this. Oil producers 
of course wanted to raise prices, but that had been true for more than a decade 
and a half.  

This is not a fluke, nor evidence of defect or outside tampering in the oil mar-
ket. It is the sort of behavior that markets in commodities often give rise to. For in-
stance, the price of the metal platinum, after remaining in a narrow band for 
nearly a decade, jumped about 75% in less than 18 months recently [1].8 Again, 
there were no dramatic events driving the rise. 

                                                
7 One ambiguity is the treatment of condensates and natural gas liquids (NGLs). For the most part, I 
have included them in statistics quoted. See the glossary. 
8 Where end-notes are used (figures in square brackets) it is only to indicate references, with no 
comment. 
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How much could oil prices jump in response to a serious disruption? There is 
some limit, no doubt, but how great this might be is not clear. Some market ex-
perts I’ve talked to say that 500% in a day would not surprise them, and that 
1000% is not out of the question. Prices might return to normal levels very quickly. 
Or they might not. 

The mechanisms and behaviors of oil markets are explored in Appendix A at 
page 23. 

The end of the age of oil: some views 

How is this all going to end? Or will it end? Are we in danger of running short 
of oil, or is there plenty not only for us but for our children and grandchildren?  

There is a wide range of strongly-held views on this. I’m going to sketch three 
positions, which I call the doomster, cornucopian, and incrementalist viewpoints.9 
Those who I call the doomsters believe that the end is in sight, that oil supply is des-
tined to get tighter rapidly, starting very soon. I could equally well have called this 
the oleo-Malthusian view.  

Cornucopians are impressed with nature’s abundance and humankind’s inge-
nuity and resourcefulness in exploiting it. They don’t believe that we will ever truly 
“run out” of oil, and think that any problems arising from exhaustion of the 
Earth’s supplies of conventional liquid petroleum will be minor, transitory, and far 
in the future. 

Incrementalists think we may eventually run short of oil, but not suddenly. 
They expect that any eventual tightening of supplies will prompt higher prices, 
which in turn will lead to incremental and orderly development and substitution 
of other energy sources. They see little reason to believe that this will take place 
soon—in a few decades, perhaps. Or perhaps later. 

In the meantime incrementalists expect that oil should remain easily available 
at generally moderate prices. 

At some point, incrementalists acknowledge, those who earn their livings pro-
ducing oil may find that it is becoming harder and more expensive to find more 
oil to produce, regardless of where they look and regardless of how sophisticated 
the technology for such things may have become. Then (and only then) they ex-
pect the real economic value of oil to start to rise.  

It will be easy to see that the costs of finding and developing oil are rising, they 
suppose, and people surely will take this as a signal to look for alternatives. As the 
price continues upward, other goods will progressively be substituted for oil. As 
their markets expand, the prices of some of these substitutes will come down, even 
as that of oil is rising. Eventually, oil will be priced out of all its markets and people 
                                                
9 I mean these labels to be convenient and evocative, but not prejudicial. None of these views is al-
together without merit or reason, as I will show. 
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will stop producing it. How much oil may be left in the ground at this point is un-
knowable and unimportant, in the incrementalist view. 

In Appendix B, at page 53, I describe and analyze these positions in greater 
depth. 

Who’s right? 

A substantial majority of people, I’ve found, plant themselves pretty firmly in 
one of these camps. Most of those to whom this paper is especially addressed are 
likely to be incrementalists of one stripe or another. Anyone who is so strongly 
committed to his or her views that evidence can’t sway them might as well stop 
reading right now, for this paper is going to reach some conclusions that aren’t 
exactly in line with any of them. To show why, I need to introduce more evidence. 

The facts of oil and its alternatives 

This section very briefly summarizes the conclusions of several weighty appen-
dices. Much of what is said here is controversial to one extent or another and it is 
important to consult the relevant appendix to see a summary of the various view-
points and my rationale for how I resolve the issue. 

• Oil is a relic of earlier life. Oil is mostly composed of hydrocarbons which, ac-
cording to the best present evidence, were formed from the residues of plant 
and animal life that lived in bodies of water anywhere from a few thousand to 
tens of millions of years ago. A sequence of biological and geochemical proc-
esses transforms a very small fraction of these residues into liquid oil, and geo-
logical processes collect a still smaller fraction in reservoirs which can be 
reached by drilling. These processes continue to form new oil, but at a rate 
that is hugely slower than the rate at which we’re extracting and using oil. So 
oil is essentially a limited resource. (Appendix C, page 59) 

• An alternative theory of oil’s origin would make little practical difference. 
There is an alternative abiogenic theory which has it that oil comes from hydro-
carbons that were present deep within the Earth when our planet was formed, 
billions of years ago. There’s very little clear evidence for this theory, and even 
if it were true it would make little practical difference. Abiogenesis would not 
automatically imply that there is a great deal more oil, that it should be easier 
to find, or that more oil is being created rapidly enough to have any practical 
effect. (Appendix C, page 61, & Appendix D, page 79) 

• We can’t be entirely certain how much oil remains and where, but much is 
known with reasonable certainty. There are significant unknowns, but less than 
often thought. There is still scope for companies to make vast fortunes on new 
discoveries of oil, but it is very unlikely that any new discoveries can be large 
enough to have much effect on the overall picture of Earth’s remaining re-
sources of oil. (Appendix D, page 71) 
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• Roughly a quarter of Earth’s oil has been consumed; the Persian Gulf region 
holds about 40% of what’s left. Best current estimates are that, after producing 
about 900 gbbl to date, there are still around 2,500 gbbl left—although the real 
number could be significantly higher or lower. Just about 40% of this is 
thought to lie in the Persian Gulf region, with the remainder concentrated 
most heavily in the area that formerly fell under the Soviet Union, in North 
America, and in Central and South America. (Appendix D, page 71) 

• Production falls with time; new reservoirs must be tapped to maintain and ex-
pand it. Once a well is completed and in production, its production potential 
begins to fall off due to geophysical factors. Only by constant exploration and 
development efforts can oil production be maintained and increased. 
(Appendix C, page 64) 

• The superiority of oil fuels. As fuels, the liquid hydrocarbons of oil are very 
hard to improve upon. There are no other common substances that make such 
compact, portable sources of energy. Gaseous hydrocarbons (from natural 
gas), alcohols, and gaseous hydrogen all have some potential as fuels, but have 
significant drawbacks relative to oil-based liquid hydrocarbon fuels. Oil fuels 
will be particularly difficult to replace for aircraft and for military vehicles gen-
erally. (Appendix E, page 87) 

• Liquid fuels can be produced from other sources—at greater cost. Oil isn’t the 
only potential source of liquid hydrocarbon fuels. With chemical processing, 
they can be made from other hydrocarbon-bearing minerals, including tar 
sands, coal, or oil shales. But the cost of mining the basic minerals adds to the 
cost of chemical processing to make these relatively expensive sources. It’s also 
possible to transform alcohols to hydrocarbons, but this tends to be even more 
expensive. Hydrocarbons from natural gas can be transformed into liquid hy-
drocarbons, but also at considerable expense in most cases. Because of the ex-
pense that would be involved, no one has invested the massive amounts that 
would be necessary to produce these alternatives in large quantities. And until 
major investments are made, costs won’t come down. (Appendix E, page 92) 

• Methane hydrates offer little help. There may be vast stores of methane gas—
the lightest hydrocarbon compound and chief component of natural gas—
trapped in ice-like hydrate crystals beneath the floor of the oceans on the mar-
gins of the continental shelves. But the prospects for being able to extract this 
gas at all are quite uncertain, and the prospects of being able to turn it into 
liquid fuels at affordable overall cost seem dim at this point. (Appendix E, page 
96) 

• Cheap sources of energy would help—when and if. Alternative liquid fuels 
would be more affordable if there were cheap sources of energy other than oil 
and natural gas to aid in making them. This might come from solar energy in 
various forms. Many of these have real potential, but none is able to compete at 
the present state of the technology, except in niche applications. Nuclear fis-
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sion reactors may make a comeback as energy sources, but are not significantly 
cheaper than gas-fired electric plants in most places. Thermonuclear fusion 
may become feasible as an energy source in the distant future, but there’s no 
reason to expect it to be especially cheap. (Appendix E, page 97) 

• “Free energy” isn’t. Hopes have been raised for so-called “free energy” from 
“new physics”—notably from “cold fusion” or from zero-point vacuum energy. 
Detailed examination shows that neither offers any real prospects as practical 
sources of energy. (Appendix E, page 106) 

• Fuel cells may change the game, but not quickly. Fuel cells have been under 
development for 160 years and may finally be nearing practicality. Despite 
various problems, their efficiency of operation may eventually make them as 
universal as piston gasoline and Diesel engines are today. Depending on how 
the technology develops, this may make hydrogen, methane, or methanol 
(wood alcohol) more attractive as fuels than liquid hydrocarbons, at least for 
many applications. (It is also possible that gasoline will prove to be the pre-
ferred fuel for fuel cells, however.) But it is virtually certain that this will be a 
process of decades, at best. (Appendix E, page 100) 

• Oil and oil users are running harder. Part of the problem in knocking oil off its 
pedestal of importance is that it is a moving target. The technologies of find-
ing, producing, and using oil keep improving. Because oil is so dominant, 
great effort is put into all of these technologies—vastly greater effort than is 
available to pursue alternatives to oil. (Appendix E, page 81) 

• Global climate change is a real issue, but its effects on oil are hard to predict. 
There no longer is much room to doubt that the carbon dioxide and other 
products of oil burning affect Earth’s climate through the greenhouse effect. But 
there is no certainty now about how far this can proceed without significant 
climate change, nor about how or how much such climate changes might af-
fect humans. Because the costs of global climate change are uncertain and lie 
mainly in the future, while the benefits of continued oil burning are quite im-
mediate and direct, it is not at all clear whether, when, or to what extent the 
world will develop a political will to curb oil consumption for the sake of ame-
liorating climate effects.  

The two major points 

• Oil will not diminish in importance. It is true, as often observed, that there are al-
ternatives. But none of the alternatives will be broadly attractive as long as oil is 
plentiful and inexpensive. Today’s prices qualify as inexpensive in this context, 
and so would significantly higher prices still.  

• Oil won’t run out soon. Even though the world is using it at a prodigious rate, 
there’s a lot more left. Economic growth will spur consumption, but improve-
ments in technology will improve the efficiency with which oil can be found, 
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produced, and used, and this will moderate the rate at which consumption eats 
into resources.  

Oil production past and future 

In Appendix C, at page 67, I display and discuss trends in oil production.  
Briefly, the main points are: 

• The U.S. is still a major producer, but our production is on a long-term down-
ward trend that is essentially irreversible. Accelerated exploitation of added re-
sources in Alaska or deep continental shelf waters may temporarily slow the 
decline, but will not reverse it. 

• In many nations, oil production has fluctuated greatly over the past few dec-
ades. This stems from a variety of causes: OPEC-induced instability, OPEC-
stimulated increases, war and turmoil, and some technical factors. 

• There are some “unknown” major producers, and some well-known non-
majors. China, Norway, and the UK are among the nations that have become 
genuine major oil producers without a lot of public attention. All now substan-
tially exceed Indonesia, Canada, or Nigeria. But while India has increased its 
production greatly in relative terms, it remains a rather minor producer. 

Also shown are data on remaining oil resources in various regions and territo-
ries, and on the relative rates at which these resources are being pumped from the 
ground. There are uncertainties about the data, and of course production rates 
can change. But to the extent that relative relationships among rates remain rea-
sonably constant, we can form a general idea of what the geographic distribution 
of oil may look like in the future. 

Assuming that the production rates remain stable (in the sense not necessarily 
of remaining constant but of retaining the same relationships among themselves) 
then we can make the following observations: 

• The oil-rich are very rich, and likely to get relatively richer. The region around 
the Persian Gulf not only has an exceptionally large fraction of the world’s re-
maining oil (more than 40%) but actually is producing oil a bit more slowly, in 
relative terms, than other regions. Thus it could well have a somewhat greater 
proportion of the world’s then-remaining oil in a decade or two than it has 
now. 

• The least richly-endowed regions are draining their resources relatively rapidly. 
Europe and East Asia are pumping fast. North Africa, Southeast Asia, and 
South Asia are not far behind in the race to become “oil-free” zones. 

• The North American region still has a lot of oil, but is eating into it.  

• The great “underproducers”: Iraq and Iran. Iran and particularly Iraq are pro-
ducing slowly relative to their very large resources. If these trends were to con-

 12



tinue, they would eventually come to 
have much the greatest concentrations 

of oil resources remaining on our planet.  

Figure 2: A possible oil scenario 

Scenarios for growth and decline 

Figure 2 shows a hypothetical scenario 
for oil production growth in the 21st century. 
It is based on data from a study by the En-
ergy Information Administration (EIA) of 
the U. S. Department of Energy which is de-
scribed and discussed in Appendix A at page 
38. The case shown in Figure 2 assumes that 
oil production will continue to grow at 
2%/year—roughly its current rate. 

Because the production rate of any given 
oil well will fall off with time, it is necessary 
to keep drilling new wells in order to ex-
pand—or even maintain—production rates. 
Eventually, the most productive reservoirs 
will have been tapped. New drilling will be-

come less and less productive, so the rate of drilling will have to accelerate.  
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This sort of process cannot continue indefinitely. As the acceleration mounts, 
costs of drilling and production will rise increasingly rapidly. The price of oil must 
also rise very sharply in order to make this possible. At some point, falling demand 
in response to the steeply rising price puts a cap on new drilling. Without a con-
tinuing acceleration of drilling, production falls off. 

Figure 2 shows is a very sharp production peak, followed by a steep drop-off. 
Many would argue for a more gradual and rounded peak, with a shallower drop-
off. That may be so, and we’ll consider the possibilities for this shortly. But Figure 
2 assumes that essentially all of the technically recoverable part of world’s oil en-
dowment is actually produced. That is, the total area under the curve in the figure 
cannot change. Thus any rounding or flattening must come at the expense of 
moving the peak toward the left—closer to today. 

Naturally, higher prices will stimulate more intensive efforts to find more oil. 
But this should not necessarily be viewed as “additional oil”; as described in 
Appendix D (page 71), geologists have made quite comprehensive efforts to ac-
count for the oil that has not yet been found, and the nature of oil deposits makes 
it improbable that they have missed anything really big. 

It is important to recognize that this is not a matter that can be changed in any 
fundamental way through improvement in technology: technology can make it 
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easier to find the oil that exists, but cannot alter the amount or distribution of that 
which does exist. 

How much could better recovery help? 

The net implication is that increases in oil prices associated with anticipated 
shortages will have only a fairly limited effect in increasing oil supplies. There is 
one aspect of the supply question which this does not address, however: recovery, or 
the percentage of the oil within the reservoir rock that can be recovered. Recovery 
varies a great deal with the geophysical conditions as well as the technology used, 
and yields of 50% or more are obtained in favorable conditions. But the general 
average recovery is more like 30% to 35%. If we accept the estimate that the world 
started out with about 3 trillion barrels of recoverable oil, then increasing recovery 
from 30% on average to 40% would provide an additional 1,000 gbbl.10 Thus there 
might be potential to stretch supplies significantly through investment in produc-
tion technology. 

How much this can be relied upon to significantly change the story told by 
Figure 2 is another matter. This is the kind of technology which, so far, has not 
moved rapidly. And even once proven and put into practice, new production 
technology has not tended to result in major increases in overall production rates. 
The more usual effect has been to reduce the falloff in production. 

But suppose that recovery could quickly be boosted on a worldwide basis to 
bring another trillion barrels within reach: how much would that do to resolve the 
problem? Surprisingly little, it seems. Because of the huge production rates envi-
sioned by the middle of the 21st century, even an added trillion barrels is unlikely 
to delay a decline greatly. This seems surprising until we look at the curves of 
Figure 2 more closely. The difference in recoverable oil between the “mean” and 
“high” cases is about 900 mbbl—and the peak year for the “high” case comes only 
a decade later.  

We can certainly expect that economics-driven technology advances will have 
significant effects on discovery and recovery of oil. But it is much less clear that 
this will bring major changes in the “falling-off-the-cliff” peaks shown in Figure 2. 
It’s possible, but it doesn’t seem as if we should count on it. 

Smooth or jagged? 

So long as there are many producers, none dominant, economic theory and 
experience suggest that their ability to raise prices will be disciplined by the free 
market. That is, prices in a competitive market will reflect oil’s real scarcity relative 
to demand, suggesting that, absent any sudden and sharp changes in demand or 
supply, competitive oil prices should change in a reasonably smooth manner as oil 

                                                
10 That is, the 3 trillion barrels represent the 30% of the total that is assumed to be recoverable, so 
increasing the recovery yield to 40% increases recoverable oil by 1 trillion barrels to 4 trillion. 
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demand rises. (Note that smooth doesn’t necessarily imply slow; the accelerating 
need for more drilling is likely to prompt very rapid increase in prices at some 
point.) This in turn should lead to a progressive transition to alternatives. 

But even with regard to the smoothness, there are two important questions: 

• Will the market conditions be near enough to the ideal of perfect competition 
to allow this to happen? 

• Will the stimulus of price rises be early enough and strong enough to ensure a 
smooth transition to alternatives to oil? 

It seems, as we saw above, that the distribution of remaining oil resources will 
become yet more uneven as the century progresses. Many of today’s significant 
producing nations are likely to enter their production decline phases within a 
decade or two at most. Some new resources will open up in remote areas of the 
Arctic, Antarctic, deep ocean, and elsewhere, but these probably will not have a 
large overall impact. It takes the equivalent of another new Mexico, Nigeria, or 
UAE to move the peak of production by a year, and it’s unlikely that many new 
reservoirs on this scale will be found.  

It could well be that at some time within the next two or three decades well 
over half of the world’s remaining oil production capacity will come to lie in the 
hands of no more than three or four nations in single region: that around the Per-
sian Gulf.11 (In 1999, 28.5% of world oil production came from the Persian Gulf 
[2].) Competition in oil supply is already significantly limited by OPEC. This con-
centration of production in a few hands may very well lead to much less-than-
perfect competition. It would seem to offer the producers an opportunity for a re-
play of the scenario of the 1970s, but with greater market power. 

On the other hand, there is no prospect of perfect monopoly either. For con-
sumers, alternatives may be expensive and painful, but there would be no way for 
producers to gauge consumer willingness to accept these penalties in advance.  

The picture this suggests is one of a succession of price shocks, with price rises 
being followed in some cases by partial retreats. It will be in the interests of the 
suppliers to convey the impression that each rise is the one needed to attain “sta-
bility,” since the prospect of continuing rises will tend to give consumers added in-
centives to seek alternatives.12  

Will alternatives come forth promptly to fill the gaps? 

As is made clear in Appendix E (page 83), there are a good many alternatives 
to dependence on crude oil as a source of fuels. Some of these are economically 
competitive today, to a limited extent, and it is likely that more economic competi-
                                                
11 See [EIA 2000c], p. 58 et seq. and [EIA 2000a], p. 37 et seq. for analyses of some of the possibilities 
over the coming two decades.  
12 Indeed, we have already seen the OPEC nations criticizing consumers for their failure to rein in 
demand and citing this as a factor that compels them reluctantly to raise prices. 
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tors to crude oil will emerge over the next few decades, even if oil’s price does not 
rise greatly. But the extent of these alternatives truly is very limited. World con-
sumption of crude oil runs to more than 25 billion barrels each year today, while it 
appears that alternative liquid fuel sources and substitutes for liquid fuels total no 
more than a small fraction of this. It would take remarkably strong growth in de-
velopment of alternative sources in order for them to reach even 10% of the fuels 
market within the next three decades, especially given that the fuels market is itself 
expected to grow vigorously in that period.13

So let us suppose that in the year 2035 (simply to take a concrete example) it 
comes to be widely believed that crude oil production is likely to begin falling 
within five years. We’ll suppose that the gap between supply and demand is fore-
cast to grow to more than 30 gbbl/yr by 2050, taking account not only of falling 
crude oil production but also of continuing (albeit slowing) demand growth. 
Foreseeing a great opportunity, firms around the world embark on crash pro-
grams to bring on line alternatives capacity equivalent to 10 gbbl/yr in 5 years, an-
other 10 gbbl/yr in 10 years, and a further 10 gbbl/yr in 15 years. What’s the likely 
result? 

As can be seen from the discussion in Appendix E, the scope for sudden 
change-over to radical alternatives is limited. Most of any alternative to crude oil is 
going to have to involve the production of liquid hydrocarbon fuels from other 
sources—which might include tar sands, oil shales, coal, natural gas, and biomass. 
Here’s a brief summary of what is involved in each, drawn from Appendix E: 

• Tar sands. Where deposits are shallow and rich, tar sands are economical to 
mine in some cases already. Strip mining on the scale required for large-scale 
production with lower-grade ores raises significant environmental issues, how-
ever, and seems bound to make oil from tar sands quite costly 

• Oil shales. Although there are experiential plants, it doesn’t appear that there 
is any economically competitive production of oil from shales at this point. The 
issues are similar to those for tar sands, but processing tends to be more com-
plex. 

• Coal. Again, mining is the first step.14 Processing is complicated and coal gen-
erally is less economic as a liquid fuel source than tar sands or oil shales. Ex-
perimentation continues under government auspices. 

• Natural gas. Liquid hydrocarbons can be produced from natural gas feed-
stocks. There do not appear to be any commercial producers of liquid fuels 

                                                
13 Again, it must be kept in mind that alternative sources will have to compete with an oil-geared 
system whose technology is constantly being improved. 
14 Some investigations are being conducted of means of producing syngas or liquids from coal in 
situ, rather than mining the coal for conversion in an above-ground plant. The prospects are diffi-
cult to assess at this point. 
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from natural gas at this time, but the industry expectation is that this could 
prove economical for certain gas deposits. 

• Biomass. It seems unlikely that biomass could be economically competitive as a 
source of liquid fuels under present conditions.15 

Obviously, each of these alternatives involves investment in facilities to mine or 
produce the raw material as well as plant for processing—a rough estimate is 
about $200 billion per year for an extended period. Given that world economic 
output is likely to be something on the order of $50 trillion per year at that point, 
this seems ambitious, but certainly not out of reason. 

Naturally, the risks and uncertainties would be enormous. OPEC will no doubt 
continue to obscure real economic conditions regarding petroleum, thus increas-
ing investor uncertainties. Even if oil prices had already soared, investors would be 
bound to reflect on previous episodes of sharp price rises followed by price ero-
sion.  

It is important to recognize that the crude oil producers would hold consider-
able leverage for a long time, even well past the peak of crude production. They 
would have great scope to cut prices for a while in order to put high-cost alterna-
tive producers under pressure. This is sure to temper enthusiasm for investment in 
facilities for alternative production. Investor confidence in the accuracy of engi-
neering forecasts of costs will also play a role, as will expectations regarding public 
acceptance of environmental impacts. Finally, unforeseen technical or construc-
tion problems could have an impact. 

In the long run, there is little doubt that alternatives will be brought into pro-
duction sufficient to meet fuels demands. (Naturally, these demands will be lower 
if prices are higher.) But there seems to be every reason to anticipate a very turbu-
lent period near the peak of crude oil production, and for a decade or more 
thereafter. Much will depend on investor evaluations of risks, and their risk-reward 
calculus.16 It would not be surprising if supply fell well short at some points. In 
fact, it would be rather surprising if it did not. 

A scenario 

To sum up so far, we can reasonably envision a possible course of events some-
what along the following lines: 

• An increasing concentration of crude oil production capacity in the hands of a 
few nations—around the Persian Gulf especially, with Iraq and Iran very 
prominent. The Persian Gulf might come to hold more than 50% of the 

                                                
15 There is subsidized fuels production from biomass. 
16 I don’t mean to restrict this discussion to private investors; governments also could choose to in-
vest in alternatives, or not to. 
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world’s remaining accessible oil by 2020 or so, and the proportion could in-
crease further. 

• A sharp narrowing of the gap between potential production and consumption. 
Eventually, the gap will close altogether and it will no longer be feasible to 
maintain production rates. The production peak might come as early as the 
2020s or as late as the 2060s, depending on how much oil there actually is and 
how fast production grows. 

• An increase in prices as the slack in supply is taken up. This could be gradual 
and smooth, but a series of sharp price shocks seems much more likely. 

• Massive investment in facilities to produce alternative sources of fuels as the 
peak of crude oil production is approached and passed. As these facilities 
come on line they will cushion the impact of crude oil’s decline by providing 
sources of fuel. But the fuel they produce will be costly and it is unlikely that 
new production capacity will match demand smoothly. 

• Continued strong influence in the market by the crude oil producers for dec-
ades following the peak in crude production. While their share of fuels pro-
duction will decline, they will have a large production-cost advantage that will 
give them market power. 

None of this is certain, of course. But it seems very possible. 

Strategic issues 

Shifts and concentrations of power spell strategic trouble. It is unrealistic to 
expect that “the free market” can or will deal with all of the problems of the end-
ing of the age of oil on its own. The concentration of wealth and potential power 
represented by oil is so great that some will no doubt be tempted to intervene. 
Even if the United States were entirely content to allow a market dominated by a 
few concentrated producers to determine the course of events, it might well be 
necessary to intervene in order to protect those producers from those whose 
commitment to market principles is less absolute. 

Obvious risks include: 

• Intra-regional aggression. We have seen Saddam Hussein attempt to increase 
Iraq’s power and wealth through aggression against neighbors Iran and Ku-
wait. While he is unlikely to survive to see the last act of the oil drama, we have 
no reason for confidence that his successors (in Iraq and elsewhere in the re-
gion) will all be far-sighted or principled.17 

• Inter-regional aggression. As the experience of World War II demonstrates, 
some states may be prepared to contemplate aggression in quite distant places 
to secure critical raw materials. 

                                                
17 Saddam Hussein was born in 1937. 
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• Hybrid aggression. A particularly disturbing possibility is that of one or more 
states from outside the Persian Gulf leaguing with one or more states in the re-
gion to seize control of it. 

Aggressive actions would not necessarily require a major military effort, par-
ticularly if mounted by a state within the region. Suppose, for instance, that a local 
nation gained sufficient naval advantage over its neighbors to permit it to control 
the relatively narrow Strait of Hormuz. For Iran, in particular, this would require 
little effort. Without U.S. presence to ensure free passage of the Strait, small forces 
could effectively “blockade” any or all oil shipments to virtually any destination. 
Conversely, they could cut off the bulk of oil revenues to any state in the region.18

At present, our strategic position with respect to the Persian Gulf is compli-
cated by the historic sense of grievance toward the West felt by the populations of 
the region. (Even when they can agree on little else, they all feel considerable es-
trangement from the West.) There is little firm basis for predicting the course of 
these sentiments over the coming decades, other than to observe that generally, 
revulsions of feelings like these have come only in response to dramatic watershed 
events. While the climate of opinion might improve, it seems imprudent to count 
on it doing so. 

The other major complicating factor is distance, of course: more than 6,000 
nmi from the nearest major centers of the U.S. by the most direct air route. Fur-
ther compounding this is our lack of bases in the region. The U.K. shares facilities 
with us on their (quite small) island of Diego Garcia, 2,500 nmi to the south of the 
Persian Gulf. Beyond that, we depend on the willingness of states in the Gulf itself 
to allow us access.  

Garrisons of foreign troops are always an irritant no matter how close the rela-
tions between garrisoned and garrisoning nations. Given the attitudes of local 
populations, states in the Gulf can entertain U.S. troop presence only at great risk 
to their legitimacy in the eyes of their own people. If Iraq did not pose so immedi-
ate and demonstrable a threat to its neighbors, it is difficult to see how any of 
them could tolerate even the current modest U.S. garrisons (consisting largely of 
headquarters units, light air forces, and very light ground combat elements with 
prepositioned matériel for larger forces). 

We maintain substantial naval forces in the region, rotating them from the 
United States on six-month deployments. This is costly, since as much as half of a 
deployment period may be occupied in transit from the U.S. and back, and ships 
generally are unable to deploy more often than once in eighteen months. These 
rotationally deployed naval forces provide crucial advantages of freedom of action, 
security, and control of the sea approaches to the Persian Gulf. But there seems 
little prospect that we could strengthen them to the point that they would be able 

                                                
18 Some oil is shipped by pipeline, but the geography of the region tends to limit this. 
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to deal with major aggression in the region on their own, at least absent some ma-
jor change in the structure or technology of these forces.  

Naturally, it is much to be hoped that the peace and stability of this vital region 
can be preserved and our strategic and economic interests maintained without the 
need for force. But of course the likelihood that we will need to exercise force is 
inversely related to our ability to do so. The question of how best to improve our 
capabilities to exert force in the Persian Gulf seems sure to be one of the principal 
challenges for U.S. defense planning for decades to come. 

Policy choices 

A final appendix examines strategic issues and related policy matters in some-
what greater depth—see Appendix F at page 111. Here’s a brief summary of what I 
suggest: 

• Improve U.S. ability to exert military influence and power in the Persian Gulf 
region over the long term by making it easier to move forces to it and operate 
them there as may be necessary. There are a variety of technical improvements 
that should be pursued, and we should also investigate the potential for acquir-
ing basing rights in helpful places. 

• Continue to pursue diplomatic efforts to move the oil-producing states more 
strongly in line with the international order. 

• Strengthen the operation of oil markets by regulation and taxation carefully 
designed to ensure that costs are borne directly by those who receive the bene-
fits, and that cost and choice are aligned.  

• Where it is necessary to impose societal needs regarding oil—as it almost cer-
tainly will be with respect to global climate change, for instance—do so insofar 
as possible through market incentives. 

• Endeavor to compensate for the distortions in market information that are 
brought by the actions of OPEC and individual governments by strengthening 
the collection, analysis, and dissemination of objective information about sup-
ply, production, and cost. 

• Initiate an ongoing program of research under government sponsorship aimed 
at quantitative understanding of how the oil market and production-
consumption system is likely to respond to potential natural, economic, and 
political disturbances. 

• Study when and how strategic petroleum reserves should be expanded to pro-
vide cushioning against the large oil supply and price shocks that are likely to 
accompany the peak of oil production. 

• Strengthen and focus government sponsorship of fundamental research into 
the principles and phenomena which underlie potential alternatives to and 
substitutes for oil. But be cautious in sponsoring research into specific tech-
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nologies (except as needed for military or other governmental purposes); this 
will normally be better left to private enterprise. 

• Do not waver in sponsorship of research into climate change and other envi-
ronmental aspects of oil production and consumption. 
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Appendix A 
Oil economics 

 

Oil is unique, both in its place in our society and in its technical problems and 
qualities. A full account of the economics of oil must take account of all of the as-
pects of its uniqueness. There are at least four current extended treatments of oil 
economics, but none even claim comprehensiveness.19 Nevertheless, there are im-
portant insights to be gained also from viewing oil in the perspective of commodi-
ties in general. 

Oil as a commodity 
Figure 3: Demand in very short run This section will draw on some widely-

familiar basic ideas of economics to explore 
the general case of commodities and the spe-
cific case of oil economics. 

In Figure 3 the horizontal axis represents 
quantity and the vertical axis, price. The 
curve labeled DD(vsr) is supposed to depict 
the quantity that will be demanded by con-
sumers for any given level of price, given a 
particular set of circumstances which does 
not otherwise change. (The axes are labeled 
to represent oil, but curves of this sort can be 
drawn for virtually all kinds of goods.)  

The “vsr” in the label of the demand 
curve in the figure stands for “very short run”. If we take this to mean one or two 
months—too short a time for users to make major changes in their technology or 
to scale back their fuel-using operations without major disruption—then we would 
expect that even a major change in price would result in only a fairly slight reduc-
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19 I have in mind [Adelman 1993], [Adelman 1995], [Heal & Chichilnisky 1991], and [Tippee 
1993]. The last is (as its subtitle states) quite “nontechnical”. The two Adelman books are essential 
for any serious student of oil economics. [Adelman 1995] is framed as an analytical economic his-
tory of oil in the age of OPEC but concisely presents most of the analytical apparatus which is de-
veloped in [Adelman 1993]. [Adelman 1997a] is a very brief overview that provides a clear sum-
mary of major points. [Adelman 1972] is an outstanding earlier treatment now superseded by the 
author’s later works. [Heal & Chichilnisky 1991] is useful in that it endeavors to set the economics 
of oil in a broader context of international economics. It is marred, however, by approaching oil 
economics via a model—critiqued in the section below on “Hotelling and the theory of exhaustible 
resources”—that I argue does not fit the case of oil well enough to be very informative. As this list-
ing suggests, I regard Prof. Morris Adelman as very much the most authoritative figure in the field. 



tion in oil usage, all else being equal. That’s 
how the demand curve is drawn—nearly ver-
tical. An economist would say demand is very 
inelastic to price.20

Figure 4: Moderate short run demand

In Figure 4 I add a second demand curve, 
representing the moderately short run (say, a 
year or so in the case of oil)—again, all else 
remaining constant. In this somewhat longer 
period, users have more options, so the slope 
of DD(msr) isn’t quite so steep as that of 
DD(vsr). But the moderately short run de-
mand for oil remains pretty inelastic. This is 
typical of commodity classes in general, for in 
most cases they represent basic goods that 
users have structured their lives and busi-

nesses around.21
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Returning strictly to the very short run,  Figure 5 adds a supply curve, SS(vsr), 
to the demand curve. In the very short run, the supply of oil is almost entirely what 

is in dealer hands or well on its way to deal-
ers; in most cases oil takes several months to 
make its way from well to final user. Since oil 
is storable and most dealers will have some 
storage capacity, a large fall in price will re-
sult in great fall in supply as dealers store oil 
rather than sell it below their cost. And even 
if price rises a great deal, there are physical 
limits to how much dealers can supply in the 
very short run. Thus the very short run supply 
also is quite inelastic to increasing price, as-
suming nothing else changes.22 This, too, is 
typical of very short run supply of commodi-
ties as a whole (and many other kinds of 
goods as well).  

Figure 5: Demand and supply in the 
very short run  
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20 At any point on a demand curve, its price elasticity of demand is percentage change in quantity of 
demand divided by percentage change in price level, in the limit as price change becomes very 
small. In symbols, (∂q/Q)/(∂p/P), or (∂q/∂p)(P/Q). When speaking of “small” elasticity, people 
usually mean absolute value—elasticity near zero, whether positive or negative in sign. Price elastic-
ity of demand is negative for normal goods under most conditions, of course. 
21 Individual commodities within a broader class may have much more elasticity. That is, consumers 
who face a shortage of beef may buy more chicken or lamb rather than pay high prices, just as oil 
users may switch from Brent to Arab Light. 
22 Price elasticity of supply is defined in just the same way as price elasticity of demand. It’s normally 
positive, of course. 
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Because both supply and demand curves 
are so steeply sloped in the very short run, it 
is obvious that even a slight shift in demand 
or supply will cause price movements. Com-
modities futures markets provide both buyers 
and sellers with means to stabilize the prices 
they have to pay or those they realize in the 
face of the continual nervous jiggling of 
prices that results from inelasticity.23  

Figure 6: The moderate short run

Demand, in particular, can occasionally 
react sharply in the very short run to changes 
in expectations. A sudden wave of concern 
about future supplies can evoke a “race to the 
exits” as users all seek to top up their fuel 
tanks, lest they run out of gasoline or heating 

oil. It’s possible in such circumstances for demand to swamp all available supply in 
the very short run. Futures markets cannot help because they are structured only 
to hedge prices (and only for those who have bought or sold hedging contracts) 
and do not provide any added physical supply. In such circumstances, suppliers 
may run out, leading to heightened user anxieties. Forceful government action 

may be necessary to avert panic.  
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Figure 7: Constrained supply 

Quantity (gbbl/yr)

Pr
ic

e 
($

/b
bl

)

DD(msr)
SS'(msr)
EQ'(msr)
SS(msr)

In the moderately short run (say a year or 
so), matters look a bit different, as shown in 
Figure 6. User demand, represented by 
DD(msr), is more elastic (i.e., has a larger ab-
solute value). And producer supply, SS(msr), 
is quite different. It’s more elastic to increases 
in price due to increased demand, for one 
thing, because there is more time and oppor-
tunity for adjustment. Moreover, it extends to 
much lower price levels because it reflects the 
actual marginal cost of production rather 
than the prices paid by distributors.  

Close examination will show another dif-
ference between Figure 5 and  Figure 6—the 

                                                
23 Those who speculate in these markets are buffering hedging buyers and sellers against price 
movements, for which they receive the chance of a speculative profit. In essence, the speculator is 
arbitraging the inelastic short run demand and supply against the elastic long run. Commodities 
speculation can be profitable, but a great many speculators go to the wall because they haven’t 
enough capital relative to their trading volume in order to weather shocks, or even normal fluctua-
tions. Whether futures markets operate to stabilize prices generally is not altogether certain—see 
[Radetzki 1990], page 87 et seq. 
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equilibrium price is higher in Figure 5.24 If this situation were to obtain in reality 
then we would expect that the very short run supply curve would loosen (move 
down and to the right) as distributors bought additional oil at lower prices, and 
that this would lead to a lowering in the equilibrium price in the very short run.  

In Figure 7, however, we see a case in which the moderately short run supply 
tightens (moves left) by 10%, with all else remaining constant, moving from 
SS(msr) to SS'(msr). Now the equilibrium in the moderately short run, EQ'(msr), 
moves up to the price level of that in the very short run, EQ(vsr) in . In effect, this 
is more or less what is actually going on today: OPEC (with the cooperation of 
some major non-OPEC producing nations) is restricting supply in order to com-
mand higher prices. That is, in a sense the producer cartel is artificially forcing the 
moderate short-run supply from SS(msr) of  to SS'(msr).25  

As I say, in Figure 7, the constrained supply curve, SS'(msr), is simply translated 
by 10% to the left of the unconstrained supply, SS(msr). Yet EQ'(msr) in Figure 7 
corresponds to a quantity of supply that is not even 3% less than that correspond-
ing to EQ(msr) in Figure 6! This inelasticity of the quantity of demand to in-
creases in price—which is to say the relative steepness of DD(msr)—reflects a will-
ingness of consumers to pay significantly higher prices if necessary to avoid even 
10% cuts in their fuel usage. With the curves as shown, the 10% reduction in sup-
ply from SS(msr) to SS'(msr) results in an increase of more than 40% in equilib-
rium price. 

This series of diagrams helps to illustrate some important facts of the market 
for oil, and does much to illuminate the reasons for oil price behavior. But of 
course they represent a considerable simplification and abstraction from reality. 

As I emphasized repeatedly in the discussion, this analysis makes sense only if 
the changes in price and quantity occur in a vacuum, unaccompanied by any other 
changes. But in reality, changes of more than a fraction of a percent in the prices 
and quantities of a good as important and widely consumed as oil can never occur 
in a vacuum. Significant changes will always be stimulated by, accompanied by, 
and stimulate other changes, and these also will affect the responses of buyers and 
sellers. So in reality there is a universe of different demand and supply curves, and 
which one gets followed in any given instance will depend on everything else that 
is going on at the time—both the objective circumstances and the beliefs people 
entertain about them. 

Moreover, the analysis implicitly assumes perfectly competitive markets in 
which the equilibrium reflects the free interaction of a great many independent 
sellers with a great many independent buyers, all of whom have full information 

                                                
24 While the scales are unlabeled, they are identical. 
25 Producer cartels can operate by setting either price or supply. In the case of oil, however, the 
structure of the market today—with oil traded on commodity exchanges—does not lend itself well 
to arbitrary pricing. So restriction of output is employed to the same end. 
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about market conditions. This is probably not a bad approximation to the condi-
tions obtaining in day-to-day buying and selling of oil spot contracts on the NY-
MEX or the London International Petroleum Exchange in ordinary circum-
stances. But of course it does not apply to the case of collusive action by producers 
discussed in connection with Figure 7. In general, in fact, the concentration of 
supply in the oil market is great enough to call into question the assumption of 
perfect competition when discussing significant changes. 

Despite these shortcomings, this simplified analysis is quite useful and illumi-
nating. While price and quantity are not the only relevant factors, their action is 
very powerful. There are many different demand and supply curves, but most of 
them lie close to one another. And while departures from free competition may 
cause prices quantities to settle at some point distant from the intersection of un-
derlying supply and demand, supply and demand remain powerful forces that 

need to be accounted for. 
Figure 8: Typical production decline curves

Supply curves for oil 

The demand curves in the 
figures don’t need much expla-
nation, but it may seem less ob-
vious how the supply curves op-
erate and why they are shaped 
this way. This is particularly so 
for the moderate short run 
curves, SS(msr) and SS'(msr), of 
Figure 6 and Figure 7. Here I 
will review some general consid-
erations regarding supply and 
some data about petroleum sup-
ply in an effort both to make 
these curves seem more plausi-
ble and to lay groundwork for 
consideration of what may lie 
ahead for supply. 

A dip in the oil pool26

The logical place to begin is 
with the individual petroleum pool or reservoir—the basic unit of petroleum pro-
duction. The natural history of production at a pool level is described briefly in 
Appendix C at page 64. As explained there, production will normally fall off at a 
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26 The analytical apparatus and specific data of this section follow closely on the lines laid down in 
[Adelman 1972] and [Adelman 1995]. 

 27



roughly constant rate following an initial “flat” period (which usually is brief but in 
some cases may extend for many years)—much as shown in Figure 8. 

The following equations form a convenient and reasonably accurate paramet-
ric representation of the typical production history of a reservoir: 

tqq 0= , for Dt ≤≤0 (i.e., the “flat” period) (1a) 

ateqq −= 0 , for TtD ≤< (the period of exponential decline) (1b) 

where q0 is the initial rate of production, D is the duration of constant-rate pro-
duction, T is the total duration of production, and a is the effective (exponential) 
rate of decline subsequent to constant-rate production.27

These are the equations that, with different choices for the variables, generate 
the typical production decline curves shown in Figure 8. All four variables are con-
strained to some extent by natural conditions affecting the reservoir, and it’s not 
likely that all of the choices represented in the figure would be options for any 
particular reservoir. But in general, the producer has freedom to vary each over a 
considerable range, at costs determined by natural, economic, and technological 
factors.  

Each of the curves in Figure 8 would result in ultimate recovery of 10 million 
barrels (if carried to infinite time: T = ∞). This is a relatively modest sized reser-
voir. But the curves would have the same shape for a reservoir of any size—only 
the scale would change. 

The volume of oil that can ultimately be produced from a given reservoir is its 
initial reserve, R0. For instance, in Figure 8 we’re assuming R0 = 10mbbl. For a typi-
cal production profile, we can write 

( ) ⎟
⎠
⎞⎜

⎝
⎛ += ∫ −− dteDqR

T

D

Dta
00  (2) 

A major fraction of expenditure for production normally takes place before 
significant production begins, thus taking the form of capital investment.28 But the 
economic returns from a reservoir come over a period of years, as the oil it pro-
duces is sold. Suppose that a producer estimates that it will cost $1 million to com-
plete a well that will produce at an initial rate of 1,000 bbl/day. Is this a sensible 
investment? How would he know? 

                                                
27 In mathematical terms this means that production rate, after the flat period, is represented by a 
negative exponential function: q = q0 e

 –at. The constant e, which is the base of the natural logarithms, is 
the limit as n tends to infinity of the quantity (1 + 1/n)n and has a value of approximately e ≈ 
2.71828…. The rate of decline, a, is related to the annual decrease, r, by r = e a – 1, or a = ln(1 + r), 
“ln” being the symbol for the natural logarithm function. For small values of a (say, a ≤ 5%) we can 
approximate r very closely as r ≈ a. 
28 A rough rule of thumb used for preliminary estimates in the industry is that normal annual oper-
ating costs will be 5% of the up-front investment. To this must be added any special investments for 
secondary or tertiary recovery. See [Adelman 1995], page 35. 
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There is a way to compare costs and returns at different times, known as a net 
present value calculation.29 Suppose that the producer estimates the expenditures 
necessary in each future period to complete the well and keep it in operation, and 
the production in each period and the price he will receive. Let’s take the periods 
to be successive and of equal length Δt, and number them from 1 to n. Also, let tj 
be the time for the j th period, kj the expenditure, qj the production, and pj the 
price. We can write formal equations in a parameter d, which we call the discount 
rate: 
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= +
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These equations serve as definitions of net present return (NPR), net present cost 
(NPC), and net present value (NPV). If we set NPV = 0, we obtain a polynomial 
equation in d. If the subscripted variables obey suitable functional forms, it may be 
solved analytically for d; if not, it is straightforward to determine d by numerical 
means (such as Newton’s method) for any given data. The producer considers the 
value of d that makes NPV = 0 and decides whether it is sufficient to compensate 
him for investing his money in this rather than alternative opportunities, having 
due regard for the risks and uncertainties that are involved. The d that is just suffi-
cient is called the producer’s hurdle rate—it’s the “hurdle” that prospective invest-
ments must “get past” before the producer commits to them. 

In practice, the producer employs relationships like (3c) to investigate how to 
make NPV as large as possible by changing investment within the limits set by na-
ture (and governments).  Looking again at Figure 8 we can see that high rates of 
pool drawdown, r, are helpful because they bring the returns closer to the present 
and so allow a higher d without driving NPV negative, other things equal. But this 
implies a high rate of initial production, q0, which may involve added early expen-
diture, thus raising NPC. Manipulation of variables in equation (3c) allows the 
producer to find the best balance. 

The variables q and p are pretty clearly defined, but a producer has many costs 
that must be considered yet are not directly linked to particular development pro-
jects. It is important that k reflect fully-allocated costs, so that the sum of all the k 
values for all the firm’s efforts represents its full costs. In particular, it is necessary 
to allocate exploration costs. These have to cover not only the costs of finding the 

                                                
29 See [Nicholson 1985], Chapter 17—or virtually any other text dealing with microeconomics, 
business economics, or managerial accounting. 
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particular reservoir under consideration but the costs incurred in failing to find 
other reservoirs in other places. Sometimes producers simply buy rights to exploit 
reservoirs already discovered and proven, thus simplifying the accounting.  

Investing in oil development involves uncertainties and risks that are larger 
than those in many other businesses. Uncertainties surround reservoir geology, fu-
ture price of oil, and actions of governments. A hurdle rate of 20%/year is typical, 
and higher hurdles may well be set up for particularly risky tracks.30  

Cost drivers for producers 

If we restrict our attention to the conditions under which producers operate 
today, we can make some generalizations about the factors that affect the econom-
ics of production at the reservoir level. The costs of production can be broken 
down into drilling services, basic production-site equipment (lease equipment)31, 
added investment for secondary recovery, and recurring operating costs.  

• There is a base cost for both drilling services and lease equipment for any oil 
well, regardless of depth. Additionally, greater depth leads to increased costs 
for drill-rig time, tubular goods, pump rods, etc. Costs increase more than 
linearly with depth. For onshore wells in the U.S., total drilling and equipment 
costs of $500,000 are roughly typical [3]. 

• Offshore wells are naturally much more expensive. $5 million is not unusual 
for a U.S. offshore well [4]. 

• Wells are also more expensive to complete in areas which lack the dense infra-
structure of the U.S.  As a broad generalization, wells drilled outside the U.S. 
cost about twice as much [5]. 

• Wells differ enormously in initial production rates (q0)—from less than 500 
bbl/day in the smallest pools to more than 50,000 bbl/day in large freely-
flowing reservoirs.32 This has some effect on well cost. But because production 
rates tend to vary with area (being small in the U.S., for instance, and largest in 
the Persian Gulf), it’s hard to get good data on the effect of production rate in 
isolation. One educated guess is that investment might vary like the square root 
of production rate [6]. If this is so, then a well that produces 50,000 bbl/day 
will cost 10 times as much as the 500 bbl/day well, while producing 100 times 
as much. 

• In some reservoirs, the drive is sufficient to raise the oil to the surface, result-
ing in a flowing well, while in others the oil must be pumped up, with greater or 

                                                
30 As a rough rule of thumb, if the expected price averages p, the initial production rate is q0, and 
the required initial investment is K then the project will pay so long as K ≤ 1000 q0

 p. [Adelman 
1995], page 238. 
31 The standard term in the industry is lease equipment, meaning not that it is leased but that it is de-
ployed at the site leased for production. 
32 In the U.S., average production per in-place well is less than 15 bbl/day.  
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lesser assistance from natural drive. If secondary or tertiary recovery is em-
ployed, it will be necessary to pump water or gas down into the reservoir. Evi-
dently, this affects the operating costs, since pumping requires energy. Natu-
rally, this means that well operating costs are sensitive to energy costs. In cer-
tain locations, where there is no market for natural gas, gas extracted from the 
oil at the well site may provide “free” energy for well operations. But of course 
this means that there can be no sale of gas to improve return. 

• The oil must be transported to the end user, via the refinery. Since crude oil is 
bulky and heavy relative to its value, transportation costs are a significant fac-
tor, even though marine and pipeline transport are highly efficient. Thus wells 
close to the site of demand have a cost advantage over those in remote areas.  

• The costs of refining can vary significantly from one grade of crude to another. 
The hydrocarbon content, hydrogen content of the hydrocarbons, viscosity, 
and amounts of corrosive agents or catalyst poisons such as sulfur or heavy 
metals all have a significant effect on refining cost.  

The net effect of these and other factors is to create a very wide dispersion in 
production costs, even if we restrict attention solely to “conventional” crude oil 
and neglect tar sands, shales, etc., and leaving aside any consideration of rents that 
may be demanded by the owners of the property rights to the oil. At any time, the 
most costly oil in production may cost tens of times as much to lift as the least ex-
pensive. 

Generally, the least expensive place to produce oil is the Persian Gulf region. 
Although this region does have certain drawbacks, its very large and freely-flowing 
reservoirs make for very great economies, particularly on the western (Arabian) 
side of the gulf. The U.S. is for the most part a relatively high cost place to pro-
duce, mostly because its remaining oil is found in small pools. In a very few cases, 
oil is known or strongly thought to exist in areas so difficult and remote as to make 
production uneconomical at present prices.  

At what price will a producer sell? 

Consider the choices of the proprietor of an oil-producing firm that operates a 
single reservoir. Let’s imagine that her costs are such that she can produce an-
other barrel of oil at an added cost of $9.99, and that she finds that the market will 
currently pay $10 for a barrel of oil. Since the barrel she doesn’t produce today 
will be available to produce tomorrow, she may perhaps choose to withhold her 
barrel from the market if she feels confident of a rise in prices. But if she expects 
the $10/bbl price to hold then it is rational for our producer to sell at this price. 
After all, the $0.01 that remains after expenses is money she wouldn’t otherwise 
have. 

This is not to say that the $0.01 is profit. It may be that what our producer is 
getting for her oil in total is not sufficient to pay her overhead and return on capi-
tal in addition to current operating cost. But it is $0.01 less in losses, at very least.  
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By the same logic, it would not make sense for our producer to produce an-
other barrel if she could get no more than $9.98 for it, since that would entail 
$0.01 less profit or more loss. In practice, again, expectations may modify this be-
havior somewhat, of course. But on the whole it is reasonable to say that producers 
are motivated to sell so long as the price is sufficient to cover the immediate costs 
of production. 

If the total that our producer is getting for all of her barrels of oil is not suffi-
cient to pay her overhead and cost of capital then she erred in her original esti-
mates of price—those on which she based her investment decisions. If the situa-
tion continues, she will sooner or later be forced out of business. But in the mean-
time she is better off selling at any price over her operating cost than not. 

If the producer is one among a great many, all acting independently, then 
there is virtually nothing she can do to affect the price she is offered for oil. It will 
be set by the equilibrating process illustrated in Figure 6; she is a price taker, for she 
must take the price as set by the market or else sit on the sidelines and withhold 
her oil from the market.  

Of course we already know very well that some pro-
ducers, tiring of price taking, have leagued under the 
banner of OPEC to refuse to take a price that is “too low” 

(even though far, far in excess of their production costs, 
even on a fully-allocated basis). In so doing, they force the 
price for all oil upwards. But even though we know that 
the oil market is by no means perfectly competitive, the 
study of a hypothetical competitive market for oil remains 
important because it tells us much about how the real 
market functions, and sets limits that the real market can-
not transcend. 

Figure 9: Notional pro-
ducer supply curve 
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We can imagine that our oil producer finds that her operating costs per unit 
behave something like what we show in Figure 9. As she starts up from zero pro-
duction, each unit produced is cheaper than the one before it for a while. Then 
the incremental cost levels out when her production system is operating at the rate 
for which it was designed. At high rates, costs increase with increasing rapidity un-
til, finally, a limit is reached which she cannot exceed with installed equipment. 

The curve of Figure 9 is our producer’s supply curve. It shows the cost she will 
incur and thus the price she would be willing to take for each added barrel per day 
of production. We can imagine that there are a great many producers each of 
whom would have a supply curve that looked similar in shape. But the vertical po-
sition as well as the degree of horizontal stretching or contraction will vary a great 
deal from producer to producer. From these curves we may find the incremental 
cost of the j th barrel per day of production from the k th producer—let’s call it ck,j. 
We’ll sort these numbers in the following special way: the first number in the se-
ries is the smallest ck,1, and if ck,j < ck',j' then ck,j goes ahead ck',j' of in our list unless 
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there is some j" < j such that putting ck,j ahead of ck',j' would also move ck,j ahead of 
ck,j". (This condition is necessary so that our producer is not required to produce 
her second barrel before her first!) If we now renumber the sorted series in order, 
starting with c1 and running out to cN (where N for today will be of the order of 
100 million, recognizing that more than 70 million barrels are produced world-
wide each day, and that there is capacity to produce more) and plot it, we get a 
graph that will be somewhat lumpy, due to the higher costs for each producer at 
very low rates of production, but that on the whole will look a great deal like the 
curve SS in Figure 6. That is to say, the supply curve for the market as a whole is a 
certain kind of “horizontal sum” of the supply curves for each producer in it.33

Let’s consider two oil producers. A is a low-cost producer. Even at his maxi-
mum rate of production, at the extreme upper right end of his supply curve, A’s 
cost of production is far below current market price. B, on the other hand, is a 
moderately high-cost producer. At maximum rates of production, her most costly 
unit of output costs her only modestly less than she can get for it. Imagine now 
that both A and B are considering whether to expand production. For A it would 
seem that the answer is easy: if he can produce more oil at costs approaching his 
current levels, he is essentially guaranteed of a very attractive profit. Even if oil 
prices were to drop significantly for some reason, he would be well protected. But 
for B, it is not so clear. While there is a reasonable certainty perhaps that oil from 
the expanded facilities can be sold for enough to cover day-to-day operating costs, 
any unexpected leftward shift in demand or a surge in production by low-cost 
producers such as A might leave her unable to get enough to pay for her capital 
and overhead. Thus A should invest to expand without hesitation while B should 
check her calculations and assumptions very carefully. 

OPEC and supply 

But in practice the lowest-cost producers are those of OPEC, who have commit-
ted to a policy of restricting output in order to raise prices. They calculate that this 
will gain them more than will expanding their output to take market share from 
higher-cost producers. Whether this theory is correct is debatable, but they hew to 
it regardless [7]. 

At present there is plenty of oil available for development at all levels of pro-
duction cost. So if the OPEC nations that own the least costly reservoirs will not 
develop and produce their resources, there are many owners of somewhat more 
costly oil who are willing to step in. Eventually, the entry of new producers at-
tracted by high prices will stretch the supply curve to the right despite OPEC’s ef-
forts and lead to a fall in prices. But prices far above the economic equilibrium of 

                                                
33 One thing to note about this kind of supply curve is that it implies not one “marginal producer” 
but many. That is, while most producers will be producing at maximum output rate, there are 
likely to be a number of high-cost producers who can not reach maximum output at existing price 
levels. 
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the sort represented by Figure 6 may in fact be able to persist for much longer 
than conventional economic theory of the simpler sort might suggest [8].  

In the U.S., cartels have long been in ill-odor, and “combinations in restraint of 
trade” have been a federal crime for more than a century. To a nation whose 
economy depends heavily on the production and sale of commodities whose 
prices are subject to wide swings, however, a cartel may seem quite a noble en-
deavor. Indeed, there is an entire United Nations agency, the UN Conference on 
Trade and Development (UNCTAD) which has devoted much of its energies over 
many years to promotion of agreements to stabilize commodity prices and the 
producer nations’ terms of trade.34

OPEC has avoided calling itself a cartel, but it is no secret that it seeks to stabi-
lize oil prices at levels exceeding those that would result from competitive market 
equilibrium. That is to say that it is a cartel at least in aspiration. It is not a notably 
effective cartel.35 It has kept prices above their natural equilibrium, but this has 
been as much by bad management and waste as anything else and the benefits to 
the OPEC members are open to question, particularly in the case of Saudi Arabia, 
the leader of the cartel. 

Certainly it does not seem that oil prices have been particularly stable in the 
age of OPEC. As a general principle, of course, it is not easy to stabilize systems at 
points far off equilibrium. In order to do so one has to have control forces that are 
strong enough to offset the disturbing forces, of course. But it is also essential that 
these control forces be precise in application and that their application not stimu-
late upsetting forces. The controls at OPEC’s command are marginally adequate at 
best, simply because they hold only about a third of the market. And the existence 
of other suppliers as well as consumers and speculators who have incentives to try 
to “game” OPEC makes precise and predictable application of what controls they 
do have all but impossible in principle. When all this is taken into account, it is 
likely that OPEC efforts at stabilization do more to destabilize than to stabilize the 
market. 

The potential for instability is clear from Figure 5 and Figure 7, depicting the 
market in the very short run (a month or two) and moderately short run (a year or 
so) respectively. In the moderately short run, any sort of lurch leftward or right-
ward of either the supply or demand curves will cause a sharp change in equilib-
rium price. The sensitivity of the price equilibrium is greater in the upward direc-
tion, because both demand and supply become less elastic as price increases. The 

                                                
34 A nation’s terms of trade is the ratio between the level of the prices of the goods it has to sell to 
those it must buy. Obviously, deterioration in terms of trade brings relative impoverishment. Gen-
erally, the price levels of non-petroleum commodities have been falling relative to manufactured 
goods for the past three decades or so, adding to the distress of many poor nations. See [Le Clair 
2000]. 
35 See [De Santis 2000] for a recent summary of the econometric evidence and references to rele-
vant prior work, as well as interesting simulation results. 
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supply and demand curves can shift sharply for any number of reasons—weather, 
natural disasters, wars, recessions, or ill-considered supplier decisions, to name 
only a few.  

Knowing that their demand for fuel is inelastic—meaning simply that they 
need it very badly—consumers are tempted to stock up in response to news or ru-
mor of supply disruptions. Even if this amounts to no more than being sure to fill 
the gas tank before it gets down to half full, it brings a marked shift of the very ine-
lastic very short run demand curve. And because supply also is very inelastic in the 
very short run, this results in a substantial jump in the equilibrium price.  

The firms that supply very short run needs for fuel are not organized into a 
cartel, and in the U.S. are prohibited from even consulting one another about 
price. But all know quite well that very short run supply and demand are both no-
tably inelastic. When demand is at the very point of swamping available supply, 
even the actions of a single firm in a competitive market in how it responds to de-
mand may make a substantial difference in price. In such circumstances, supplies 
can find reasons not to offer as much oil as they might, thus sending the price still 
higher. And since all suppliers (or at least all who have more than a miniscule 
market share) face similar incentives, the supplier contemplating an action which 
will result in supply restriction may feel confident that his competitors are consid-
ering similar actions even in the absence of any overt collusion. In technical terms, 
the suppliers are exerting market power—slipping away from the burden of price 
taking that is forced on them in a purely competitive market and undertaking 
positive action to raise the prices they can obtain for their goods.36 In such circum-
stances, it is possible for prices to jump by hundreds of percent almost instantane-
ously. The nature of the supply and demand relationships makes prices much 
slower to fall. 

While the market is much less sensitive in the moderately short run depicted in 
Figure 7, this does not necessarily imply that the greater stability of the moderately 
short run can be counted up to correct excesses of the very short run. A sharp 
runup in prices in the very short run could readily create temptations for the firms 
and nations that produce oil, as well as for others who might wish to speculate in 
oil. Depending on how the various market participants act and how their actions 
impinge one on another, it could take considerable time for a shock in the very 
short run to work itself out and for prices to fall back toward a more economically 
justifiable level. The history of oil prices in the 1970s and early 1980s provides sev-
eral object lessons [9]. 

                                                
36 This is not simply a theoretical construct. In the California electric power crisis of recent years, 
econometric studies have produced rather dramatic evidence of market power exercised by gener-
ating firms. See [Borenstein 2001] and [Puller 2001]. The oil market is inherently less susceptible 
to market power exercise (due largely to the storability of oil products and the existence of stocks) 
than is that for electric power, but very stressful circumstances would provide opportunities that 
some would no doubt seize, just as in this case. 
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Although the oil market has elements of instability, there also are stabilizing 
influences. While oil prices do fluctuate a good deal, as seen in Figure 1, they 
don’t ordinarily show huge spikes in price, and there is a tendency for prices to 
move back toward normal competitive (which is to say low) levels after 
disturbances which do occur. In part this is because there are forces that can miti-
gate the inelasticity of supply and demand, particularly in the longer run. Faced 
with unpleasantly high prices, consumers can move their demand curve leftward 
by improving the efficiency with which fuel is used—what is often (somewhat 
misleadingly) called conservation. Or they may simply find alternative ways of 
conducting their affairs that do not rely on fuel, or demand much less of it. So too, 
high prices tend to stimulate the entry of new suppliers who add their supply 
curves to those of existing producers and thus stretch the composite total supply 
curve toward the right.37 These are not quick fixes, however—both involve 
replacement or installation of capital equipment and so take years. Moreover, 
significant improvements in efficiency of utilization may require additional 
engineering development effort, which can take even longer. 

Scenarios for the very long run 

As observed earlier, if the market for oil operated competitively there would be 
a strong incentive for producers to concentrate their development efforts on the 
reservoirs that could be produced at lowest cost. But since the lowest-cost reser-
voirs occur in the territories of major OPEC states, these incentives do not oper-
ate. Producers who operate in a competitive environment (which is to say, those 
outside of OPEC) are left to exploit higher-cost properties. Since OPEC’s actions 
keep prices relatively high (bearing in mind that even $10/bbl is well above pro-
duction costs for the vast oil reserves of the Persian Gulf) there is plenty of room 
to make money on more costly reservoirs. Moreover, there is a lively demand from 
competitive producers for technology to reduce the costs of developing and oper-
ating their reservoirs. 

Over the long run of several decades it is conceivable that improved technol-
ogy will make it just as cheap to produce small reservoirs in remote areas as huge 
ones in the Persian Gulf. It’s hard to see this as likely, however. The gap may close 
somewhat, but there are likely to be enduring economies of large scale operation. 

If so, and if the owners of the large, cheaply-producible reservoirs of the Per-
sian Gulf region continue to restrict their output while those who own higher-cost 
reservoirs are more vigorous then it is likely that eventually the balance between 
lower-cost and higher-cost oil will shift. More of the higher-cost oil will be used up 
and it will gradually become increasingly difficult to find more. But there will still 
be relatively large quantities of low-cost oil waiting to be developed in the Persian 
Gulf region.  

                                                
37 Another way of describing this is to say that elasticities are greater in the long run than in the 
short. I prefer to avoid this terminology as imprecise and subject to confusion. 
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All this would take place very gradually, of 
course, but over a period of several decades 
we might expect to see a shift something like 
that shown in Figure 10. In this hypothetical 
scenario, demand has shifted rightward from 
DD(msr) to DD*(msr) as population and 
wealth have grown, despite advances in con-
servation. Supply has moved rightward too, 
responding to demand, from SS(msr) to 
SS*(msr). But the supply curve has not 
moved upward very much, and the propor-
tion of supply provided by high-cost produc-
ers has declined.  

Figure 10: A very long-run sup-
ply/demand scenario 

As the curves have been drawn, the equi-
librium price has increased over the decades. 

Of course if supply had expanded a bit more or demand a bit less, this might not 
be so. But in any event the actual trajectory of prices will be influenced not only by 
the competitive market balance sketched here but also by the attempts of OPEC 
and others to exert market power. If the competitive equilibrium price is in fact 
rising, it may not be very apparent due to the artificialities of the market. 

If the competitive equilibrium price were rising, it would be a signal of increas-
ing relative scarcity of oil. The production from existing pools will always be falling 
off with time, as portrayed in Figure 8. Producers will continually develop new res-
ervoirs in order to maintain and expand production to meet demand. If new res-
ervoirs are becoming harder to find, this will be reflected in the prices that pro-
ducers must pay for exploration or to purchase rights to known reserves. They will 
hold off on committing to these expenses until they can see prospects of covering 
them through higher prices for their products. Thus scarcity will bring higher 
equilibrium prices. But if the price level is held up above equilibrium by market 
power exercise then it may not be apparent that the equilibrium is rising. This is 
because in reality no one knows very accurately what the supply and demand 
curves truly are—market participants must “feel” their way to equilibrium by ob-
serving price and quantity movements, not hear it announced for them. 

At some point the cost of acquiring and developing new resources will climb 
above a level that can be supported by current oil prices. Development of new 
production will slow. As old reservoirs are depleted without strong development of 
new ones, the supply curve will shift leftward, or at least not shift to the right as fast 
as demand. The equilibrium price then will rise to a level at which producers feel 
encouraged to develop higher-cost supplies. Of course if Persian Gulf suppliers are 
still holding back low-cost capacity, perhaps they will also be encouraged to put 
some of that on line. But past a certain point, even production in the Persian Gulf 
will begin to become more expensive. The producers there can get more from 
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their reservoirs—there is always more to be gotten from any reservoir, given 
enough money—but the cost of each increment will rise. 

In the hypothetical future illustrated by Figure 10, the cost of each increment 
of production above EQ*(msr) rises steeply due to thinning out of higher-cost 
reservoirs in production. What about the cost of extending the supply curve to 
provide more capacity? There is a lot of low-cost production on line in the case 
shown, and this can be developed more intensively even if there is little more like 
it left. This will increase supply quantities while raising the floor of the supply 
curve. As this occurs, the oil remaining in the great Persian Gulf reservoirs will be 
depleted with increasing rapidity. There will always be more small reservoirs to be 
found, albeit at higher cost. But the distribution of oil is very skewed. Only six 
provinces, out of more than more than 350 known, account for more than 50% of 
all the oil believed to exist.38 As the larger reservoirs are drawn down it will 
become harder and harder to find enough small ones to take up the slack. This 
increasing difficulty will be ameliorated by improved technology for finding and 
extracting oil, of course. But the technology will not only have to improve but to 
do so at an ever-accelerating rate in order to compensate fully for the need to find 
exponentially more smaller and smaller reservoirs.  

Exponential growth does not continue forever, in technology or anything else. 
A point will be reached at which even extremely rapid inflation in oil prices will 
not support continued expansion of supplies. If the world’s economy can tolerate 
increases of 50%/year, say, soon it will be 100%/year—or 200%/year. For the rea-
sons we have explored above, price increases are likely to come not in a smooth 
swoop but in sharp surges. Over the period from the beginning of 1999 to the end 
of 2000, as shown in Figure 1, a strong world economy absorbed a 350% jump in 
oil price without major ill effect. But repeated bouts of ever sharper increases 
might take a serious toll. 

Simplified models of growth and decline   

The Energy Information Administration (EIA) of the U. S. Department of En-
ergy has published a study of how long oil production might continue to grow un-
der various simple assumptions [10]. Figure 11 is an adaptation of one of the EIA 
charts. Figure 2 plots some of the same data, but here I show them using a loga-
rithmic scale for the vertical axis in order to help make the rates of growth and 
decline easier to see.  In essence, the EIA has used an assumption that global oil 
production would start to decline once supplies have become as tight as they have 
been in the U.S. for the past two or three decades, and that the pattern of decline 
would match that seen in the U.S. Because the U.S. is the only major producing 
nation to have firmly settled in the decline phase, and because its oil industry is 

                                                
38 A “province” is a geological concept, implying an compact area in which like geological and cli-
matic processes have given rise to structures that are homogeneous across the province. See Table 
1 of [Klett et al 1997] for the known oil-bearing provinces. 
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relatively well studied and 
documented, it makes sense to 
use it for a model of produc-
tion decline. 

Figure 11: Some scenarios for 21st  century oil produc-
tion; rise and decline 

Once the decline profile is 
settled, the only remaining 
questions are how much oil is 
left and how fast it’s pumped 
from the earth. For the 
amounts, the EIA took three 
different values based on the 
USGS data described in 
Appendix D. They looked at 
four different annual growth 
rates in production: 0%, 
1%/year, 2%/year, and 
3%/year. Production has 
grown somewhat less than 2% 
per year over the past two dec-
ades, and the EIA projects that 

the growth rate could be 1.9%/year for the next two decades [11]. If this rate of 
growth is borne out over the coming years and if the “mean” estimate of about 3 
trillion barrels of oil proves accurate, then this simplified model predicts that pro-
duction will more than double, to more than 53 billion bbl/yr, by 2038, and then 
fall off sharply thereafter. Production under this scenario would fall back to the 
levels of today by about 2045 and to 1950s levels by 2075.  
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Depending on the rate of production growth and the total amount of oil, the 
EIA model can produce estimates of the year of peak production ranging all the 
way from 2021 to 2112. (If one assumes that production will grow by at least 
1%/year, however, the upper end of the range pulls in to 2067.) But all of the 
curves in Figure 11 have a somewhat dramatic appearance— soaring smoothly up-
ward and then falling off a cliff as the production peak is reached and passed. 

Will we fall off the cliff? 

This “falling-off-the-cliff” behavior is exactly what many incrementalists do not 
expect to see. They anticipate that signs of tightening in oil production will stimu-
late price rises, which in turn will stimulate reductions in use, introduction of al-
ternative fuel sources, and improvements in the technology of crude oil produc-
tion. In this view, the peak will in fact be delayed and gently rounded, and the fal-
loff less steep, while the gap left by the falloff will be filled by fuels from non-oil 
sources. Moreover, they do not believe that what has happened in the U.S. is nec-
essarily a valid model for the world as a whole.  
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Will higher prices stimulate more discovery and recovery? 

As is explained in Appendix D in the section on “An unequal distribution” at 
page 75, the sizes of oil reservoirs differ radically. At the level of oil provinces, 
more than 50% of known world oil is contained in only 1.7% of known oil prov-
inces. Geologists believe that future discoveries of oil will follow similar patterns, in 
that most of the oil that will be found will lie in only a few reservoirs. 

Large reservoirs give better returns on both exploration and production in-
vestment than small. The net effect can be seen in Figure 23, which shows esti-
mates of how much more oil can be found and produced in land and immediate 
offshore waters of the U.S. as a function of cost.39 Diminishing returns are very ap-
parent. 

One implication is that increases in oil prices associated with anticipated short-
ages will have only a fairly limited effect in increasing oil supplies. There is one as-
pect of the supply question which this does not address, however: recovery, or the 
percentage of the oil within the reservoir rock that can be recovered. Recovery var-
ies a great deal with the geological conditions as well as the technology used, and 
yields of 50% or more are obtained in favorable conditions. But the general aver-
age recovery is more like 30% to 35%. If we accept the estimate that the world 
started out with about 3 trillion barrels of recoverable oil, then increasing recovery 
from 30% on average to 40% would provide an additional 1,000 billion barrels.40 
Thus there might be potential to stretch supplies significantly through investment 
in production technology. 

How much this can be relied upon to significantly change the story told by 
Figure 11 is another matter. There are three mutually-reinforcing problems: 

• This is the kind of technology which, so far, has not moved rapidly—as it would 
in order to materially cushion the sharp peaks of Figure 11. 

• Even once proven and put into practice, new production technology has not 
tended to result in major increases in production rates. The more usual effect 
has been to reduce the falloff in production. 

• Because of the huge production rates envisioned by the middle of the 21st cen-
tury, even an added trillion barrels is unlikely to delay a decline by much more 
than 15 years. This seems surprising until we look at the curves of Figure 11 
more closely. The difference in recoverable oil between the “mean” and “high” 
cases is about 900 million barrels—and the difference in peak year stretches 
significantly beyond 15 years only if growth rates remain below 1% per year. 

                                                
39 The U.S. makes a good example since there are good data and the USGS to analyze them. There 
is every reason to believe that the patterns are typical of the world in general. 
40 That is, the 3 trillion barrels represent the 30% of the total that is assumed to be recoverable, so 
increasing the recovery yield to 40% increases recoverable oil by 1 trillion barrels to 4 trillion. 
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We can certainly expect that economics-driven technology advances will have 
significant effects on discovery and recovery of oil. But it is much less clear that 
this will bring major changes in the “falling-off-the-cliff” peaks shown in Figure 11. 
It doesn’t seem as if we should count on it. 

Will prices respond smoothly and gradually? 

It is certainly to be expected that, as oil productive capacity tightens, producers 
will raise prices. So long as there are many producers, none dominant, economic 
theory and experience suggest that their ability to raise prices will be disciplined 
by the free market. That is, prices will reflect oil’s real scarcity relative to demand, 
suggesting that, absent any sudden and sharp changes in demand or supply, oil 
prices will change in a reasonably smooth and gradual manner as oil demand rises. 

The important questions are: 

• Will the market conditions be near enough to the ideal of perfect competition 
to allow this to happen? 

• Will the stimulus of price rises be early enough and strong enough to ensure a 
smooth transition to alternative sources of fuels? 

It seems, as we saw above, that the distribution of remaining oil resources will 
become yet more uneven as the century progresses. Many of today’s significant 
producing nations are likely to enter their production decline phases within a 
decade or two at most. Some new resources will open up in remote areas of the 
Arctic, Antarctic, deep ocean, and elsewhere, but these probably will not have a 
large overall impact. It takes the equivalent of another new Mexico, Nigeria, or 
UAE to move the peak of production by a year, and it’s unlikely that many new 
reservoirs on this scale will be found.  

It could well be that at some time within the next two or three decades well 
over half of the world’s remaining oil production capacity will come to lie in the 
hands of no more than three or four nations in single region: that around the Per-
sian Gulf.41 (In 1999, 28.5% of world oil production came from the Persian Gulf 
[12]. Productive capacity was not an issue, since there were many areas around the 
world in which it would have possible to raise production relatively quickly by in-
vesting in new facilities with prospects of very good return on investment.) This 
concentration of production in a few hands may very well lead to less-than-perfect 
competition on the supply side. It would seem to offer the producers an opportu-
nity for a replay of the scenario of the 1970s, but with vastly greater market power. 

Indeed, experience suggests that it can take relatively little departure from per-
fection in markets to lead to significant price shocks in conditions of rapid 
change. The recent electrical power crisis in California offers a case in point. 

                                                
41 See [EIA 2000c], p. 58 et seq. and [EIA 2000a], p. 37 et seq. for analyses of some of the possibilities 
over the coming two decades.  
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On the other hand, there is no prospect of perfect monopoly either. Even if an 
oil-producers cartel could somehow gain the adherence of every significant source 
of oil, it would not have utterly free control over prices, for consumers would still 
have alternatives. The alternatives may be expensive and painful, but there would 
be no way for producers to gauge consumer willingness to accept these penalties 
in advance.  

The picture this suggests is one of a succession of price shocks, with price rises 
being followed in some cases by partial retreats. It will be in the interests of the 
suppliers to convey the impression that each rise is the one needed to attain “sta-
bility,” since the prospect of continuing rises will tend to give consumers added in-
centives to seek alternatives.42  

Will alternatives come forth promptly to fill the gaps? 

As is made clear in Appendix E, there are a good many alternatives to depend-
ence on crude oil as a source of fuels. Some of these are economically competitive 
today, to a limited extent, and it is likely that more economic competitors to crude 
oil will emerge over the next few decades, even if oil’s price does not rise greatly. 
But the extent of these alternatives truly is very limited. World consumption of 
crude oil runs to more than 25 billion barrels each year today, while it appears that 
alternative liquid fuel sources and substitutes for liquid fuels total no more than a 
small fraction of this. It would take remarkably strong growth in development of 
alternative sources in order for them to reach even 10% of the fuels market within 
the next three decades, especially given that the fuels market is itself expected to 
grow vigorously in that period.43

So let us suppose that in the year 2035 (simply to take a concrete example) it 
comes to be widely believed that crude oil production is likely to begin falling 
within five years. We’ll suppose that the gap between supply and demand is fore-
cast to grow to more than 30 billion bbl/yr by 2050, taking account not only of fal-
ling crude oil production but also of continuing (albeit slowing) demand growth. 
Foreseeing a great opportunity, firms around the world embark on crash pro-
grams to bring on line alternatives capacity equivalent to 10 billion bbl/yr in 5 
years, another 10 billion bbl/yr in 10 years, and a further 10 billion bbl/yr in 15 
years. What’s the likely result? 

As can be seen from the discussion in Appendix E, the scope for sudden 
change-over to radical alternatives is very limited. Most of any alternative to crude 
oil is going to have to involve the production of liquid hydrocarbon fuels from 
other sources—which might include tar sands, oil shales, coal, natural gas, and 

                                                
42 Indeed, we have already seen the OPEC nations criticizing consumers for their failure to rein in 
demand and cite this as a factor that compels them reluctantly to raise prices. 
43 Again, it must be kept in mind that alternative sources will have to compete with an oil-geared 
system whose technology is constantly being improved. 
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biomass. Here’s a brief summary of what is involved in each, drawn from Appendix 
E: 

• Tar sands. The raw material has to be extracted by mining. After the ore is 
crushed, solvents are used to extract heavy oil or tar for processing. Mining is 
the controlling expense factor. Where deposits are shallow tar sands are eco-
nomical to mine in some cases already. In many cases, however, deposits ex-
tend to depths of thousands of feet. Strip mining on the scale required for 
large-scale production raises significant environmental issues. Canada and 
Venezuela have some of the largest deposits. 

• Oil shales. Here too, the ore has to be extracted by mining. Processing, involv-
ing heating the ore to 500°C or so, tends to be somewhat more expensive than 
for tar sands, but the issues and problems are otherwise broadly similar. The 
United States has extensive deposits. It doesn’t appear that there is any eco-
nomically competitive production of oil from shales at this point, but there are 
experimental plants. 

• Coal. Again, mining is the first step.44 Processing is complicated by the low hy-
drogen content of coal and coal generally is less economic as a liquid fuel 
source than tar sands or oil shales. Coal is not competitive as a source of oil to-
day, but experimentation continues under government auspices—particularly 
so in the U.S., where coal reserves are especially great and coal producers have 
significant political influence. 

• Natural gas. Liquid hydrocarbons can be produced from natural gas feedstocks 
via F-T processes. Other, more direct processes also are under investigation. If 
natural gas is used as the source for liquid fuels, it may be more attractive in 
some cases to convert consumption to methanol rather than hydrocarbons. 
There do not appear to be any commercial producers of liquid fuels from 
natural gas at this time, but the industry expectation is that this could prove 
economical for certain gas deposits. 

• Biomass. F-T processes can produce liquid hydrocarbons from biomass, or al-
cohols can be produced by fermentation and distillation. Under optimal con-
ditions, it takes an acre of land to produce 10 bbl of oil equivalent per year. It 
seems unlikely that biomass could be economically competitive as a source of 
liquid fuels under present conditions.45 

Obviously, each of these alternatives involves investment in facilities to mine or 
produce the raw material as well as plant for processing. In terms of current 
prices, it seems likely that investment costs would be somewhere on the order of 

                                                
44 Some investigations are being conducted of means of producing syngas or liquids from coal in 
situ, rather than mining the coal for conversion in an above-ground plant. The prospects are diffi-
cult to assess at this point. 
45 There is subsidized fuels production from biomass. 
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$100 for each bbl/year of productive capacity added.46 If so, this would mean 
spending roughly $1 trillion in five years and another $1 trillion for each of the 
two succeeding 5 year periods to support the program I’ve outlined. Given that 
world economic output is likely to be something on the order of $50 trillion per 
year at that point, this seems very ambitious, but not entirely out of reason. 

Naturally, the risks and uncertainties would be enormous. Investors would have 
to be convinced not only of the demand but of the economics of the particular 
route they are being asked to support. Crude oil producers could feel incentives to 
withhold information that would make the imminence and extent of a falloff ap-
parent, thus increasing investor uncertainties. Bringing expensive alternative ca-
pacity on line while crude still remained plentiful at reasonable prices could pave 
a path to bankruptcy on a massive scale. Even if oil prices had already soared, in-
vestors would be bound to reflect on previous episodes of sharp price rises fol-
lowed by rapid price erosion.  

It is important to recognize that the crude oil producers would hold great lev-
erage for a long time, even past the peak of crude production. Crude oil can be 
produced at marginal costs of well under $5/bbl in the Persian Gulf and other fa-
vored regions [13]. If prices climb to $50/bbl or more, producer margins would 
be 1000% at very least. This would allow them great scope to cut prices for a while 
in order to put high-cost alternative producers under pressure. It would probably 
take several decades after the peak in crude production for crude volumes to 
erode to the point where this was no longer a serious threat to producers of alter-
natives. This is sure to temper enthusiasm for investment in facilities for alterna-
tive production. Investor confidence in the accuracy of engineering forecasts of 
costs will also play a role, as will expectations regarding public acceptance of envi-
ronmental impacts. Finally, unforeseen technical or construction problems could 
have an impact. 

In the long run, there is little doubt that alternatives will be brought into pro-
duction sufficient to meet fuels demands. (Naturally, these demands will be lower 
if prices are higher.) But there seems to be every reason to anticipate a very turbu-
lent period near the peak of crude oil production, and for a decade or more 
thereafter. Much will depend on investor evaluations of risks, and their risk-reward 
calculus. It would not be surprising if supply fell well short at some points. In fact, 
it would be rather surprising if it did not. 

To sum up so far, we can reasonably foresee a course of events somewhat along 
the following lines: 

• An increasing concentration of crude oil production capacity in the hands of a 
few nations—around the Persian Gulf especially, with Iraq and Iran very 
prominent. The Persian Gulf might come to hold more than 50% of the 

                                                
46 Investment costs to add a bbl/yr of crude oil production capacity are generally less than $30 to-
day. See [EIA 2000a], page 33. 
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world’s remaining accessible oil by 2020 or so, and the proportion could in-
crease further. 

• A sharp narrowing of the gap between potential production and consumption. 
Eventually, the gap will close altogether and it will no longer be feasible to 
maintain production rates. The production peak might come as early as the 
2020s or as late as the 2060s, depending on how much oil there actually is and 
how fast production grows. 

• An increase in prices as the slack in supply is taken up. This could be gradual 
and smooth, but a series of sharp price shocks seems much more likely. 

• Massive investment in facilities to produce alternative sources of fuels as the 
peak of crude oil production is approached and passed. As these facilities 
come on line they will cushion the impact of crude oil’s decline by providing 
sources of fuel. But the fuel they produce will be costly and it is unlikely that 
new production capacity will match demand smoothly. 

• Continued dominance of the market by the crude oil producers for decades 
following the peak in crude production. While their share of fuels production 
will decline, they will have a large production-cost advantage that will give them 
great market power. 

“Strategic” petroleum reserves 

When oil and gasoline began to be important for military operations, early in 
the 20th century, attention naturally turned to security of supply. The concern was 
particularly acute in nations lacking domestic or nearby sources of supply. At the 
time that Japan initiated World War II in the Pacific, for instance, it had accumu-
lated stocks of more than 50 mbbl, thought to be sufficient for nearly two years of 
wartime operations (although good for no more than a year at the actual rates of 
expenditure) [14]. This reserve was held in costly above-ground storage tankage. 
By the end of the conflict, Japan was reduced to sending warships on one-way mis-
sions because it lacked fuel to see them home. 

In the Cold War era, the U.S. adopted a policy of stockpiling materials thought 
to be of strategic importance for supporting industrial mobilization in a war emer-
gency. Various proposals were advanced for a strategic petroleum reserve (SPR), 
but no significant action was taken until the 1970s when, in the wake of the “em-
bargo” scare, several salt caverns near the coast of the Gulf of Mexico were ac-
quired for oil storage. Today, the U.S. has facilities for about 700 million barrels of 
oil, with about 570 mbbl of oil actually stored [15]. A few other nations also hold 
SPRs, but the U.S. reserve is the largest. Japan has an SPR containing more than 
300 mbbl, Germany one of about 55 mbbl, and all other European nations to-
gether have about 10 mbbl, bringing the total to nearly 1 gbbl [16]. 

Nations belonging to the Organization of Economic Cooperation and Devel-
opment (OECD)—which includes essentially all industrialized states—have agreed 
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among themselves to keep oil stocks on hand equivalent to at least 90 days of net 
imports at normal rates. Most meet this commitment through commercial stocks 
in the hands of refiners and wholesalers. Commercial stocks amount to more than 
2,600 mbbl, including about 930 mbbl in the U.S. [17]. Overall, the OECD’s In-
ternational Energy Agency (IEA) estimates that total stocks are adequate to cover 
more than 110 days of imports at normal rates, with commercial stocks contribut-
ing about 75 days of this [18]. It is likely that the substantial majority of commer-
cial oil stocks are simply what is necessary for normal oil refining and supply op-
erations and hence do less than might seem to contribute to price or supply stabi-
lization.47

The U.S. policy with regard to the use of the SPR is essentially that crude oil 
from it will be sold to refiners at market prices when the government determines it 
to be necessary or desirable.48 The criteria are broad and sales that have been 
made have all attracted political controversy. Nevertheless, it is likely that the exis-
tence of the reserve, even if imperfectly employed, has had some tendency to 
dampen price spikes. Use of market-based mechanisms, such as forward option 
contracts, to automate the determination of when oil is withdrawn would probably 
make the price-damping function more effective. 

So long as oil is traded on worldwide markets, any SPR is inherently a world-
wide public good—if oil is released from any SPR in response to price or supply 
fluctuations, all buyers of oil everywhere receive equal benefit.49 Because those 
who do not pay for SPRs enjoy their benefits without cost, it is naturally difficult to 
persuade anyone to pay for them.50 There have been recent proposals for a joint 

                                                
47 Some nations do have mandatory minimum stock requirements for refiners and wholesalers. 
There are estimates that in some cases these raise net stock positions in some cases by as much as 
50%, but it is difficult to very certain. Of the roughly 1.5 gbbl of commercial stocks in Japan and 
Europe (the places where mandatory minima are commonly applied) we might guess that perhaps 
400 mbbl would represent excess over those held to meet normal operating needs. See [APERC 
2000], page 39. 
48 More precisely, under the Energy Policy and Conservation Act (EPCA), as amended in 1992, the 
President has the authority to order release of the SPR, if it is determined that: (a) an emergency 
situation exists and there is a significant reduction in supply which is of significant scope and dura-
tion; (b) a severe increase in the price of petroleum products has resulted from such emergency 
situation; and, (c) such price increases are likely to cause a major adverse impact on the national 
economy. 
49 In extreme circumstances in which markets break down, of course, the owner of the SPR may get 
special benefit from it. In Japan, part of the SPR is held in the form of products that are less widely 
traded, which tends to localize benefits somewhat more. 
50 The capital costs for salt-cavern storage are typically of the order of $5/bbl. Operating costs are 
dominated by those of financing the inventory and thus will be sensitive to the price of oil. At cur-
rent prices and given the low financing costs of major governments, costs on the order of 
$1/bbl/yr will be typical. When the oil is sold to counteract price rises, a profit will normally be re-
alized, of course. But if the NPV of such future profits were positive, there would be no need for 
governments to act, since commercial interests would set up reserves as a profit-making enterprise. 
See [APERC 2000], pp 47-50. 
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SPR for the nations of the Asia Pacific Economic Cooperation (APEC) group, but 
it appears that action is not in immediate prospect [19]. 

The capital costs for salt-cavern storage are typically of the order of $5/bbl 
[20]. Operating costs are dominated by those of financing the inventory and thus 
will be sensitive to the price of oil. At current prices and given the low financing 
costs of major governments, costs on the order of $1/bbl/yr will be typical—a cost 
which would rise if oil prices were to increase. When the oil is sold to counteract 
price rises, a profit will normally be realized, of course. But if the NPV of such fu-
ture profits were positive, there would be no need for governments to act, since 
commercial interests would set up reserves as a profit-making enterprise. Calcula-
tions are sometimes offered regarding the public benefits to be realized from an 
SPR, but these generally depend on macroeconomic forecasting models of ques-
tionable validity. 

In effect, the public-good nature of SPRs means that for economic purposes 
there is just one worldwide SPR, comprising the publicly-owned SPRs (principally 
those of the U.S., Japan, and Germany) plus some poorly-known portion of the 
stocks in commercial hands. At a rough estimate, this amounts today to something 
like 1.5 gbbl. Because it is a worldwide public good, the meaningful measure of 
the world SBR is its relationship not to import volumes but to total world con-
sumption, running to about 75 mbbl/dy at present. At this rate, the world SBR is 
equivalent to about 20 days. Call it the duration of the world SBR. 

The world SBR is a buffer against shocks, like the suspension of a car running 
on a rough road. The duration is like the suspension travel. Twenty days of sus-
pension travel will help to smooth a lot of bumps. But it won’t help much if our oil 
supply car runs off a cliff, and even a major Washington-DC type pothole may do a 
lot of damage with only 20 days of cushion. 

Leaving aside the question of who will pay, it does seem as if more than 20 days 
of duration would be worthwhile. If there is any substance at all to the scenario of 
mounting price shocks to come that I have sketched above, an SBR with 90 days or 
more of duration could very well seem a wise investment. Even 90 days would not 
do much for a cliff, but it could help absorb some pretty big potholes. 

Hotelling and the theory of exhaustible resources 

When confronted with questions regarding the economics of petroleum, a 
great many economists think immediately of a theory associated with the name of 
Harold Hotelling (1895-1973), a very eminent economist and mathematical statis-
tician who taught at Columbia University and was a member of the National Acad-
emy of Sciences, and who is remembered for a number of very fundamental con-
tributions.51  

                                                
51 Hotelling was as much mathematical statistician as economist, and eventually left Columbia’s 
economics department to take up an appointment as professor of mathematical statistics at the 
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One of Hotelling’s papers addressed “the economics of exhaustible resources” 
[21]. In it he sought to answer questions such as 

• “How much of the proceeds of a mine should be reckoned as income, and how 
much as return of capital? 

• “What is the value of a mine when its contents are supposedly fully known, and 
what is the effect of uncertainty of estimate? 

• “Is it more profitable to complete the extraction within a finite time, to extend 
it indefinitely in such a way that the amount remaining in the mine approaches 
zero as a limit, or to exploit so slowly that mining operations will not only con-
tinue at a diminishing rate forever but leave an amount in the ground which 
does not approach zero?” 

Hotelling addressed these very complex and subtle questions at a time when data 
were quite sparse and computers nonexistent. He took a theoretical approach, re-
lying heavily on the mathematical apparatus of the calculus of variations. Notwith-
standing the power of this technique, he was forced to make radical simplifying as-
sumptions in order to get anywhere. The crucial simplification is that “this paper 
will be confined in scope to absolutely irreplaceable assets.”52

In essence, he likened the owner of a completely fixed, irreplaceable, and ex-
haustible resource to one who had buried a treasure. It would be reasonable to 
keep it in the ground, Hotelling pointed out, if its value were increasing fast 
enough to make holding it an attractive investment.  

This led Hotelling to posit that, all else equal, the value of a deposit of an ex-
haustible mineral ought to rise at a rate commensurate with the rate of return on 
other investments, such as bonds. Otherwise, he argued in effect, the owner would 
be wise to dig the treasure all up, sell it off, and put the proceeds in a better in-
vestment.53

This particular part of Hotelling’s work was not widely remembered until it was 
revived in the 1970s by another extremely eminent economist, Robert M. Solow, 
MIT professor and Nobel laureate [22].  

Hotelling’s Rule (as it is often called) is taken to imply that the price that pro-
ducers charge for oil, net of the costs of production, should increase like com-
pound interest—exponentially. If oil is thought to be an especially secure invest-
ment, for instance, then perhaps its price might grow by as “little” as 3%/year in 
                                                                                                                                            
University of North Carolina. At the time of his work on exhaustible resources, he taught mathe-
matics at Stanford, specializing in economic applications. See [Darnell 1990] for an appreciation. 
52 [Hotelling 1931]. As reprinted in [Darnell (ed) 1990] it falls on page 66. Anyone consulting the 
article is advised to do so in the reprint in preference to microfilm copies of the original, which of-
ten obscure critical subscripts in the mathematics. For a modern treatment of the theory, going 
well beyond Hotelling, see [Dasgupta & Heal 1979]. [Heal & Chichilnisky 1991] and [Solow 1974] 
provide less technical brief summaries. 
53 There is a great deal more to the paper than that, and indeed this is really only the largely-
unexamined premise from which Hotelling begins his explorations. 
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real terms (i.e., over and above any general price movement due to widespread in-
flation or deflation). At this rate, its price would double in less than 24 years. But if 
oil seems a bit less secure (perhaps because those who hold it feel insecure in their 
places, for instance) and the “natural” rate of growth in its price is taken to be 
6%/year in real terms then its price would double in 12 years. 

The natural corollary of the exponentially increasing price of oil should be 
rapidly decreasing use, as fewer and fewer users are able to afford it. 

The trouble with all this is that it rests on a theoretical simplification that is 
more limiting than might seem. Recall Hotelling’s caution that “this paper will be 
confined in scope to absolutely irreplaceable assets” (my emphasis).  

As an economist, Hotelling well knew that there are no absolutely irreplaceable 
non-monetary assets.54 At some level, each good is of course unique and irreplace-
able. But from an economic standpoint, all goods are to some extent substitutes 
for one another. No two oil reservoirs produce oil that is exactly the same, but with 
some adjustments in refining equipment and technique, refiners have found they 
can deal with a lot of variation. High-sulfur “sour” oil, once thought to be all but 
worthless due to refining problems, now is nearly as valuable as “sweet” grades. 
The bitumen from tar sands is different from crude oil, but with some treatment 
can serve adequately as a substitute. Coal doesn’t seem much like oil, but a ser-
viceable oil can be made from it. Hydrogen gas is only distantly related to oil, but 
may serve even better as a fuel when married to a fuel cell. Even photons of 
sunlight or thermal neutrons from the fission of uranium can be used to provide 
replacements for oil—and so can muscular energy for walking, or electronic 
transmission instead of physical transportation. 

While the principle of substitution had earlier been clearly enunciated, its 
ramifications were much less apparent in the time of the Hoover administration 
than they are today. Subsequent research in the economics of growth and techni-
cal change has made it clear that a great deal of technological progress has to do 
with efforts to make goods more substitutable one for another. If A is expensive 
and B is cheap, one can make a great deal of money by finding ways to substitute B 
for A. In the race between exhaustion and the technology of substitutability, sub-
stitution has been winning. Not in the sense of substituting other things for oil 
(not yet) but in discovering and developing new sources, including making “high-
cost” or “uneconomic” oil into a commercial proposition. 

In this paper, of course, I argue that technological efforts to improve substitut-
ability for oil have certain limits and cannot be relied upon to smooth all paths 
perfectly. But this is a far cry from assuming that they do not exist or will never 
yield any worthwhile results.  
                                                
54 Money is an exception because it is the universal asset, subsuming all others, and thus occupies a 
class of one. This is the point behind my description of Hotelling’s theory as the economics of bur-
ied treasure. Strictly, however, even this applies only to perfect or ideal money, of which actual 
monies are only approximations. 
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Oil is a business not of absolute irreplaceability but of a competition between 
exhaustion and substitution. So far, the progress of substitution has outweighed 
that of exhaustion. What is remarkable is not that this was somewhat obscure to 
Hotelling, seven decades ago, but that it seems obscure to so many of his col-
leagues of today.55

The difficulties of the Hotelling theory can perhaps be better appreciated in 
the context of another “irreplaceable” mineral—copper. Copper has been used 
continuously by humans for more than 8,000 years, and has been a major basis for 
material civilization for more than 5,000; copper mining has been a major industry 
for more then five millennia. If the average rate of interest over that period had 
been as low as 0.5% then the value of a ton of copper-bearing ore of a certain 
grade ought to be higher than that in 3,000BC by a factor of about 68 billion. That 
is to say that if a ton of ore had been worth $0.001 5,000 years ago it would be 
worth $68 million today. In fact it is clear that interest rates have mostly been well 
above 1% throughout this period, and copper prices are probably lower than at 
any point in history. The only way to square these facts with the theory is to change 
radically what one means by “interest rate”. 

It is also surprising that the only aspect of Hotelling’s work in this area that is 
usually referred to is his opening premise regarding mineral values. The question 
he addressed was not primarily that of the value over time of mineral deposits but 
the behavior of their sellers. Even with very sophisticated techniques, he had to 
make strong assumptions in order to render the problem mathematically tracta-
ble. We can see now that the assumption of absolute irreplaceability was a bit too 
                                                
55 Some authors argue that oil’s widespread economic importance makes it necessary to look be-
yond the oil market itself and study its interactions with other economic systems. In economic 
terms, they seek a general equilibrium model rather than a partial equilibrium model. In so doing, it is 
very tempting to accept, as Hotelling did, the “Hotelling Rule” in order to make exact analysis trac-
table. As the discussion of this section suggests, this is a very dangerous temptation, which should 
be accepted only knowingly and with due cautionary warnings to the reader. Existing treatments do 
not pass this test.  
Various efforts have been made to subject Hotelling-like models to empirical tests. Even when rely-
ing only on very brief segments of oil’s 142-year price history, these efforts have generally yielded 
positive results only in the case of model variants with enough free parameters as to cast serious 
doubt on their significance. 
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strong—it drew his model too far away from the facts of the real market. But the 
questions he raised remain very relevant, and can now be addressed with more 
powerful tools and better data. 
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Appendix B 
Doomsters, cornucopians, and incrementalists 

 

I’m going to sketch three positions, which I call the doomster, cornucopian, 
and incrementalist viewpoints.56 I start with the doomsters, because it’s easier to 
explain the others in contrast to this position. 

Position 1: doomster 

Those who I call the doomsters believe that the end is in sight, that oil supply is 
destined to get tighter rapidly, starting very soon. We could equally well have 
called this the oleo-Malthusian view.57   

Hubbert and doom 

Some people know it as the Hubbertist view. M. King Hubbert (1903-1989) was a 
pioneering geophysicist who taught at Columbia and elsewhere, and worked for 
the oil industry and the U.S. Geological Survey (USGS). He made important con-
tributions to geophysics and received many honors, including election to the Na-
tional Academy of Sciences. He was a founder of the “technocracy” movement and 
expressed disdain for academic economics—not uncommon among “hard” scien-
tists and technologists of his generation, who had experienced first-hand the eco-
nomic turmoil of the Great Depression.  

In the 1940s, Hubbert began to warn that oil resources were finite and that 
production must inevitably peak and decline [23]. Other geologists had been say-
ing similar things at intervals over the preceding 80 years; their predictions had 
proven wrong time and again, and people turned to this record of failure in dis-
missing Hubbert’s warnings. But Hubbert introduced a new device—he analyzed 
oil production using the logistic curve. A logistic curve is simply an S-shaped curve 
of a certain mathematical form, with free parameters allowing it to assume a vari-
ety of particular shapes. It is often used to fit data representing product life cycles 
or the growth of animal or plant populations. There’s no real theory of the logistic 
curve—it’s simply a convenient way to fit data concerning things that grow slowly 

                                                
56 I mean these labels to be convenient and evocative, but not prejudicial. None of these views is al-
together without merit or reason, as I will show. 
57 Many oil doomsters are not doom-sayers in any larger sense—they think that oil will run out but 
expect that civilization will find other ways to meet its energy needs. Thus their differences with 
cornucopians often are more of degree and emphasis than of kind. There are, to be sure, some 
others who foresee much more dire results as oil is exhausted. 



at first, then increasingly fast, and then slow down again and finally stop growing 
as some natural or imposed limit is reached. 

In the right circumstances, logistic curves can be useful for predicting proc-
esses of these sorts, and so it proved for U.S. oil production. In 1956, Hubbert 
read a paper containing a prediction that U.S. crude oil production would peak 
out between 1965 and 1970; in fact 1970 did turn out to be the peak year [24]. 
Doomsters generally cite Hubbert’s prediction as an example and adopt at least 
some of his methods.  

Hotelling and doom 

A rather different version of doomsterism is associated with the name of Har-
old Hotelling (1895-1973), a very eminent economist and mathematical statistician 
who also taught at Columbia and also was a member of the National Academy of 
Sciences. According to the theory that is associated (a bit misleadingly) with his 
name, we are doomed to steep and perpetual rise in oil prices. 

Because these views still command wide currency among economists, I have 
addressed Hotelling’s work in a section of Appendix A, at page 47. 

Position 2: cornucopian 

Cornucopians are impressed with nature’s abundance and humankind’s inge-
nuity and resourcefulness in exploiting it. They don’t believe that we will ever truly 
“run out” of oil, and think that any problems arising from exhaustion of the 
Earth’s supplies of conventional liquid petroleum will be minor, transitory, and far 
in the future. 

It may be best to distinguish two somewhat different flavors of cornucopianism: 
rational cornucopians and empirical cornucopians. The empirical cornucopian says, 
“People have been warning about running out of oil for well over a century, and 
we’ve always found more. There’s no need to worry.” 

The rational cornucopian acknowledges that oil resources must indeed be fi-
nite, and that we could conceivably exhaust them at some point well in the future. 
But he argues that there are a great many potential substitutes, and that if liquid 
petroleum ever should come into short supply, we’ll find ample alternatives.  

Naturally, the empirical cornucopians don’t cite any particular theorist to sup-
port their position, preferring to rely on their own “common sense” (although 
they clearly don’t hold it in common with, say, the doomsters). A name sometimes 
heard from rational cornucopians is that of Julian Simon (1932-1998), a business 
economics professor at University of Maryland who devoted much attention to the 
economics of population growth.58

                                                
58 Simon’s views on oil are summarized as part of a much broader cornucopian manifesto in 
[Simon 1996].  
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Abiogenesis and cornucopianism 

Another variant of cornucopianism merits mention: A few (very few) earth sci-
entists have argued for a variant theory of petroleum formation that could imply 
that there is a great deal more of it than usually allowed. We’ll look at this idea in 
the course of examining what is known about petroleum formation in general in 
Appendix C at page 61. 

Position 3: incrementalist 

Incrementalists think we may run short of oil, but not suddenly. They expect 
that any eventual tightening of supplies will prompt higher prices, which in turn 
will lead to incremental and orderly development and substitution of other energy 
sources. They see little reason to believe that this will take place soon—in a few 
decades, perhaps. Or perhaps later. 

In the meantime, unlike Hotelling doomsters, the incrementalists believe that 
oil should remain easily available at low prices. 

Sorting it out 

The divisions among the various species of doomster, cornucopian, and incre-
mentalist are not clear or neat. They don’t all address the same issues or look at 
the same facts. Where they share facts, they may differ in how they look at them. 
At the same time, there are shadings and overlaps. 

But in brief, however, here are the traps for the unwary in all these views: 

Hubbert doomsterism 

Hubbert, for all his intelligence and foresight, got it wrong on two counts: 

• There is a lot more oil than he knew. See Appendix D, page 71, for much bet-
ter recent data. 

• There’s no particular reason to expect oil production to follow a logistic curve. 
Indeed, there is plenty of reason to doubt that it should. See the section on 
“Simplified models of growth and decline” in Appendix A (page 38) for a 
summary of a better informed and more sophisticated analysis. 

It’s a bit of a mystery why people keep quoting Hubbert or insist on repeating 
mistakes that were probably unavoidable 40 years ago but should be very avoidable 
today. 

Hotelling doomsterism 

Hotelling, another brilliant researcher of an even earlier era, constructed an 
elegant abstract theory that simply doesn’t apply at all well to oil as it actually is. 
He did know that oil was not the “absolutely irreplaceable asset” of his theoretical 

 55



construct, but did not adequately account for this in his theory. (Perhaps could 
not have, with the tools he had then.) Again, the mystery is why people today, with 
vastly better information and more powerful analytical tools, do not re-examine 
the issue more fully and carefully rather than relying altogether on Hotelling’s 
work of 70 years past. 

Cornucopianism 

Cornucopians are extrapolating from the past, relying on some species of prin-
ciple (usually unstated) of regularity and continuity in historical process. This can 
involve them in two major defects: 

• As more and more matters involving historical processes come under serious 
scientific scrutiny (especially in the earth sciences and evolutionary biology) it 
becomes more an more clear that while regularity and continuity are indeed 
the rule, there are occasional but important departures from this rule. 

• Where two or more evolutionary processes with different dynamics interact, 
the results may be quite different from what would be expected on the basis of 
regularity and continuity at a composite level. 

Abiogenic cornucopianism 

Abiogenic cornucopians are relying on a very weakly supported and suspect 
theory of petroleum’s origins. Additionally, as outlined in Appendix D, at page 79, 
even validation of much of the theory (a very remote prospect at present) would 
not of itself dictate cornucopian conclusions. 

Techno-cornucopianism 

Many cornucopians say, in effect, “Good riddance to oil, for X will take its place 
and leave us the better off for it”—where X may be anything from biomass to nu-
clear power. Appendix E (page 83) is devoted to sober consideration of a broad 
range of possible Xs, and shows that few of them measure up well to cornucopian 
enthusiasms. 

Incrementalism 

Problems often besetting incrementalist views include: 

• While incrementalist skepticism about efforts to foretell the future makes a 
very important point, there is more good and solid basis for prediction than 
many would admit, particularly in the sense of drawing bounds on the possi-
bilities.  

• Incrementalists rightly stress the responsiveness of technological development 
to economic incentives but often gloss over 

y The time dimension of engineering development 
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y The complexity and uncertainty of the incentives in reality, and the resul-
tant cross-currents in development of technologies 

• Incrementalist expectations of orderly and relatively smooth change are 
founded in economic theories which assume perfect competition. The oil 
market of course departs notably from perfect competition today, and I suggest 
that it may well become even less competitive in the future. 
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Appendix C 
Oil 

From formation to product 

Nature and origins 

It is important to understand what oil is and how it is formed in order to un-
derstand its supply.  

Constituents 

The principal part of oil is a mixture of a great many hydrocarbon compounds. 
There are other components, but for the most part they are undesirable, or at 
least less valuable than the hydrocarbons. 

Oil generally is a mixture of hundreds of distinct hydrocarbon compounds, 
whose proportions largely determine the oil’s characteristics. Overall, commercial 
crude oils typically contain 82 to 87 percent carbon by weight and 12 to 15 percent 
hydrogen. The rest comprises non-hydrocarbon components consisting largely of 
oxygen and sulfur, with smaller amounts of nitrogen and traces of other elements. 
Oils in which hydrocarbons are more greatly diluted with other substances usually 
are not regarded as attractive for commercial use due to the waste involved in 
separating the undesired components. 

As their name suggests, hydrocarbons consist of hydrogen and carbon—and 
nothing else. Hydrogen and carbon (symbolized H and C, respectively, by chem-
ists) are unusual among chemical elements in the wide variety of ways that they 
will combine. Hydrocarbons which contain small numbers of H and C atoms per 
molecule are generally gasses at ordinary temperatures and pressures. Methane 
(CH4) and ethane (C2H6) are the principal constituents of natural gas. Propane 
(C3H8) and butane (C4H10), often found in combination with oil, also are gaseous 
at room temperature and pressure.  

The hydrocarbons which make up the bulk of most crude oils have anywhere 
from 4 to 36 carbon atoms per molecule, arranged in chains or rings, with varying 
numbers of hydrogens (but usually roughly twice as many as carbons). Generally, 
the hydrocarbons with smaller numbers of carbon atoms tend to have lower boil-
ing and melting points and to flow more freely at normal temperatures.  

Petroleum formation 

Oil and gas (and also coal and other forms of fossil hydrocarbons) are formed 
from “organic residues”—dead material left by plants, animals, or (especially, in 



the case of oil) algae. Scientists have traced the processes of petroleum formation 
by examining petroleum deposits and their precursors and remains at various 
stages of development and by simulating portions of the processes in the labora-
tory [25].  

There is no one single way in which petroleum is formed. A number of differ-
ent routes can lead to oil and/or gas. But all involve a sequence of biochemical, 
geochemical, and physical transformations of the original organic residues. In 
broad terms, these include: 

• The organic residues are mixed in a mud, usually at the bottom of a body of 
water, or perhaps in a marsh or swamp, that seals them from contact with the 
atmosphere or oxygen in the water. The mud has enough clay to provide a seal 
but not so much that the organic material becomes too dispersed.  

• The mud (like everywhere else on Earth, and to a depth of several kilometers 
within its rocks) is host to a great many bacteria. They feed on the organic 
residues, multiplying in this nutritive environment. When they die, their re-
mains combine with what they were not able to consume to form kerogen, an in-
soluble waxy substance rich in precursors to hydrocarbons [26]. 

• The area in which the mud is deposited subsides or is rifted, so that it does not 
get eroded. As the mud is buried ever more deeply, it is compacted into rock, 
usually a shale. The organic residues, now transformed into kerogen, remain 
dispersed in small pores throughout the rock. 

• As the source rock containing the kerogen is buried or folded deeper in the 
Earth, the pressure and temperature increase. Temperature is most important 
in oil formation, although pressure plays a part as well. At a depth which may 
vary from a few hundred meters to 2,500m, depending on the temperature 
profile or geotherm in the area, the source rock enters the oil window, at a tem-
perature of about 50°C (122°F). How readily oil is formed in this window de-
pends on the nature of the source organic residues as well as their biochemical 
history and the chemistry of the rock. If the residues contained a great deal of 
lipids (for instance from algae), oil forms readily. If they consisted primarily of 
woody material, oil formation is less likely. Oil formation peaks at temperatures 
around 100°C (212°F). 

• As the source rocks sink deeper and come under greater pressure and heat, gas 
is more likely to be formed. If the temperature increases beyond about 140°C, 
oil will be broken down to gas. At still higher temperatures, 200°C or more, 
solid carbon (graphite) and methane gas will be all that remain. 

• Under certain circumstances, some of the oil may be entrained in water seep-
ing through the pores of the rock and carried to other rocks before the source 
rock comes under too great a pressure and temperature. If it reaches porous 
rock, such as sandstone, the oil will move relatively freely and tend to float to 
the top of the water. If the porous rock lies under an impermeable layer of cap 
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rock and if the geometry of the impermeable cap rock is right, a trap is formed 
under which the oil is captured within the porous reservoir rock.  

• If the oil is not effectively trapped it may reach the surface in a seep, where it 
will evaporate and/or be broken down by biological processes. It may also be 
destroyed or degraded within the Earth, particularly if rock fracturing or other 
processes allow it to come into contact with air.  

• Over long periods of time, hydrocarbons will diffuse through even relatively 
impermeable cap rocks, so that there is a limit to how long oil and gas can re-
main trapped.59 

Clearly, there is a long chain of circumstance leading from the deposition of 
organic residues to oil in trapped reservoirs. Many things could interrupt or de-
flect the process. Overall, it is estimated that less than 0.1% of the organic residues 
originally laid down in muds ever form trapped oil or gas.  

Because oil is broken down to gas at high temperatures, there is little point in 
looking for it in any rocks which are hotter than about 175°C, or have experienced 
such a temperature in the period during which oil was in them. As a result, the 
vast majority of oil deposits lie at depths of no more than 5km. Petroleum geolo-
gists speak of the oil deadline, or level below which the temperature is too great to 
permit the survival of liquid petroleum.60

Some of today’s petroleum deposits were formed from organic residues laid 
down more than half a billion years ago, when life was still very primitive. More 
than half, however, come from the past 150 million years. The rate of formation 
has been very irregular, with more than 70% of all petroleum coming from three 
intervals spanning only about 100 million years [27].  

Other origins for petroleum? 

When scientists first considered the question of petroleum formation in the 
19th century there were some who thought it likely that hydrocarbons were formed 
not from organic residues but from inorganic reservoirs of carbon and hydrogen 
deep within the Earth. Of course it is impossible to know with certainty what has 
occurred deep within the earth over the millions of years that it has taken for pe-
troleum to develop. But the biogenic theory of petroleum origins has come to be 
very widely accepted on the basis of a variety of strong evidence: 

• Crude oils have consistently been found to contain a variety of substances 
known to be more or less closely associated with living organisms.  

                                                
59 Recent evidence, however, seems to suggest that this diffusion process can be a good deal slower 
than has been supposed, leading to speculation that it may be productive to look for petroleum in 
much older formations. See [Ballentine et al 2001] and [Marty 2001]. 
60 This discussion has been simplified: rock composition, pressure and time spent at temperature 
also play a part in determining the oil window and deadline, and the values of the parameters are 
not known with precision. See [Dahl et al 1999] and [Rowe & Muehlenbachs 1999]. 
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• Drilling into the Earth has yielded samples of all of the intermediate products 
thought to have occurred in the formation of petroleum, some of which retain 
strong connections to organic residues. 

• It has been possible in the laboratory to model most of the critical steps in bio-
genic petroleum formation. 

• All petroleum deposits discovered to date lie in places that are consistent with 
present geological models of how petroleum might have been formed. 

• The estimated rates of biological activity in past eras of Earth’s history are suffi-
cient to have provided ample raw material for petroleum formation. 

Nevertheless, there continues to be interest in inorganic or abiogenic theories of 
petroleum formation on the part of a few scientists. Much of this interest is in Rus-
sia, where prominent scientists have held to abiogenic views since the 19th century. 
The only notable proponent of abiogenesis in the West seems to be geophysicist 
Thomas Gold, emeritus professor of astronomy at Cornell and a fellow of the 
Royal Society as well as member of the National Academy of Sciences [28].61  

The entry of an astronomy professor into this issue is not so strange as at first it 
might seem. Once thought to be exclusively of terrestrial and biological origin, 
hydrocarbons have now been found in many places in the Solar system. Thus it is 
clear that they can be produced by non-biological processes, as well as by biologi-
cal action. Building on this fact, Gold and a few others argue that all the phenom-
ena of petroleum can be explained on the basis that it comes not from trans-
formed organic residues but entirely from sources and processes deep within the 
Earth—and explain them better than theories of biological origin [29]. While 
most scientists outside Russia think this most unlikely, the available evidence does 
not appear to be sufficient to resolve the issue with absolute conclusiveness. 

One problem faced by abiogenic theorists is that continuing investigation of 
petroleum samples brings forth new markers of biological origins which seem dif-
ficult to explain in terms of the non-biological models so far proposed.62 One cru-
cial point of Gold’s theory is that biological activity within the Earth is responsible 
for the biological markers that can be seen within petroleum. Indeed, his recent 
book is entitled The Deep Hot Biosphere, referring to this part of his thesis [30]. Re-
markably, however, the book does not refer to or cite much of the work that has 
recently been done by microbiologists in recovering and studying microorganisms 
from deep within the Earth [31]. The picture that emerges from these efforts (still 
in a relatively early stage, to be sure) seems on the whole much more consistent 
with a gradient of life that runs from the surface of the Earth down toward its 
depths than the other way. Gold’s theory seems to demand that microorganisms 
must exist at depths greater than those of any petroleum deposits, or at least 

                                                
61 I classify Gold as a geophysicist on the basis of his National Academy member listing. 
62 See [Dahl et al 1999], [Schoell & Carlson 1999] and [Fehn, Snyder & Egeberg 2000] for some re-
cent examples.  
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greater than those of any oil. None have been found at depths greater than 2.8km, 
however, which is not deep enough for Gold’s purposes [32].  

While the assertion of exclusively or even predominantly non-biological origin 
of hydrocarbons meets with widespread skepticism, and notwithstanding the ar-
guments made by Gold and others that all hydrocarbon deposits must have similar 
origins, many scientists would agree that some natural gas deposits may possibly be 
abiogenic. Some so-called dry gas deposits consist almost exclusively of methane 
and ethane, both known to have been produced in large quantities abiogenically 
in the Solar system and both too simple to carry unambiguous links to their origin, 
whether biological or non-biological. There is evidence that methane is brought 
up from the interior of the Earth in connection with volcanic flows, and it seems 
possible that there may also be cases in which dry gas from within the Earth forms 
concentrated deposits.63

Exploration 

The science of geology has progressed greatly in the past few decades, both in 
its understanding of the processes molding the Earth and in its accumulation of 
data about the Earth. Geologists now have a reasonably comprehensive under-
standing of where the formations most likely to contain oil and gas lie [33]. Pros-
pecting for oil, once largely a matter of “feel”, now is almost entirely in the hands 
of those with professional training in geology and related scientific fields. This is 
not to say that finding oil is itself a “science” in any strict sense, but that scientific 
knowledge and methods play a very large part in the search. 

According to the model of oil formation outlined above, there are several es-
sentials for oil: 

• Source. There must be sedimentary rocks that could have been formed from 
muds rich in organic residues.  

• Reservoir. Some rock of the right permeability must be available that could 
have received and captured the oil from the source rocks. Because oil can mi-
grate over distances of tens of kilometers or more over geological time, the 
reservoir need not be particularly close to the source. 

• Geotherm. The temperature at the depth of the source must have been in the 
oil window at some point in its geologic history, and that of the reservoir must 
not exceed the oil deadline.  

                                                
63 Terminology can be confusing. Methane is formed directly by many biological processes, so that 
methane deposits can in some instances be biogenic in an immediate and present sense: having 
been made very recently by methanogenic organisms which metabolize organics and excrete meth-
ane as waste. So people sometimes speak of gas produced from fossil organic residues as abiogenic 
(or thermogenic) in the sense that they are not being manufactured by contemporary organisms and 
their formation depends on geochemical as well as biochemical processes. This is different from 
the sense in which Gold and like-minded individuals use the word abiogenic. 
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• Trap. There has to be an overlying impermeable geological trap that will have 
prevented the escape of the oil from the reservoir. 

Even if there were oil of abiogenic origin, there would still have to be a reser-
voir overlaid with a trap, which would have to lie above the oil deadline.64

Prospectors probe the earth in regions of interest using seismic sounding 
techniques akin to those of sonar.65 As likely formations are identified, they can be 
probed in increasing density, until finally a three-dimensional picture is built up, 
with resolution to a fraction of a kilometer.  

Notwithstanding the effectiveness of these remote sensing techniques, it is an 
axiom of the industry that you can never count on oil until an exploratory or wild-
cat well has brought up samples for analysis. Disagreeable surprises are much less 
frequent than they once were, but science has by no means banished them. Each 
well is an elaborate engineering project, and especially so when drilled in areas 
where access is very complex. Exploratory wells are different from production 
wells, although in suitable circumstances a successful wildcat may be completed as a 
production well. 

Production 

A producing well taps a reservoir or pool of oil. At one time people thought that 
oil lay in literal pools, within rock caverns. It’s been known for 75 years that this is 
inaccurate, but the terminology lingers. How big a pool one well can tap depends 
on the porosity of the reservoir rock, the location and frequency of faults or other 
discontinuities in the rock, the viscosity of the oil, and the drive or source of pres-
sure.  

Usually there is a field—meaning that there’s more oil than can reach a single 
well bore. Additional wells need to be sunk at intervals to tap all of the oil.66

The pressure that is driving the oil into the well bore may come from a variety 
of sources. As more and more oil is produced or lifted, the drive will fall off (except 
in certain cases where it is very great compared to the amount of oil in the reser-
voir). The rate of production needs to be adjusted by the petroleum engineers to 
make most efficient use of the drive. This means that for any given well, the rate of 
production will fall off progressively over time.   

                                                
64 The theory of abiogenesis has significant implications in the case of exploration for gas, where it 
would predict deeper gas deposits than are usually thought likely. It also predicts that oil and gas 
might be found far from any potential “source rocks” (and indeed denies that there are any 
proximate source rocks). It is claimed that some oil prospectors have taken up abiogenic theories 
to guide their explorations, but it is not clear what the implications of this might be. 
65 In fact, a great deal of oil exploration technology has found its way into use in sonar. 
66 It may be possible and economic to branch off additional bores from a single well rather than 
drill more near it. But most fields will still require more than one wellhead. 
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Eventually, the oil entering the well bore will slow to a trickle, usually long be-
fore anything like all of the oil in the reservoir has been lifted. If it is economical 
to do so (which depends on the circumstances) the engineers will set up means 
for secondary recovery. In effect, this means supplementing the natural drive with ar-
tificial means, such as injecting gas under pressure in some wells to drive the oil to 
others. 

When secondary recovery trails off, it may pay to go to enhanced oil recovery 
(EOR) or tertiary recovery, using more drastic steps to promote flow into the well 
bore. 

In addition to the constant effort of pumping and periodic normal routine 
equipment maintenance, it usually is necessary to conduct occasional workover 
drilling to keep a field producing optimally. This may be to repair the ravages of 
time on well bores or to adjust well configuration to meet changes in conditions as 
the reservoir is drawn down. 

Sooner or later, the pool no longer produces enough oil to pay for the well 
operations. At this point the well is finally abandoned, with a concrete cap to ensure 
against leakage.67 This may be a long time in coming—some wells continue to pro-
duce for a century or more, albeit at declining rates. 

The initial rate of production from a pool will depend on its natural character-
istics (especially rock permeability, reservoir drive, and oil viscosity) and also on 
the facilities installed by the producer. Generally, production rates will be higher if 
well bores are bigger and more numerous, up to limits set by reservoir characteris-
tics. Of course it costs more money to put in larger facilities and more of them. 
Thus there are economic tradeoffs, discussed in Appendix A at page 27. 

The tradeoffs often favor limiting production in the first portion of a pool’s life 
in order to economize on drilling and outfitting, thus resulting in “flat” produc-
tion rates for a year or two before production starts to decline. Sometimes, nature 
helps. In some cases, the nature of the drive is such that there is no appreciable 
production falloff even at high production rates. For instance, when the drive is 
provided by water under the oil, and the volume of this groundwater is much, 
much greater than that of the oil, production may continue at high rates for much 
of the total life of the reservoir. (Water intrusion into the oil-bearing strata is usu-
ally the limiting factor in these cases.) Complete water drive also typically leads to 
very high rates of recovery—as much as 85% or 90% of all oil in place in favorable 
cases. Unfortunately, circumstances this good are relatively uncommon. 

In most cases the drive gives out long before all the oil has been lifted. Even 
with use of secondary and tertiary recovery, in cases where they are economically 
warranted, only about a third of original oil in place can be lifted, on overall aver-
age. Of course a higher price for oil would justify more aggressive use of recovery 

                                                
67 Of course the well may also be converted to other uses to support the field operation, such as in-
jection of water or gas to improve the drive to adjacent wells. 
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technology (as well as intensified search for improved technology). But cases vary 
so much that it is difficult to be sure how greatly recovery might be improved 
overall as a function of cost. 

Because of the many factors involved, the production curve for a pool operated 
in an economically optimal way may not be very simple or smooth. But for overall 
planning purposes, it is usually satisfactory to approximate the production curve as 
having a constant rate of decline, following an initial flat period.68 The decline 
may vary a great deal from case to case depending on nature, economics, and 
circumstances. A rate of about 7%/year is broadly typical, but it can be much 
lower or higher. And of course it can be effectively 0 for long periods in some 
cases, as described above. 

Liquid products 

As mentioned above, crude oil consists largely of a mixture of a great many dif-
ferent hydrocarbons. The process of refining turns crude into products by separating 
various hydrocarbon fractions and transforming them by chemical means. Before 
refining it may be necessary to reduce the concentration of undesirable constitu-
ents such as sulfur, salts, or metals in order to improve the efficiency of the refin-
ing process, reduce corrosion of the refinery apparatus, and avoid poisoning cata-
lysts. 

The first step in refining proper is fractional distillation, in which the crude is 
heated to progressively higher temperatures. This vaporizes hydrocarbons, which 
are driven off from the liquid and collected for condensation. The fraction which 
vaporizes at the lowest temperature is straight-run gasoline, followed by naphtha, 
and light and middle distillates. Further heating in a partial vacuum produces 
heavy gas oil. The remainder may be a tarry residual oil or a near-solid asphalt.  

Since gasoline demand is high relative to that for other products, refiners help 
nature along by cracking heavier fractions to make more of the lighter gasoline. 
Emulating nature, they heat these fractions under pressure, in the presence of 
catalysts, breaking down or cracking the larger hydrocarbon molecules to the 
smaller molecules that make up gasoline. It will be necessary to supply additional 
hydrogen as well, usually obtained by dissociation of methane from natural gas. By 
modifying the processing parameters they are able to select preferentially for mo-
lecular species that will give the product desired characteristics, such as anti-knock 
performance. Similar approaches are applied to produce other special products, 
such as jet fuels of various compositions.  

                                                
68 In mathematical terms this means that production rate, after the flat period, is represented by a 
negative exponential function: q = q0 e

 –at, where q0 is the initial production rate, a is the rate of decline, 
and t is the number of years since the time of initial production. The constant e, which is the base 
of the natural logarithms, is the limit as n tends to infinity of the quantity (1 + 1/n)n and has a value 
of approximately e ≈ 2.71828…. The rate of decline, a, is related to the annual decrease, r, by r = e a 
– 1, or a = ln(1 + r), “ln” being the symbol for the natural logarithm function. 
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Some of the output of the refinery may be 
used as raw material for plastics and industrial 
chemicals, but the great majority will be burnt 
for fuel.  

Figure 12: Trends for major oil-
production outside Persian Gulf 
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How much and where  

Figure 12 through Figure 15 show trends 
of production by major nations over the past 
three decades. I want to call attention to the 
following aspects of this experience: 

• Oil production in the U.S. is on a down-
ward trend. We’re the only major producer 
that has already produced more than half 
of our original endowment, and notwith-
standing a number of practical advantages 
and governmental incentives to domestic 
production, falling production is inevita-
ble. Still, the U.S. remains one of the great 
producers. 

• In many nations, oil production has fluc-
tuated greatly. This stems from a variety of 
causes: 

Figure 13: Production trends for Per-
sian Gulf oil-producing nations y OPEC-induced instability. In an attempt 

to capture monopoly pricing, OPEC 
has cut back on supply on more than 
one occasion. But since its control over 
production by its own members and 
collaborators is marginal and over that 
from other sources nonexistent, it has 
been necessary for some of the major 
OPEC states to cut back production 
very sharply—especially Saudi Arabia. 
Whether OPEC as a whole and Saudi 
Arabia in particular have benefited in 
net from the attempt to increase prices 
is questionable. It should be noted that 
the exports of OPEC states have fluctu-
ated even more than might seem, since 
these production on these charts in-
cludes that for domestic use as well as 
export. 0
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from the charts, the high prices of the 
late 1970s helped prompt several non-
OPEC nations to increase production 
sharply. Once the production infra-
structure had been built, it made sense 
for them to keep on producing even af-
ter oil prices dropped. 

Figure 14: Trends for 2nd-tier pro-
ducers; N America & Europe 
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y War and turmoil take their toll. Many of 
the dips can be at least partly explained 
by political factors and the destruction 
and disruption of war. This is particu-
larly notable for Iraq and Iran during 
their prolonged war, as well as for Ku-
wait in 1990-1991 and Iraq thereafter. 

y Technical factors play a part. Some of the 
dips and jumps reflect technical fac-
tors—timing of new discoveries and 
new facilities. For instance, Western 
Europe, never previously regarded as 
an oil producer, became a significant 
one due to oil (and gas) discoveries in 
the North Sea area. Figure 15: Production trends for Ni-

geria and Asia 
y Some “unknown” majors, and a minor. 

China, Norway, and the UK are among 
the nations that have become genuine 
major oil producers without a lot of 
public attention. All now substantially 
exceed Indonesia, Canada, or Nigeria. 
But while India has increased its pro-
duction greatly in relative terms, it re-
mains a rather minor producer. 
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Figure 16 and Figure 17 show data on re-
maining oil resources in various regions and 
territories, and on the relative rates at which 
these resources are being pumped from the 
ground.69 The blue bars show how much each 
area has left, and the open red-bordered bars 
show how rapidly each area’s oil is being de-
pleted by pumping from the ground. (It is im-
portant to recognize that the data on remain-

                                                
69 Resources are from the sources noted and discussed on Appendix B, while production is from 
[EIA Table G1]. 
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ing resources are far more uncertain than 
can be indicated on the chart, even in a 
relative sense. They should be taken 
solely as a general indication of trends 
and not as a basis for any sort of specific 
planning. Those in need of more precise 
and comprehensive data should consult 
the original sources identified in 
Appendix D.) The production data re-
flect 1998-1999 rates—and as Figure 12 
through Figure 15 make clear, these rates 
could change a great deal in the future.  

Figure 16: Resources and production-rate 
trends by world region 

But to the extent that relative rela-
tionships among rates remain reasonably 
constant, these charts give a general idea 
of what the geographic distribution of oil 
may look like in the future: the longer an 
area’s production bar is, the faster its re-

sources bar is shrinking. If A has twice as much as oil as B and if their relative pro-
duction rates are the same then A will continue to have twice as much. But if X 
and Y have the same resources but X is producing twice as fast then its resources 

will go down twice as fast. 
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Figure 17: Resources and production-
rate trends for major oil nations  Assuming that the production rates re-

main stable (in the sense not necessarily of 
remaining constant but of retaining the 
same relationships among themselves) then 
we can make the following observations: 
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• The oil-rich are very rich, and getting 
relatively richer. The region around the 
Persian Gulf not only has an exception-
ally large fraction of the world’s remain-
ing oil (more than 40%) but actually is 
producing oil a bit more slowly, in rela-
tive terms, than other regions. Thus it 
could well have a somewhat greater pro-
portion of the world’s then-remaining oil 
in a decade or two than it has now. 

• The least richly-endowed regions are draining their resources relatively rapidly. 
Europe and East Asia are pumping fast, and North Africa, Southeast Asia, and 
South Asia are not far behind in the race to become “oil-free” zones. 

• The North American region still has a lot of oil, but is eating into it. While the 
NAFTA-Greenland region isn’t producing at quite the relative rate of some of 
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the less-endowed regions, oil in our neighborhood is being depleted compara-
tively rapidly. It would look worse without the untapped resources estimated to 
lie beneath the ice-choked waters off the northeast coast of Greenland, where 
factors of difficulty and expense have so far inhibited production. 

• The great “underproducers”: Iraq and Iran. Iran and particularly Iraq are pro-
ducing slowly relative to their very large resources. If these trends were to con-
tinue, they would eventually come to have much the greatest concentrations of 
oil resources remaining on our planet. Because there are significant regions of 
these nations which have not been extensively developed, uncertainties about 
their resources are especially great. But there is no question that they are very 
large.70 

                                                
70 There is speculation that a combination of the ravages of Iraq’s aggressive adventures have com-
bined with mismanagement to damage Iraq’s reservoirs. If so, this would increase the cost of pro-
ducing oil from them in the future, and perhaps reduce the percentage of their oil that ultimately 
can be recovered.  
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Appendix D 
How much oil is there? Where is it? How fast are we using it? 

 

Most of the discussion here will take as given the standard biogenic theory of 
oil formation, as outlined in Appendix A. The implications of the abiogenic the-
ory, should it be found to have any validity, will be addressed in a section near the 
end of this appendix, at page 79. 

Serious scientific 
study of geology be-
gan not long before 
the opening of the oil 
age in the middle of 
the 19th century. Sev-
eral early geologists 
ventured predictions 
about how much oil 
there was and how 
long it would last. Not 
surprisingly, given 
their very limited 
knowledge and un-
derstanding, these of-
ten were ludicrously 
in error. Predictions 
of imminent exhaus-
tion of resources be-
came something of a 
standing joke among 
oil men. So did au-
thoritative statements 
about where oil could 

not be found, as intuitive wildcatters discovered it in formations not previously 
thought to be potential sources. In the U.S. (excluding offshore and Alaska) al-
most all the major fields were first discovered by “unscientific” methods.71

Figure 18: Evolving estimates of world oil endowment
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Over the past 75 years, however, geology and geophysics have grown steadily in 
knowledge and importance. Today, the old “seat-of-the-pants” style of oil explora-

                                                
71 In the lower 48 states, the peak year for discovery was 1930, and the decade of the 1930s was the 
most productive for new field discovery. Geology and geophysics played a role in this period, but 
much exploration remained largely empirical until the 1950s. 



tion is virtually dead. Those who provide financing for exploration retain their 
own geological experts and want to see scientific evidence before advancing tens 
to hundreds of millions of dollars for a campaign. Most of the world has now been 
mapped thoroughly enough to give a reasonably good basis for predictions about 
the chances of oil discoveries. Prospects for unexpected major oil finds—or major 
disappointments—have all but entirely evaporated. 

Naturally, this progress has had an effect on estimates of the Earth’s total crude 
oil endowment—the amount of oil estimated to have lain within the Earth at the 
time that humankind first began large-scale commercial exploitation of the re-
source in the 1850s. It might be supposed that the effect would be to reduce the 
scatter in estimates and bring convergence toward some value intermediate be-
tween the most and least optimistic. In fact, however, the results have been some-
what different, as shown in Figure 18—the latest major estimate is more optimistic 
than any made in the past [34]. We will come back to this estimate shortly and ex-
plore why it is as it is. 

Figure 18 also shows total world cumula-
tive crude oil production data. The vertical 
distance between an estimate of total en-
dowment and the production curve of 
course represents the estimated remaining 
resource. Roughly speaking, the increase in 
estimated endowment has grown even more 
than production, so that the estimate of re-
maining resource today is as great as or 
greater than the corresponding estimate of 
four or five decades ago. 

Figure 19: Trends in estimates 
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Figure 19 shows the same data but with a 
logarithmic scale of oil volume, to clarify 
rates of growth (and a shorter time his-
tory).72 This chart makes clear the decreased 
rate of growth in oil production since about 
1980. The overall trend of increase in en-
dowment estimates is evident on this chart 
too, but whether the slope is as great as that 
of the increase in production must depend 
on one’s choice of estimates to measure. 

In the past, most estimates of world en-
dowment were made by individual geologists 

                                                
72 Recall that on a logarithmic chart, curves of exponential (i.e., constant-percentage) growth plot 
as straight lines due to the distorted vertical scale. Parallel lines have the same rate of growth (in 
percent per year), and a line’s slope or inclination to the horizontal directly measures its rate of 
growth. 
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combing through published re-
ports, perhaps with the help of a few 
colleagues or graduate students. In 
recent years, however, government 
interest has prompted much more 
formalized data-driven efforts, par-
ticularly by the U.S. Geological Sur-
vey (USGS). The most recent and 
notable of these is reported in 
[Ahlbrandt et al 2000].  

Figure 20: Current USGS estimates
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All involved will agree that the 
accuracy of an estimate is by no 
means directly proportional to the 
effort expended on it. The great 
majority of oil is contained within a 
few very large fields, so an effort 
which concentrates on these and 
treats lesser sources in a more 
summary fashion may produce re-
sults that are not vastly less accurate 
than those of a more comprehen-
sive effort. Nevertheless, given 
equivalent levels of competence, it 
is reasonable to expect that the lar-
ger teams working over extended 
periods will produce results better 
than those of a lone individual, and 
this is a field in which an answer 
correct to the nearest factor of 2—
or even 1.5—is inadequate for many 
purposes.  

Figure 21: Comparison of estimates
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Figure 20 illustrates the latest as-
sessments by the USGS.73 A com-
parison (mean values only) with the 

                                                
73 [Ahlbrandt et al 2000], [USGS 1995]—and also [MMS 2000], a report by the Minerals Manage-
ment Service.  This is a summary that the authors of these reports would certainly not entirely ap-
prove of. Their probabilistic conceptual framework is not really consistent with this simplified 
mode of presentation, and in particular the neat line between reserves growth and undiscovered 
oil distorts their views. Nevertheless, provided that the large uncertainties are kept in mind, this is a 
useful way to look at the assessments. 
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preceding USGS estimate74 is shown in Figure 21. As can be seen, a major differ-
ence between the two estimates is that the more recent ones include a category re-
flecting anticipated future growth in reserves.  

 Reserves and reserve growth 

Almost everyone has heard of reserves in the context of oil and other minerals 
and has an idea of what the term means. In making assessments of oil’s future, 
however, precision and accuracy in dealing with reserves becomes very impor-
tant—and very difficult. 

Any oil-lord wants to have an idea of how much oil lies within his domains, and 
so do those who finance and operate his production and who do business with 
him.75 These reserve estimates tend to be particularly important for capital invest-
ment: if there is a lot of oil which can be exploited profitably at current oil price 
levels then the oil-lord is likely to be especially interested in investing in new de-
velopment and production, and financers are likely to be interested in funding the 
capital to do so. 

To gain an accurate idea of reserves costs money. One must conduct geological 
reconnaissance, geophysical survey, and ultimately exploratory drilling. The 
amounts can be considerable—millions to tens of millions of dollars. So reserves 
definition is an activity that competes for capital with development and produc-
tion. The prudent oil-lord is going to try to strike a balance that reflects his cost of 
capital and assessments of geological and market prospects. He certainly will not 
be motivated to spend large sums (relative to his capital base) in expanding re-
serves that he doesn’t expect to exploit within the next few years.76  

In light of this it is scarcely surprising that the reserves for any given field tend 
to grow over time. This is not an invariable rule of course—sometimes it is found 
that reserves have been overestimated. But it is the more general case. It might 
seem that this would not be too significant in the grand scheme of things—that 
undiscovered oil in entirely new areas would be much more important. But it has 
gradually become clear that in fact prospective reserves growth in existing fields rep-
resents a major portion of the world’s oil endowment [35]. Of course this is in line 
with the long-standing oilman’s rule of thumb that the best place to look for oil is 
near where it is already known to lie. 
                                                
74 [Masters, Attanasi & Root 1994] 
75 As explained in the main body of the report, oil-lord is a term I have invented to denote a person, 
corporation, or state exercising proprietorial rights with respect to oil deposits—after landlord. 
76 Because reserves are treated as assets in financial matters, they are subject to regulation and scru-
tiny. In the U.S., financial authorities have imposed relatively tight limitations on reserves report-
ing. Moreover, U.S. legal requirements for annual reports by operators to the Department of En-
ergy on petroleum production and reserves probably tend to encourage a systematic approach. 
Elsewhere, regulations are different, and in some cases more lax or altogether absent. Moreover, 
some oil-lords and producers are much more conservative than others, either because it suits their 
economic or political situation or for idiosyncratic reasons. 
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Estimating the unknowable 

Both reserves growth and yet-undiscovered oil volumes involve a seemingly 
paradoxical effort to account for the unknown. The USGS assessors have tackled 
this problem by statistical methods, developing elaborate and complex models to 
project these quantities on the basis of prior experience in similar cases [36].  

Ultimately, the reliability of these estimates depends a great deal on how simi-
lar the cases truly are. It is arguably in this that the large USGS assessment teams, 
drawing in expertise specific to a great many fields of knowledge as well as to oil-
producing regions, show to greatest advantage. These efforts also benefit from 
having the resources to do extensive statistical calculations carefully.  

Within the U.S., there are good data regarding reserves growth, allowing pre-
dictions with considerable confidence. In many other parts of the world, data are 
scanty and inconsistent, making growth predictions considerably less sure. In the 
latest USGS assessment, trends based on U.S. experience are applied world-wide. 
The assessors argue that this is better than ignoring reserves growth outside the 
U.S. altogether, but acknowledge that their predictions could be subject to sub-
stantial error—in either direction [37]. 

Secret knowledge 

Those who know best about where specific pools of oil lie and how much is in 
them have spent a great deal of money to acquire this information and see consid-
erable commercial advantage in concealing it from their competitors. Even if oil 
producers and oil-lords might be disposed to share their knowledge with the 
USGS, the logistical obstacles to gathering all this information would appear for-
midable.77  

Fortunately, to some extent the incentives to secrecy are counterbalanced by 
the gains that all producers and oil-lords can gain if their information is pooled. 
Some consultancies have established profitable niches on the basis of aggregate 
analysis of data received in confidence from many producers and owners. The 
USGS assessors report having benefited from the cooperation of some of the most 
prominent of these [38]. Of course this cannot guarantee that they have full ac-
cess to all potentially-relevant information, but it is hard to see any major stones 
unturned in their efforts. 

An unequal distribution 

To begin with, the world’s oil lay in many reservoirs of widely varying size. At 
the level of geologic provinces, more than 350 are known to contain crude oil 
and/or natural gas liquids. Of these, six account for more than 50% of known oil, 

                                                
77 This is much more so for foreign data of course. In the U.S., legal requirements for data report-
ing combine with inculcated habits of openness to provide reasonably good data. 
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20 for more than 75%, 49 for more than 90%, and 125 for more than 98%.78 
Figure 22 summarizes these data. 

 This pattern of very unequal amounts 
is repeated regardless of the level and  ex-
tent of analysis. It is of course exactly what 
we should anticipate from the ideas on how 
oil is formed that are set out in Appendix 
C: since it takes special and unusual condi-
tions to form oil, we expect to find most of 
it in a relatively few places where these 
conditions happened to prevail. Geologists 
believe that future discoveries of oil will fol-
low similar patterns, in that most of the oil 
that will be found will lie in only a few res-
ervoirs. 

Figure 22: World oil province sizes; very 
unequally distributed 

One implication is that the returns on 
exploration effort, in terms of amounts of 
oil found, diminish sharply with added ef-
fort. That is exactly the pattern that has 
been observed in the U.S., for instance, 
where the greatest concentrations were 
found in the 1930s. Returns on exploration 

effort have diminished ever since, notwithstanding greatly improved exploration 
technology and methods. So while impending shortages of oil can be expected to 
spur greater effort in exploration, we should not expect this to result in even a 
proportionate increase in oil discoveries. It is important to recognize that this is 
not a matter that can be changed in any fundamental way through improvement 
in technology: technology can make it easier to find the oil that exists, but cannot 
alter the amount or distribution of that which does exist. 
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The heterogeneity of reservoir sizes is one reason for heterogeneity of produc-
tion costs. Other things equal, the cost of putting in a well is largely independent 
of the size of reservoir it taps, so that large reservoirs yield more oil per unit of in-
vestment. The other major factor in production costs is accessibility, with costs in-
creasing in offshore and remote environments. The net effect can be seen in 
Figure 23, which shows estimates of how much more oil can be found and pro-
duced in land and immediate offshore waters of the U.S. as a function of cost.79 
Here too, diminishing returns are very apparent. 

                                                
78 Again, from [Klett et al 1997], Table 1. The six largest are the Mesopotamian Foredeep Basin 
(17.1% of total known crude oil + NGL), Greater Ghawar Uplift (8.7%), West Siberian Basin 
(8.3%), Zagros Fold Belt (7.1%), Rub Al Khali Basin (5.4%), and Volga-Ural Region (3.8%). 
79 The U.S. makes a good example since there are good data and the USGS to analyze them. There 
is every reason to believe that the patterns are typical of the world in general. 
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The net implication is that increases in oil prices associated with anticipated 
shortages will have only a fairly limited effect in increasing oil supplies. There is 
one aspect of the supply question which this does not address, however: recovery, or 
the percentage of the oil within the reservoir rock that can be recovered. Recovery 
varies a great deal with the geological conditions as well as the technology used, 

and yields of 50% or more are obtained in 
favorable conditions. But the general av-
erage recovery is more like 30%. If we ac-
cept the estimate that the world started 
out with about 3 trillion barrels of recov-
erable oil, then increasing recovery from 
30% on average to 40% would provide an 
additional 1,000 billion barrels.80 Thus 
there might be potential to stretch sup-
plies significantly through investment in 
production technology. 

Figure 23: Estimated production costs 
for oil yet to be discovered in U.S. 
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How much this can be relied upon to 
significantly change the story told by 
Chart 7 is another matter. There are three 
mutually-reinforcing problems: 

• This is the kind of technology which, 
so far, has not moved rapidly—as it 
would in order to materially cushion 
the sharp peaks of Chart 7. 

• Even once proven and put into prac-
tice, new production technology has not tended to result in major increases in 
production rates. The more usual effect has been to reduce the falloff in pro-
duction. 

• Because of the huge production rates envisioned by the middle of the 21st cen-
tury, even an added trillion barrels is unlikely to delay a decline by much more 
than 15 years. This seems surprising until we look at the curves of Chart 7 more 
closely. The difference in recoverable oil between the “mean” and “high” cases 
is about 900 million barrels—and the difference in peak year stretches signifi-
cantly beyond 15 years only if growth rates remain below 1% per year. 

We can certainly expect that economics-driven technology advances will have 
significant effects on discovery and recovery of oil. But it is much less clear that 
this will bring major changes in the “falling-off-the-cliff” peaks shown in Chart 7. It 
doesn’t seem as if we should count on it. 

                                                
80 That is, the 3 trillion barrels represent the 30% of the total that is assumed to be recoverable, so 
increasing the recovery yield to 40% increases recoverable oil by 1 trillion barrels to 4 trillion. 

 77



Onward and upward? 

Chart B1 makes it very clear that the USGS assessments have tended to report 
more and more oil as time goes on. Reviewing the assessments makes it clear that 
this growth reflects increases in both scope and quality of data [39]. The jump be-
tween two assessments shown in Chart B4 is particularly large because of the deci-
sion to include non-U.S. reserve growth. 

The current USGS assessment is not seen by its authors as any sort of final 
word. It is, they stress, not an assessment of “ultimate recoverable resources.” In-
stead, mindful of the technical and economic changes likely to come in the future 
and the uncertainties attending them, they elected to restrict themselves to fore-
casting the resources which might be expected to be added over three decades, 
through 2025 [40]. 

Whether this means that future USGS assessments will estimate yet higher lev-
els of resources seems quite unknowable.  

The skeptics 

Naturally, not everyone accepts the USGS assessments without reservation. In 
particular, of course, anyone with strongly-held doomster views will naturally be 
disposed toward skepticism about assessments that keep showing more resources.   

A prominent and very experienced French petroleum geologist, Jean H. La-
herrère, has published a critique of the most recent USGS assessment [41]. His 
paper was based on incomplete early information, however, and a good deal of 
what he says can be seen to be inapplicable on the basis of the full report. Other 
differences seem to reflect mostly a consistent preference on his part for quite 
conservative readings of most issues.  

Laherrère and another prominent European petroleum geologist, Colin J. 
Campbell, have jointly published an article in which they subscribe to estimates, 
previously published by Campbell, that the Earth’s original endowment of oil was 
no more than about 1,800 billion barrels—substantially less than that projected by 
the USGS [42].81 As can be seen from examining Chart B3, this would imply that 
there is essentially no oil to be found beyond today’s reported reserves, either 
through exploration or field growth. Campbell bases this projection largely on a 
belief that some of the largest reserve reports—those of Persian Gulf states—are 
mendacious, having been manipulated for political purposes. Thus he expects fu-
ture exploration and reserves growth to do no more than compensate for “hot air” 
now being reported as reserves.  

                                                
81 While the article antedates the most recent USGS assessment report, Laherrère’s published views 
seem to make it clear that he at least would not modify his predictions in the light of any subse-
quent knowledge. 
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Campbell and Laherrère are joined, to one extent or another, by a number of 
other respected geologists and other scientists in expressing doomsterist views 
[43]. For the most part, their pessimistic projections reflect data not unlike those 
used by the USGS. But in addition to viewing it in a more skeptical light, the critics 
also have (out of necessity, for want of resources) subjected it to much less search-
ing inquiry. 

Additionally, of course, there are those who accuse the USGS of deliberate 
fudging for “political” reasons, or gross bureaucratic incompetence. While the 
long history of the Geological Survey may have a few disreputable chapters, it is on 
the whole well regarded for the scientific objectivity and quality of its work. Like 
any organization (or individual) it may have reasons to find some truths harder to 
see than others, but it is not clear where the Survey would find a strong motivation 
for upward bias in its petroleum assessments. 

Abiogenic oil—what would it mean? 

As discussed in Appendix A, the standard theory of oil formation involves bio-
logical and geochemical transformation of the residues of ancient aquatic plant 
and animal life, principally single-cell organisms. But there is also an alternative 
theory, also outlined in Appendix A, that oil is formed from hydrocarbon com-
pounds that bubble up from deep within the Earth—known as the abiogenic theory 
of oil origin.  

The abiogenic theory is quite interesting and is not without its attractions, but 
at the moment there is very little direct evidence to support it—and a great deal of 
evidence to support the standard biogenic theory. But suppose that the abiogenic 
theory were to be proven true; how much difference would it make? 

For oil, it would seem unlikely to make very much difference.82 First, recall that 
to be producible, oil must lie in reservoirs contained in traps beneath imperme-
able cap rock. No trap, no oil—because it will rise to the surface and be lost in 
seeps. But the search for formations that could serve as traps is already a key com-
ponent of the search for oil.  

It is true that petroleum explorers look for traps that form a part of a geologi-
cal system thought to be associated with biogenic petroleum. In particular, they 
look for potential biogenic source rocks that are associated with traps. But they 
know that oil can migrate over considerable distances from source to trap, and 
thus are not too strict in insisting that traps have very nearby sources. Because of 
this, a very substantial portion of the places where any abiogenic oil might be dis-
covered are already on the USGS list of likely prospects. 

Some see abiogenic theory as exciting because they believe it would imply that 
oil resources are continually renewed by hydrocarbons streaming up from deep 

                                                
82 It might make a greater difference for gas. 
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within the Earth’s crust and upper mantle. They contrast this with biogenic oil 
which they believe must be non-renewable.  

This difference is an illusion which evaporates with clearer thinking. Biogenic 
oil would be renewed, too—organic residues are being deposited in mud at the 
bottom of bodies of water today that would eventually be transformed to oil. The 
question is not whether the oil is renewed, but how fast. The problem with biogenic 
renewal is that it is thought that oil is generated at a rate that is at least 1,000 times 
slower than the rate at which we are using it.  

Because the abiogenic theory is so speculative at this point, it is impossible to 
draw any credible quantitative estimates of renewal rates from it. But there are 
clear reasons for supposing that there cannot be a great deal of abiogenic renewal 
going on. 

Imagine that we have an oil trap that is being replenished with a continuing 
stream of hydrocarbons rising from deep within our planet. The situation is like 
that of a bowl inverted above an open flame. At first the smoke from the flame col-
lects at the high point in the bowl and is trapped. But as more smoke enters, it fills 
the bowl and eventually overflows from beneath the edges, rising up around the 
outside of the bowl.  

In the same way, if oil were streaming upward into the trap at a significant rate, 
it would eventually overflow and begin rising around the trap’s margins. Since the 
abiogenic theory envisions that hydrocarbon streams have been rising from the 
Earth’s mantle and crust for billions of years, by now all but the most newly 
formed of traps would long since have overflowed. We would see evidence of these 
overflows in the form of surface seeps. Seeps are certainly associated with some oil 
traps, but not too often. (Oil prospecting would be a great deal easier if oil reser-
voirs were almost always signaled by nearby seeps!) 

From this we can be sure that if there is indeed any abiogenic formation of oil, 
it must usually be so slow that traps are not filled to overflowing even over periods 
of hundreds of millions of years.83 Or perhaps so slow that seepage from overflow-
ing traps is too slight to be noticed. This would seem to suggest that any renewal of 
abiogenic oil would be no faster than that thought to be taking place biogeni-
cally—perhaps even slower. 

Thus we can say that: 

• Abiogenesis of oil may be conceivable, but is by no means well supported by 
evidence at this time. 

• If there is abiogenic oil, the great majority of it will be found in the same places 
one would look for biogenic oil. 

                                                
83 Because of the movement and working of the crust, traps will not often remain stable for billions 
of years. But many traps are known to have been stable for hundreds of millions of years. 
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• If there is abiogenic oil, its renewal will generally take place at rates which are 
exceedingly small relative to the rate at which oil is being consumed. 
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Appendix E 
Hydrocarbon fuels and alternatives 

It is often remarked that the past 150 years have seen a dramatic and progres-
sive transformation in the sources of energy and the amounts of energy utilized by 
human activities. Although there are many in our civilization who decry its energy-
intensiveness, the great majority even of them do not omit to travel about in mo-
torized vehicles or to live in homes with domestic heat and electric light. Even 
more fundamentally, few fail to work in industries which depend on energy for 
processing and transportation—for to do so would be to eschew employment 
other than subsistence agriculture. 

The vast majority of the energy we use comes ultimately from our Sun, which is 
a great thermonuclear furnace fuelled by an enormous quantity of hydrogen—
about 2×1027tons of it, a mass about 330,000 times that of the entire Earth. In many 
respects it would be desirable to provide for human energy needs by direct conver-
sion of solar energy. While considerable technical effort has been devoted to vari-
ous aspects of direct conversion, technically and economically viable solutions are 
not yet available for most needs. 

Fuels84

Hydrocarbon oil fuels 

As described in Appendix A, petroleum is a product of ancient life, preserved 
and transformed by biological and geological processes. It is ultimately a product 
of solar energy in that it was energy from the Sun that nourished the life forms 
which provided the original organic residues. Of course, the oil we extract today 
contains only a tiny fraction of the energy that fell on the earth in the past. Never-
theless, it provides a particularly convenient and concentrated form of fossilized 
energy. 

Petroleum-based fuels are composed almost entirely of hydrogen (H) and car-
bon (C). Both combine readily with oxygen, which of course is freely available in 
the atmosphere, and liberate considerable energy in so doing. Complete oxidation 
of hydrocarbons yields water (H2O) and carbon dioxide (CO2).  

The lighter hydrocarbons have the greatest yield of energy per mass burnt. 
That’s because they have the greatest ratio of H to C in their composition, and H 
yields about 3.7 times as much energy per unit of mass as C. However, the very 

                                                
84 [Weiss et al 2000] provides considerable information regarding fuels and their prospects in the 
context of the future of automobiles. It’s important to bear in mind, however, that what will work 
for a car may be quite ill-suited to aircraft, ships, or military vehicles—and conversely. 



lightest of hydrocarbon species (methane through butane) are gases at normal 
temperature and pressure, which makes them difficult to store compactly aboard 
ships, aircraft, and other vehicles. So it is gasoline—a mixture of the lightest of 
liquid hydrocarbons—that is used for most cars. 

For aircraft and ships, kerosene and similar weight hydrocarbon products—
heavier than gasoline—are preferred. One reason is that gasoline gives off large 
quantities of very flammable vapors, making it unsafe to carry in bulk unless spe-
cial precautions are taken. But the distillates used for aviation and marine gas tur-
bine fuels also benefit from being denser than gasoline, so that they yield more 
energy per volume even though a bit less per mass. And they are also somewhat 
less expensive.85

For home heating and industrial use, heavier products are preferred because 
they are even safer and less expensive, and getting the greatest possible heat en-
ergy per mass or volume tends to be less important in these applications. The 
heaviest liquid fractions generally go into making lubricants. And the tarry and 
semi-solid residues may be used either for industrial fuels or for products like pav-
ing asphalt. 

Gaseous hydrocarbon fuels 

The petroleum gases find major use both as fuels for domestic and industrial 
use and as feedstocks for conversion into a wide variety of industrial chemicals. 
The great majority of commercial production of hydrogen, ammonia, methanol, 
and plastics starts with natural gas, and that’s only skimming the surface of the 
uses of gaseous hydrocarbons. 

Some vehicles are fuelled by propane (C3H8), which is a gas under ordinary 
conditions.86 It turns to liquid at a temperature of –44°F at ordinary pressure and 
can be kept liquid at moderate pressure at ordinary temperatures, so it can be 
stored in pressure containers. It’s a desirable fuel in many respects, but the weight 
of the pressure vessels eats into its energy density.87 Because of the penalty in energy 
density, propane or LPG is only practical for vehicles where fuel weight is not cru-
cial. 

Liquefied natural gas (LNG) is used to fuel certain vehicles as well—principally 
buses, local delivery vehicles, and others whose missions do not make heavy de-

                                                
85 Of course gasoline is especially attractive for cars and recreational trucks because it is well suited 
to spark-ignition piston engines, which provide an economical light-duty power source. 
86 Liquid petroleum gas (LPG) also is used. It’s largely propane, with a little butane (C4H10) and 
traces of other gaseous petroleum fractions, and has properties that are very similar to those of 
pure propane. 
87 Energy density is a measure of the amount of energy that can be stored in a given weight (or a 
given volume, which may be more important for some applications). Various units are used, de-
pending on the purpose, and it’s important to be clear about what is and is not included in the 
definitions of weight and available energy. The term specific energy also is used. 
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mands on energy density and do require low emissions. It is principally methane 
(CH4), which can not be kept liquid above –100°F. LNG has to be stored in insu-
lated tankage, which further cuts into its energy density and creates a variety of 
practical problems. In most cases, natural gas fuelled vehicles use compressed 
natural gas (CNG), stored in tanks at a pressure typically about 3,000 lb/in2. This 
too results in poor energy density, but with fewer practical problems.88

Alcohols and ethers 

Many other substances are liquids under ordinary conditions and can be oxi-
dized to release energy. The most common are alcohols, of which only methanol 
and ethanol have much importance as fuels.89 A related compound, dimethyl ether, is 
gaining attention as a potential fuel as well. 

Methanol can be thought of as methane which has been partly oxidized in a 
certain way to make a liquid. In fact, methanol is usually produced from methane 
from natural gas. It is also derived from breakdown and distillation of woody plant 
material, but this tends to be somewhat more costly. Its chemical formula is written 
CH3OH, emphasizing that the oxygen occurs in a radical with hydrogen and is not 
bonded directly to the carbon. The principal problem with methanol as a fuel is 
that its energy density is poor.90 The addition of the oxygen atom to the methane 
molecule doubles its mass while adding no energy. Thus methanol delivers only 
about half as much energy per pound as methane. But in practical applications 
the energy density of methanol is generally better than that of liquefied methane 
because it can be stored in relatively simple uninsulated and unpressurized tanks. 
Still, its energy density is not much more than half that of gasoline or kerosene.91

Adding an oxygen atom to ethane results in ethanol, C2H5OH. It is most famil-
iar as the active ingredient of beer, wine, and distilled spirits. In addition to grain 
fermentation and distillation, ethanol can also be produced from natural gas or 
other hydrocarbon sources. It’s a better fuel than methanol in terms of energy 
density, since oxygen constitutes only about a third of its mass. But it’s also more 
expensive, and it still falls far short of liquid hydrocarbons in energy density. 

                                                
88 Compressed gaseous storage tends to be more attractive for small masses of fuel, cryogenic liquid 
storage for larger masses. But practical issues of supply often play a dominant role in the choice, 
tending to favor CNG. 
89 Methanol is also called methyl alcohol or wood alcohol, while ethanol is better known as ethyl al-
cohol or grain alcohol. 
90 There are also problems of toxicity and corrosion. Most fuels have practical problems of one sort 
or another which system engineers must work around. Such problems and the associated costs of-
ten are a factor in selecting one fuel over another. 
91 As a fuel for spark-ignition engines, methanol can be more attractive than this would suggest due 
to its very high resistance to knocking. It is difficult to employ in compression-ignition (Diesel) en-
gines. 
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If two methane molecules are each stripped of one hydrogen and joined by an 
oxygen, the result is dimethyl ether, CH3OCH3.

92 DME (as it is usually referred to) is 
normally a gas but, like propane, can easily be liquefied under moderate pressure. 
It is becoming widely employed as a propellant for aerosols and is receiving atten-
tion as a potential fuel. Unlike the alcohols, its characteristics suit it well for use as 
a Diesel fuel (but not for a fuel for spark-ignition engines).   

Agricultural and timber interests have promoted alcohol fuels as a means of 
expanding their markets. But in most cases the most economical source of alco-
hols (as of DME) is conversion from natural gas. Whether alcohols or DME are 
economically attractive as fuels is largely a function of the relative prices of oil and 
natural gas.93 But even where they are economically competitive with petroleum 
liquids on the basis of cost per unit of energy, factors of energy density and lack of 
infrastructure will work against their widespread use. 

Hydrogen 

In many ways, pure hydrogen makes a highly desirable fuel. Complete oxida-
tion of hydrogen produces about 2.8 times as much energy per unit of mass as hy-
drocarbon fuels. And it’s the ultimate in clean fuels, with only water for a product 
of combustion. 

The problem of course is that hydrogen is (a) a gas and (b) expensive. It can 
be stored in liquid form, but only at temperatures below –400°F. The heavily insu-
lated tankage required for this is expensive, heavy, and bulky.94 Compressed gase-
ous storage also is possible, but even storage at pressures of 5,000 lb/in2 is bulky 
relative to cryogenic liquid storage, and tends to be heavier except for small 
masses.95 One practical problem of all hydrogen systems is that the small size and 
mass of the H2 molecule results in high leakage rates through available seals and 
tank wall materials. This is exacerbated by the fact that liquid hydrogen will con-
stantly boil off some gaseous hydrogen unless actively refrigerated.  

Most hydrogen is evolved by decomposition of hydrocarbons. This tends to 
make it considerably more expensive than the hydrocarbons from which it is pro-

                                                
92 It will be noted that ethanol and dimethyl ether have exactly the same numbers of carbon, hy-
drogen, and oxygen atoms in each molecule—2, 6, and 1, respectively. But the different structural 
ways in which the atoms are joined give the two compounds significantly different characteristics. 
93 Stranded or remote gas—gas too far from markets to be economic for pipeline transport—may be 
attractive as feedstock for conversion to alcohols or DME in an on-site plant if the costs of produc-
ing the gas itself are low, since the long-distance transportation costs per unit mass of liquid are 
much lower than for compressed or liquefied gases. Many gas deposits are known to exist in such 
remote areas.  
94 Even in liquid form, hydrogen occupies roughly ten times as much volume as a comparable mass 
of hydrocarbon fuel.  
95 Hydrogen can also be stored at moderate pressure and temperature in solid metal hydride com-
pounds, but this generally is not attractive relative to the other two choices. 
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duced. Hydrogen can be made by decomposition of water, but this is more expen-
sive still, except in cases where electricity is unusually cheap. 

Hydrogen is often viewed as especially liable to present a risk of explosion, but 
this does not stand up either to rational engineering analysis or review of the ex-
tensive experience with hydrogen in industrial and other applications. Hydrogen’s 
inherent leakage problems do require care in design and operation of hydrogen 
systems, however, to avoid dangerous collections of gas. 

Summing up on fuels 

It is very difficult to improve on liquid hydrocarbons as fuels. The first thing 
that makes a good fuel is a fairly stable liquid form and storability, which many hy-
drocarbon products provide. Then it is very desirable to have as much hydrogen as 
we can get, and hydrocarbons go about as far in this direction as is possible with 
liquids. It’s important that the other constituents be combustible with good energy 
release and acceptable reaction products, a role that carbon fills pretty well. Fi-
nally, a practical fuel needs to have tolerable levels of toxicity, corrosiveness, and 
explosion hazard—also satisfied by many petroleum-based hydrocarbons. 

Alcohols burn well but fall short because a third to a half of their mass is tied 
up in oxygen which provides little or no benefit for use as a fuel. Hydrogen is very 
desirable in many ways as a fuel, but there is no good and economical solution at 
this point to the engineering problems of hydrogen storage. 

It is difficult to be precise about energy densities, due to many variations 
among systems, but even approximate figures are revealing. As a broad generaliza-
tion, vehicles fueled with liquid hydrocarbons (or alcohols) generally have fuel sys-
tems that weigh between 5% and 20% as much as the full load of fuel they handle. 
For compressed natural gas or liquid hydrogen, this typically becomes 500% or so. 
This implies that alcohol-fueled vehicles will have energy weight densities that are 
worse than those of vehicles running on liquid hydrocarbons by at least one-
third.96 For CNG vehicles, the handicap is something like three-quarters—
prohibitive for many vehicles. With careful engineering, vehicles fueled with liquid 
hydrogen may have energy weight densities approaching those of hydrocarbon-
fueled vehicles, due to the high energy content per pound of hydrogen. But their 
energy density on a volume basis is significantly worse, which is a problem for 
many vehicle types that tend to have volume problems in any event. 

                                                
96 This might not be especially serious in some cases of vehicles with piston internal combustion 
engines, as such engines can be made to perform especially well on alcohols, which are very resis-
tant to pre-ignition knocking. It is prohibitive, however, for high-performance gas-turbine vehicles 
such as aircraft. 
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Non-petroleum solutions 

All of the fuels discussed in the preceding section are generally made from pe-
troleum. Where they can be made from non-petroleum feedstocks, the price is 
usually increased significantly.  

One thing that almost everyone agreed on is that should petroleum ever begin 
to run short, other sources of energy will be developed to take their place. Only 
the very darkest of doomsters generally dispute this. Where there is difference is 
on how much cost and disruption this will involve, and the path it will take. 

This section will briefly examine a fairly lengthy list of alternative energy 
sources that have been proposed at one time or another: 

• Hydrocarbon fuels manufactured from: 

y Natural gas 

y Coal 

y Shale 

y Tar sands 

y Biomass 

• Alcohol fuels manufactured from: 

y Biomass 

y Grain 

• Gas hydrates 

• Solar energy: 

y Direct use 

y To decompose water for hydrogen 

• Electrical energy from batteries 

• Fuel cells 

• Nuclear fission 

• Thermonuclear fusion 

• Highly-speculative concepts: 

y Zero-point energy 

y “Cold fusion” 

These are very much comparisons of apples and oranges—and bricks as well.  
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Important preliminaries 

Everyone knows that substances can be combined or decomposed in chemical 
reactions to make new substances. If one mixes hydrogen and oxygen in the right 
quantities and gives the reaction a little nudge (say with a spark), they will com-
bine to form water: 

 2H + O → H2O + energy 

We write “+ energy” because this is an exothermic reaction that liberates energy—
indeed, hydrogen and oxygen will detonate when combined.97 With somewhat 
more trouble, the reaction can be made to run the other way: 

 H2O + energy → 2H + O 

That is, water can be decomposed (usually by electrolysis, which is to say by pass-
ing an electrical current through it) endothermically to yield oxygen and hydrogen. 
When doing this, it is necessary to take care to remove the products—the oxygen 
and hydrogen—from the reaction as they are formed, as otherwise they will simply 
recombine to form water. The efficiency with which this separation of the reaction 
products is achieved will contribute to the yield  of the process, meaning the pro-
portion of the oxygen and hydrogen that are actually recovered (as opposed to re-
combining and so being lost to us). Often, getting higher yields means increasing 
the complexity of the process and the equipment necessary for it. 

Can we get there from here? 

Thus combining oxygen and hydrogen to form water proceeds very easily (too 
easily for safety!) but separating oxygen and hydrogen from water is much more 
difficult and complex. The natural consequence of this is that we don’t find free 
hydrogen and oxygen in nature, waiting to be combined to form water and give up 
energy—such reactions have already taken place on their own. This simple case il-
lustrates a general truth about chemical reactions: some all but manage them-
selves, while others require very substantial intervention. The ones we want to ac-
complish will usually be the difficult ones, because the easy ones will normally al-
ready have taken place in nature, leaving the desired products lying about for our 
use.  

In principle, it is possible to synthesize any given hydrocarbon species from 
elemental hydrogen and carbon, or from any convenient source thereof. For in-
stance, suppose we wanted octane. We could write down a chemical equation for 
its synthesis from water (from the sea, say) and carbon dioxide (from the air, or 
underground deposits): 

 8CO2 + 9H2O + energy → C8H18 + 25O 

                                                
97 It would be more correct to write the equation as 2H2 + O2 → 2H2O + energy, since both oxygen 
and hydrogen occur in two-atom molecules and not as single atoms. But we will use the simpler 
atomic form for clarity. 
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This looks like the earlier equations, but in reality it would probably take a very 
complex multi-stage process to accomplish this, with many intermediary products. 
At each stage the yield would be less than 100%, and losses can mount up. For in-
stance, if a five-stage process has a 50% yield at each intermediate stage the overall 
yield will be (0.5)5 = 3%. This would probably be pretty uneconomical and lead to 
a search for ways to increase stage yields. If they could be raised to 80% per stage 
then the overall yield goes up to (0.8)5 = 33%. But this might involve very complex 
and costly equipment. 

Making it all add up 

Even though the feedstocks of water and carbon dioxide may be available at lit-
tle cost, synthesis of hydrocarbon fuels in this way would involve great expense be-
cause of the complexity of the plant, as well as the large energy inputs. In general, 
it is helpful to keep in mind the accounting equation: 

 Feedstock cost + Plant capital cost + Plant operating cost – Subsidy = Fuel cost 

If we assume no subsidy (or comparable subsidies for all alternatives) then the 
problem is to find a process which will minimize the sum of the feedstock, capital, 
and operating costs. In many cases it will be valid to assume that energy input is 
the dominant operating cost. Even with this simplification, there are many vari-
ables to be taken into account, making the problem very complex. 

An additional complication is that many processes produce two or more prod-
uct streams, for two or more different markets. For instance, some processes pro-
duce both methanol and ammonia (NH3). In such a multi-product process, the 
economics depend on the dynamics of all the markets into which products are 
sold. A process which produces fuels in volumes that are great enough to have a 
significant market share will typically also be producing its other products in vol-
umes that are large for their markets, thus making prediction of market prices very 
complex and uncertain. 

Add time, money, knowledge—and luck 

It is also important to recognize that large-scale production of fuels is a prob-
lem of chemical engineering. There has been enough experience in chemical en-
gineering to provide some useful perspective.98 Chemical engineering starts with 
chemistry, with a reaction or series of reactions that has the potential to yield the 
desired products. A sequence of process steps is designed to carry out the reac-
tions at high rates in large quantity. The process design involves considerations 
not only of chemistry but also of the physical handling of reactants and products. 
Then a plant is designed to implement the process.  

                                                
98 Large-scale chemical production began in the middle of the 19th century. The petroleum industry 
was a great stimulus to the development of chemical engineering as a discipline. 
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Elaborate computer calculations can give a great deal of information about the 
operation of a plant before it is built. But neither the scientific knowledge of the 
processes nor the capacity of the most powerful computers is adequate to permit a 
completely faithful “virtual plant” to be built.99 Thus, one or more pilot plants are 
generally built to gain data and experience with the process before full-scale pro-
duction plants are constructed. Even so, the full-scale plant may reveal phenom-
ena not apparent at pilot scale. 

One aspect of process design that is particularly crucial is that of catalysis. Cata-
lysts are substances which enter into a chemical reaction and increase its rate 
and/or specificity without themselves being transformed in it. Catalysts very often 
make the difference between a practical, economic process and one which is en-
tirely infeasible. Their operation can be extremely complex and is by no means 
fully understood. Finding effective and affordable catalysts for a given process 
generally involves considerable trial and error, even with the best of theoretical 
models.100 But finding and developing catalysts is frequently the key to successful 
chemical engineering.101 It is conceivable that a catalyst might someday be found 
to enable the direct and selective synthesis of liquid hydrocarbons from water and 
carbon dioxide. 

Another mechanism that is coming to have increasing importance in processes 
is molecular membranes or sieves for filtering. These are made to pass molecules 
of one species and not others, and hence can be used for low-energy separation of 
substances that are in solution.102

A process will not be brought on line for production until it can be operated 
economically.103 But further study and experimentation often leads to consider-
able improvements and refinements, which may greatly improve process econom-
ics. Thus a process may start out filling a specialty or niche market (or one in 
which there is a subsidy, for one reason or another) and then later be refined to 
form the basis for a mass market. 

                                                
99 The comment about limitations of computer capacity may surprise those accustomed to thinking 
of this as a time of “computational plenty”. It is true, however, that there are processes whose dy-
namical equations can not be solved in practical lengths of time by any existing computer. An ex-
ample is that of fluid flow, a process important in almost everything involving chemical engineer-
ing. The governing equations, the Navier-Stokes equations, have been known for nearly two centu-
ries, but computers something like a billion times more powerful than today’s best will be needed 
to provide good solutions for cases of realistic complexity. And some processes involve phenomena 
that are orders of magnitude more complex. 
100 Moreover, for many important categories of catalysts, virtually no theoretical models are avail-
able at all. 
101 “Developing” comes in because details of physical and chemical form can make a large differ-
ence in the effectiveness and economy of a catalyst. 
102 There are a great many such membranes in nature and many biological processes depend on 
them. Observation of natural membranes did much to stimulate research in the area 
103 Unless there has been a mistake, which sometimes happens even now… 
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The point of all this is that large-scale chemical engineering requires time and 
resources as well as skill and knowledge—and a certain amount of good fortune. 
To go from laboratory demonstration to economical mass operation on the scales 
necessary for fuels will generally take not less then a decade and billions of dollars. 
It can easily take a great deal more. 

How much does it really cost? 

It is extremely important to know how much it will cost to produce fuels (or 
other forms of energy) by various processes—and extremely difficult to find out. 
There are two largely separate classes of reasons: 

• Until a process is online and in full production, its costs are always subject to 
real uncertainty. That should be obvious from the preceding discussion of the 
facts of life in chemical engineering. While improved scientific knowledge has 
reduced uncertainties, they remain considerable. In most cases surprises will be 
unpleasant ones, leading to higher costs, not lower. 

• Those who have the greatest knowledge of a process usually have a commercial 
or bureaucratic interest in its success, and are naturally ill-disposed to share in-
formation which might damage their interests. 

The general rule is that it is best to be piercingly skeptical of cost estimates un-
til they have been very thoroughly examined in light of full technical and eco-
nomic information—and at least moderately skeptical thereafter. The cost esti-
mates often behave in ways that will be familiar to those with experience in other 
areas of engineering. A typical scenario might involve a newly-designed process 
which is estimated to be able to produce the product at a cost of, say, $150/ton. As 
work progresses and more is learned (or revealed), the cost climbs to, say, 
$300/ton. If the project nevertheless proceeds to production and if production is 
successful and economic, then improvements are developed which may enable the 
process to fulfill or even exceed its initial expectations. The cost may eventually 
come down to, say, $125/ton. But this typically takes decades, during much of 
which the process has been far from meeting its original goals. Knowing all this, 
and recognizing the very high initial investments typically required, commercial 
interests tend to be quite cautious about investing in untried processes.104

Manufacture of hydrocarbon fuels105

Because liquid hydrocarbon fuels have many desirable properties and can be 
used with existing engines and fuel infrastructure, their manufacture from other 
sources may be the most attractive substitute for their extraction/transformation 
from crude oil. There are a number of processes for doing this, starting with a va-
                                                
104 For a thought-provoking economic perspective on the chemical industry and chemical engineer-
ing see [Landau & Rosenberg 1991]. 
105 For a much deeper treatment of most of the issues of this section see [NRC 1990]. Another valu-
able overview of all hydrocarbon resources is [Rogner 1997]. 
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riety of feedstocks. They can be divided into two general classes: direct processes 
and F-T processes. None offers attractive economics under present circumstances, 
but some show promise. 

F-T processes 

If we begin with a carbon-rich feedstock, we can add oxygen and steam and 
oxidize the carbon partly, under pressure, generating heat and carbon monoxide 
(CO) plus hydrogen. This CO + H2 mixture (which will also generally contain a va-
riety of other substances in lesser concentration) is called synthesis gas, or syngas. 
Syngas has been used for many decades as a starting point for synthesis of a variety 
of carbon-hydrogen compounds, including hydrocarbons. 

The processes used to produce hydrocarbons (and related substances) from 
syngas are known generically as Fischer-Tropsch (or F-T) processes, after the men 
who invented the first such process in 1923. This involves reacting the CO and H2 
over a catalyst.106 Depending on the specific catalyst and the reaction conditions, 
an F-T process can synthesize various hydrocarbons, with water and/or carbon di-
oxide and considerable heat as byproducts. The syngas input must be of high pu-
rity (to avoid poisoning the catalysts) and comprised of hydrogen and carbon 
monoxide in the right proportions. 

The hydrocarbon output will be a synthetic crude oil or syncrude which must be 
refined and reformed to produce the desired fuel products. Because the syncrude 
is made from a highly purified syngas, it contains few undesirable contaminants 
such as sulfur and thus is easy and economical to refine. F-T syncrudes are particu-
larly desirable as feedstocks for Diesel fuels. 

The raw input for the syngas step can, in principle, come from virtually any-
thing that contains carbon—natural gas, coal, wood byproducts, etc. The more 
hydrogen and the fewer contaminants the easier and simpler the process. Even if 
the raw input is inexpensive and high in quality, the cost of F-T based processes 
tends to be fairly high, driven by the cost to produce oxygen and build the com-
plex, multi-stage plant. The most economical variants of the F-T process tend to 
produce quite a lot of carbon dioxide, an undesirable greenhouse gas. Reliance 
on wood byproducts or other biomass as a source of syngas or of hydrogen to en-
rich the syngas from other sources can reduce or even eliminate net additions of 
CO2 to the atmosphere, but at present this increases the complexity and cost of the 
overall process. 

Direct processes 

Direct processes depend on sophisticated catalyst systems to go from the input 
carbon source (plus sources of hydrogen) to hydrocarbons in a single process step 
[44]. These processes are still quite experimental and so far are restricted to high 

                                                
106 These are relatively simply catalyst systems, usually cobalt, iron, or nickel in various forms. 
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quality feedstocks with good hydrogen content (which is to say, natural gas), but 
the potential they offer for simplification is attractive and could lead to low costs. 

Coal 

Coal can yield liquid hydrocarbons via F-T processes, but there are other routes 
to liquefaction as well [45]. All require considerable extra hydrogen, since coal is 
generally low in hydrogen, and this tends to make them relatively expensive. The 
large reserves of coal in the U.S. and the economic importance of the coal indus-
try have stimulated a good deal of government-funded research in this area. 

It is common to find methane trapped in coal-bearing formations. (This is the 
source of the disastrous explosions that sometimes wrack coalmines, and a danger 
that miners work to recognize and avoid.) In the United States, coalbed methane 
is often drawn off and exploited as natural gas, accounting for about 4% of domes-
tic natural gas. There is interest in extending this to other coal regions. The proc-
ess of producing coalbed gas usually requires breaking up the coal to release it 
[46]. 

Oil shales 

So-called “oil shales” are something of a special case. Essentially, these are 
kerogen-containing source rocks whose geologic history has never carried them to 
the depth/temperature regime at which the kerogen would be converted to oil. 
They are of special interest to the U.S., since we have vast quantities of oil shale 
rich in kerogen lying at relatively shallow depths in the West.  

The kerogen in these shales can be made to yield crude oil by simulating the 
natural processes—heating the kerogen. But kerogen is an insoluble waxy solid 
that will not flow through the pore spaces of the rock. Thus it is necessary to exca-
vate and crush the rock to obtain the kerogen. The crushed rock is sized and 
heated to about 500°C in a retort, producing oil, gas, and coal-like char (which is 
burned to provide the process heat). Further processing is needed to make the oil 
flow freely enough for pipeline transport to a refinery. 

To produce significant quantities of fuels, oil shales would have to be mined on 
vast scales—typically, a ton of ore is needed to produce one-half to two-thirds of a 
barrel of oil. Disposal of ore fines, excess tailings, and retort wastes, restoration of 
the mine pits, and cleanup of stack emissions present significant problems that 
add to the expense of oil shale exploitation. 

While oil has been produced from shales in the past, there does not appear to 
be any genuine economic (as opposed to experimental or demonstration) pro-
duction at this time. There may be a few cases where unusually shallow shale de-
posits of unusual richness can be exploited at competitive costs, but this is dis-
tinctly not the rule. 
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Tar sands 

These are unconsolidated sediments that contain bitumen, a tarry substance 
rich in hydrocarbons, thought to have been created by biodegradation of oil. The 
bitumen won’t flow through the sediments and so cannot be tapped by drilling as 
conventional crude can. But the tar sands can be mined like oil shales. Extraction 
of the bitumen from crushed ore is simplified by its solubility; it is dissolved in hot 
water or oil (depending on the composition of the bitumen and ore) before 
thermal processing [47]. In western Canada, where there are very large tar sands 
deposits at accessible depths, there are several commercial operations.107 While the 
solvent extraction process is better developed and somewhat more economical 
than the retorting processes used for oil shales, the challenges and costs of tar 
sands exploitation tend to be similar in other respects. There is economic produc-
tion of oil from tar sands on a limited scale in Canada. 

There are also borderline deposits of heavy oils which may be produced from 
wells if the oil is made to flow through injection of steam or like means. And there 
are proposals to treat tar sands in situ so as to form products capable of being 
lifted by wells. Heavy oils frequently have heavy concentrations of undesirable con-
taminants such as sulfur and heavy metals, adding further to the complication and 
expense of exploiting them.  

Manufacture of alcohol fuels 

For the most part, the alcohol story is much like the hydrocarbon story. While 
alcohols traditionally were produced by fermentation and distillation, or as by-
products of charcoal production in the case of methanol, most alcohol is now 
produced from petroleum feedstocks—principally natural gas.  

A partial exception is ethanol (grain alcohol), where all production for human 
consumption and a considerable proportion of that for industrial purposes is still 
from fermentation and distillation of grains. Many people would like to see 
greater use of biologically-produced alcohols as fuels, believing that this represents 
a “clean” and “natural” source of fuel that would avoid emissions of greenhouse 
gases.108 (Many others, of course, would like to see it because this would benefit 
their particular economic interests.) We will take up the question of biomass fuels 
below. 

                                                
107 Two of them provide informative Web sites with illustrated explanations of their operations: 
http://www.suncor.com/ and http://www.syncrude.com/. 
108 Burning alcohol emits carbon dioxide just as burning hydrocarbons do, of course. But growing 
more crops and trees to make more alcohol takes carbon dioxide out of the atmosphere, since 
plants intake CO2 and break it down to carbon and oxygen, incorporating the carbon in their own 
structure. Thus, in principle plants provide a “renewable” source of fuel that does not contribute to 
climate change. 
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Gas hydrates 

It has relatively recently been discovered that large quantities of methane exist 
in a form previously unsuspected—oceanic gas hydrates. If economical ways can be 
found to extract them, this would substantially increase the world’s estimated 
natural gas resources. At the moment, this appears to be a rather remote prospect, 
but our knowledge is scanty enough to make a pleasant surprise conceivable. 
There are also some darker possibilities, including serious environmental prob-
lems.109

In a gas hydrate (or clathrate hydrate, a somewhat more inclusive term), gas 
molecules are incorporated within a crystalline “cage” structure of water molecules 
somewhat like ordinary ice. Several different structures are known, some of which 
can accommodate relatively large molecules. The most common natural clathrate 
hydrates contain light gases, however, including hydrogen, helium, carbon diox-
ide, and (especially) methane. When a quantity of gas hydrate breaks down (due 
to some combination of heat and low pressure) it releases water and the previ-
ously-trapped gas. 

The typical natural history of methane hydrates appears to start with bits of or-
ganic residues buried in sediments that have not yet consolidated into rock. They 
are metabolized by bacteria living in the sediments, who produce methane as a 
metabolic waste. Light methane molecules bubble up through the water-filled 
pores of the sediment. Much methane is consumed by other bacteria which, in a 
complicated process, oxidize it to produce CO2 and water. Most of the remaining 
methane eventually reaches the surface and is lost to the atmosphere or sea. But as 
the remaining methane rises it encounters decreasing temperatures, particularly 
in high latitude areas, or in sea bottom. Eventually, some of it reaches a level at 
which the temperature is relatively low while the pressure remains moderately 
high—conditions favorable for hydrate formation. For instance, methane hydrate 
will form at a depth of 1km below the surface if the temperature falls below about  
15°C, while at 100m depth a temperature of about –15°C will trigger hydrate for-
mation.  

Naturally, as hydrate crystals form, they are trapped within the pore space of 
the sediment and do not rise as free methane will. As more hydrate accumulates, it 
can come to form an essentially continuous layer in which virtually all of the pore 
space is occupied by hydrate crystals. Thereafter, methane rising beneath this layer 
is trapped under it. Thus a considerable layer can form in which much of the 
sediment’s pore space is occupied by trapped free methane. 

All this happens most frequently beneath the sea, especially below the slopes of 
the continental shelves. Methane hydrate layers can also be found in some cases at 

                                                
109 As yet, standard reference sources provide little on gas hydrates. For accessible overviews see 
[Haq 1998], [Simpson 1999] and [Kleinberg & Brewer 2001]. 
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high latitudes on land, generally beneath permafrost, where the low temperatures 
allow hydrates to form at relatively low pressures. 

It is obvious that it is difficult to extract hydrates buried beneath the sea floor 
or permafrost. In fact, it has been difficult even to recover very much of this mate-
rial for scientific study. Estimates have been made of how much gas hydrate lies 
buried based on seismic sounding in a few areas, extrapolated to a worldwide ba-
sis. Of course these estimates are highly uncertain, but there is not much doubt 
that the total amount of methane in hydrates and in free form trapped beneath 
hydrate layers is very large—probably amounting to more than half of all known 
hydrocarbons. However, the inaccessible locations, combined with the fact that 
most hydrate methane is thinly distributed, make it very difficult to see how it can 
be extracted at affordable cost.  

There may be some areas in which hydrate concentrations are high enough to 
make exploitation economically feasible. This seems particularly likely in cases 
where the hydrates form the seal over an economic reservoir of free natural gas. In 
such cases it is possible that spontaneous decomposition of hydrates as the under-
lying free gas is produced (thus lowering pressure beneath the hydrate layer and 
allowing decomposition) will increase gas recovery. It is thought by some that this 
has already occurred in the Messoyakha gas field, in the Russian arctic, on the 
shores of the Kara Sea, where the gas is overlain by hydrates. However, few hydrate 
deposits are located in places that would be economical for gas production at pre-
sent, even if there were quite rich reservoirs beneath them. 

 Commercial energy companies have been exploring the potentials for hy-
drates but have yet to make major investments.110

Energy from the Sun—electrical and thermal 111

In principle, the great majority of the energy we use is solar in origin. But most 
of this is fossilized solar energy. We continue, however, to receive vast quantities of 
energy from the Sun, falling on Earth every day in the form of light and heat ra-
diation. Of course some of this goes to making our world warm enough to support 
life, providing energy for plant photosynthesis, and powering the circulation of 
the atmosphere and oceans. But what is left over would be ample to meet all of 
humankind’s energy needs, if we could harness a fraction of it. 

                                                
110 The environmental concern about hydrates stems from methane’s role as a greenhouse gas. 
What if some catastrophic event were to result in decomposition of large quantities of hydrates and 
the release of massive amounts of methane? There is pretty strong evidence that this has actually 
occurred in the Earth’s past, contributing to some of the instances of drastic climate change that 
can be discerned in the geological record. See [Bains et al 2000] and [Hesselbro et al 2000]. Such 
unpleasant possibilities should logically have no effect on schemes to exploit hydrates unless these 
somehow involve some mechanism that could trigger massive release. But it is easy to imagine a less 
logical public response. 
111 In addition to standard reference sources, this section relies on [Stone 1993], and also draws 
from [Dostrovsky 1991] and [Service 1998a]. 
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A spacecraft near the orbit of Earth can rely on receiving 1.37kW per square 
meter of surface that is turned directly toward the Sun. But at the Earth’s surface, 
the energy received from the Sun is diminished because of attenuation by the at-
mosphere and also because the planet’s curvature and rotation mean that surfaces 
are mostly either oblique to the Sun’s rays or entirely shielded from them. On av-
erage, the solar energy received at sea will vary from as much as 250W/m2 in the 
sunniest Equatorial regions to less than 100W/m2 in the cloudy parts of seas at lati-
tudes more than 40° from the Equator, averaged over the day and year. With rea-
sonable conversion efficiencies, it would take a collecting area of more than an 
acre to provide the 100kW needed by a modest-sized ship or tactical aircraft. This 
is clearly out of the question, so we can immediately rule out any notion of direct 
solar power for such purposes.112

In fixed sites,  solar electrical power is a commercial reality in many applica-
tions. This is not based on direct cost competition with conventional hydrocarbon-
fueled generating plants, which can produce power for a fraction of what solar 
power costs. It is the flexibility and modularity of solar systems that makes them 
competitive. In many circumstances, a solar power source will be a sensible alter-
native if wires must be otherwise be run for only a few hundred yards from existing 
power lines. But where large amounts of electricity are used in a concentrated 
area, solar power is not competitive at this time.113

It has been suggested that using sunlight to split water in order to produce hy-
drogen would be a very attractive source of fuel, since it would seemingly involve 
no harmful environmental effects.114 At present, however, the costs of this are 
vastly greater than those of hydrocarbon fuels. Technological progress has been 
made in laboratory demonstrations, but such schemes are a very long way from 
economic feasibility [48]. 

Energy from the Sun—photosynthesis and biomass115

Since before history began, humans have been fermenting sugars from plants 
to obtain ethanol. Distillation has been used for more than a millennium to con-
centrate and purify ethanol from grain fermentation products and methanol from 
charcoal residues. As noted above, ethanol and methanol can be used as transpor-
tation fuels in themselves, or as feedstocks for synthesis of hydrocarbons.  

                                                
112 This is to say nothing of the other problems that would be involved, such as storage of energy to 
see the vehicle through the night or periods of heavy cloud cover. 
113 Improvements in both efficiency and cost continue to be made and solar cells—photovoltaic 
cells—may well become an economically attractive alternative to conventional central station elec-
trical generating plants in the future. 
114 This neglects the environmental effects of manufacture of the apparatus for water splitting, 
which can be significant. 
115 This section is based on the comprehensive review [Kheshgi, Prince & Marland 2000]. 
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Another ancient fuel product of plant origin is oil pressed from seeds, which 
can be refined to produce light and middle distillates for Diesel fuels and like 
uses. 

Plants use pigments (especially chlorophylls) and enzymes (proteins which 
serve as catalysts) to synthesize sugars out of carbon dioxide from the atmosphere 
and water from the ground and atmosphere in a process called photosynthesis.116 
These sugars serve as fuel and raw material for other enzymes to synthesize the 
proteins, carbohydrates, oils, cellulose, and other substances needed by the plant. 

Energy for photosynthesis of sugars comes from the sun. Ideally, the most effi-
cient of land plants convert solar energy falling on their leaves into the chemical 
energy of sugar with an efficiency of 6.7%. Averaged over the acreage of the fields, 
the best results obtained in agriculture translate to effective efficiencies of less 
than 1%. This low efficiency in converting sunlight to chemical energy means that 
the yield of fuel per acre is low. The best results obtained to date amount to less 
than 15bbl/acre/year of ethanol—the energy equivalent of less than 10bbl of 
oil.117

This low density of production has two important implications: 

• A great deal of land would be required to produce large quantities of biomass 
fuels  

• Production of biomass fuels itself takes a lot of energy to sow, cultivate, harvest 
and bring in the crop over a broad area 

The land required to grow enough biomass to replace a significant fraction of 
petroleum would impinge seriously on food production. In the U.S., for instance, 
it has been estimated that less than 10% of gasoline consumption could be substi-
tuted with corn-based ethanol by using arable land not needed for food and other 
commercial crops. 

The large inputs of land and energy needed to produce biomass fuels makes 
them expensive. Moreover, because energy is so large an input, the production 
cost rises significantly as energy prices increase. 

Because oils are a secondary product of plant biosynthesis, the economics of oil 
production by plants tend to be even more discouraging. 

Aquatic plants may provide a more economic source in certain circumstances. 
Microalgae can be highly productive, particularly in an environment that is very 
rich in carbon dioxide. In shallow tanks they might serve as CO2 scrubbers for 
power plants while producing biomass sufficient for perhaps 100bbl/acre/year of 
oil. But this is far from large-scale commercialization, and the capital cost of tanks 
and CO2 supply is an obvious constraint on the economics of biomass fuel produc-
tion by such means. 
                                                
116 The “waste products” of this synthesis include oxygen, which makes animal life possible. 
117 This from sugarcane in Brazil. 
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Electricity and batteries 

A century ago, electric powered cars and boats were relatively common. They 
depended on power from storage batteries carried aboard the vehicle and re-
charged when it was not in use. The smoothness, silence, and cleanliness were at-
tractive, but the low performance, high weight, and cost were not. 

One major class of vehicles powered by storage batteries has persisted to this 
day: Diesel-electric submarines (which run on storage batteries when submerged 
too deeply to obtain air for their Diesel engines). There have been improvements 
in technology and design of batteries for these submarines over the years, but bat-
tery propulsion remains severely limiting for them. It is notable that those navies 
which depend on submarines for overseas duties have all gone to nuclear propul-
sion, notwithstanding its much greater expense.  

Environmental concerns prompted a revival of electric automobiles in the 
1980s and 1990s. Hopes were raised that improved technologies for batteries 
would significantly improve the practicability and cost of these cars, but these ex-
pectations have not been met and it is now generally conceded that pure electric 
cars are not likely to see wide use. 

The fundamental problem with batteries is that they store very little energy 
relative to their weight and volume, and release it slowly. At very best, a battery will 
store considerably less than 5% as much energy as an equal mass devoted to a tank 
full of hydrocarbon fuel [49]. Even though electric motors make much more effi-
cient use of electricity than Diesel or gas turbine engines do of fuel, this results in 
a prohibitive penalty on battery power systems. A further drawback, if one were 
needed, is the slowness of the recharging process. 

Fuel cells 

Fuel cells are an alternative means of using fuels, not a substitute for fuels. But 
they merit attention.118

It was remarked above that water can be split into hydrogen and oxygen by 
passing an electric current through it, in a process known as electrolysis. An early 
electrolysis experimenter, William Grove, noted that when he allowed the hydro-
gen and oxygen to recombine in his apparatus, a current was generated—and the 
fuel cell was born. In essence, a fuel cell takes the energy out of oxidation reac-
tions in the form of a flow of electrons (that is, electric current) rather than the 
heat that is the yield of combustion in a Diesel or gas turbine engine. It physically 
                                                
118 Fuel cells are a hot topic and there are many useful sources. For a very brief but informative 
overview of current efforts see [Service 1999]. A more extensive survey is [Srinivasan et al 1999]. An 
accessible introduction to the physical fundamentals is provided by [Kartha & Grimes 1994]. [Ap-
pleby 1999] provides a good summary of the engineering aspects of fuel cells for road vehicles, 
many of which apply to other vehicle applications as well. Basic but useful treatments include 
[Thomas & Zalbowitz] and [Economist 1997a]. Standard references provide useful summaries, but 
are not always up to date in this fast-moving field.  
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separates the stages of the reaction—stages that take place nearly instantaneously 
in ordinary combustion—and makes the partial products follow different routes to 
complete the reaction. Electrons are one of these partial products and they are 
made to do work by their flow on the way to helping to form the water that is the 
final product. The means and routes for doing this vary quite a bit between various 
fuel cell types, but they all work on this fundamental principle.119

Grove published his results in 1839. The attractions of fuel cells were clearly 
recognized and a number of 19th century scientists and inventors built experimen-
tal units. It wasn’t until the 1930s, however, that fuel cells were made that could 
operate more than briefly, and not until the 1960s that they found practical appli-
cation, when cells operating on hydrogen and oxygen went into space as electricity 
generators for U.S. manned spacecraft. Fuel cells also found uses in deep submer-
gence vehicles. These cells worked very well and produced good output for their 
size—but cost more than 1,000 times as much as an ordinary Diesel generator of 
comparable output.  

Fuel cells are seemingly very simple, with few of the complex mechanisms of 
combustion engines. But this is deceptive, for the electro-chemistry that underlies 
their operation is extremely complex, and not at all thoroughly understood. Find-
ing catalysts, materials and configurations that work well (at affordable cost) has 
been a slow process involving much trial and error—160 years of it. Now, however, 
fuel cells are beginning to find niches in which they are commercially attractive, 
thus providing additional impetus to development.  

To date, practical fuel cells have generally consumed pure hydrogen for fuel. 
The hydrogen may either be supplied as such or formed from a hydrogen-
containing fuel in a reformer just prior to being fed to the fuel cell. There’s no rea-
son in principle why other fuels cannot be used directly in the cell, but direct use 
of fuels with more complex compositions introduces complexities of chemistry 
that have so far been insurmountable, exacerbating fouling and poisoning of the 
cell. Encouraging progress has recently been reported in direct oxidation of hy-
drocarbons in an experimental fuel cell, but practical application is likely to take 
some time [50]. 

It now seems certain that fuel cells suited to powering buses and trucks will be-
come a reality, although it is naturally less sure whether they will meet the test of 
the market in terms of cost and practicality [51]. It appears very likely that fuel 
cells will also go to sea as submerged power sources for non-nuclear submarines.120 
                                                
119 So do batteries, which differ little in overall principle from fuel cells. But the fact that the battery 
has only a fixed and very limited amount of “fuel” makes a vast practical difference.  
120 Experimental submarine fuel cell installations have gained a fair amount of experience and 
Germany has now committed to a new class of submarines, the Type 212, with fuel cells. In this first 
generation of fuel-cell subs, the fuel cells are really add-ons, additional to the Diesel and battery. If 
they prove successful enough, it is likely that eventually fuel cells will supplant the Diesels, although 
a battery probably will be retained for backup and sprint loads. See [Windolph 1998], [Foxwell & 
Scott 1999] and [Maritime Defence 1995]. 
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Broader applications in road vehicles seems quite likely, and fuel cells could very 
well become a standard technology for ship propulsion. The trend toward inte-
grated electrical systems to supply all shipboard energy needs naturally tends to fa-
vor a power system that, like a fuel cell, produces electricity directly. Whether fuel 
cells will ever be attractive as aircraft propulsion plants is much less certain at this 
point. 

Interest in fuel cells has mounted in the past decade. Business-oriented as well 
as technically-oriented publications often feature breathless articles assuring us 
that they are certain soon to be a great success.121 But substantial technical prob-
lems remain to be resolved, and fuel cells compete against alternatives which are 
themselves being improved. Their success is a pretty good bet, but by no means a 
sure one.  

One problem to note is that fuel cell economics are sensitive to the price of 
platinum. The reactions that drive the fuel cell must be catalyzed, and so far plati-
num is the only catalyst found to work well. Unfortunately, the price of platinum is 
subject to wide fluctuations—it’s increased more than 70% over the past 18 
months [52]. Even though the amount of platinum in each cell is conserved by di-
viding it very finely, the price of $600/oz is so great that it is a substantial factor in 
fuel cell cost—enough so that fuel cell development has been driven significantly 
by considerations of how much platinum (and other expensive rare metals) are 
needed for a given approach. Moreover, if fuel cells are ever to be large scale sub-
stitutes for internal combustion engines, their demand for platinum will greatly 
exceed total current world production, which of course would tend to put further 
upward pressure on the metal’s price.122 Success in finding other catalysts could be 
a key factor in determining the fuel cell’s ultimate future [53]. 

The factor that ultimately makes fuel cells so worth their (quite considerable) 
trouble is the efficiency with which they operate. A fuel cell plant should be able to 
produce at least twice as much electricity from a given quantity of fuel as most 
combustion plants.123 It’s an advantage of immense value and may very well put 
fuel cells in a place of dominance in power generation for a wide range of applica-
tions. If so, this could have a large impact on the demands for fuels. It may be that 
fuel cells will be the stimulus to bring the commercialization of hydrogen as a fuel. 
Alternatively (or additionally), fuel cells could bring methanol to the fore, since it 
is particularly easy to reform it to provide hydrogen—and is attractive from an en-

                                                
121 For examples of some of better-informed of these sorts of articles see [Economist 1997a], [Econo-
mist 1999], [Economist 2000b], [Economist 2001a]. 
122 Worn-out and obsolete fuel cells will normally be scavenged for their catalysts, which will help to 
balance supply and demand over the long run, but only added production from mining can supply 
catalysts during a period of buildup in fuel cell use. 
123 Fuel cells also are advocated on the grounds of lower maintenance costs and reduced wear, 
stemming from their lack of moving parts. It remains to be seen whether catalytic poisoning, corro-
sion and fouling will offset these advantages under service conditions. 
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ergy and voltage standpoint for direct reaction, should that prove practical.124 It is 
also possible that the economic advantages of sticking with existing kinds of fuels, 
with an established infrastructure for storage and distribution, will outweigh those 
of hydrogen or methanol and lead to finding ways to accommodate them in fuel 
cells—and/or constrain fuel cell acceptance.  

Nuclear fission125

Half a century ago, nuclear fission was widely foreseen as an all-but limitless 
source of clean, cheap energy—humankind’s first major energy source not ulti-
mately of solar origin. Today, few people have a good word to say for nuclear 
power, especially in the United States.126 Fission reactors are generally regarded by 
the public as highly dangerous sources of serious health risks and environmental 
pollution.127 Some public utility reactors have been abandoned before the end of 
their economic life (or even before its start), while those reaching the end of their 
service lives are not replaced with new reactors. Naval nuclear power is in less par-
lous state, but the number of nuclear ships has been shrinking due to cost factors. 

Nuclear power makes a very interesting and important case study in the inter-
action of engineering and economics, but this is not the place to pursue it. It is 
valuable to reflect, however, that if the economic benefits of nuclear power were 
more compelling then there would be both more reason for people to accept its 
side effects and more impetus toward ameliorating them through engineering. 
Some prophesy that rising fuel prices in the future will lead to a great revival of in-
terest in and acceptance of nuclear power, and this could very well come to pass. 

From the perspective of this paper there are two significant possible applica-
tions of nuclear power: 

• As a source of power for synthesis of fuels, especially for splitting water to form 
hydrogen, or 

• As a source of power for ship propulsion, thus substituting for chemical-fuel 
plants. 

We can dismiss the first of these pretty summarily: as observed above, forma-
tion of hydrogen from water for fuel is distinctly uneconomical today even with 

                                                
124 Hydrazine (H2NNH2) and formic acid (HCOOH) also are theoretically desirable, but are 
unlikely to be economical as fuels—and formic acid is in any case much too difficult and danger-
ous to handle. 
125 [Spectrum 1997] provides an overview of fission’s state of commercial development. 
126 Public acceptance is much greater in some other places, such as France, where the economics of 
nuclear power are relatively more attractive and its application has not brought widely-publicized 
hazards.  
127 These perceptions do not match the history of fission power, which has been quite benign rela-
tive to other power sources, but this is what the public in general seems to believe. 
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the cheapest of electricity sources, and nuclear power is far from the cheapest of 
such sources.  

For ship propulsion, nuclear power’s economic disadvantage is even more 
marked than in power production, due largely to smaller plant size and special en-
vironmental demands. Where the U.S. Navy buys nuclear power (for aircraft carri-
ers and submarines) it is for its strategic advantages, counting them as worth the 
extra cost. Over the past four decades a considerable number of proposals have 
been advanced for design or technology alternatives claimed to lend themselves to 
more economical nuclear propulsion plants. Development costs and risks would 
be high for any of these, and the benefits have never seemed great enough, sure 
enough, or near enough to command widespread support. Of course a large per-
manent increase in the price of fossil fuels would make nuclear ship propulsion 
relatively more attractive and could revive interest both in building more ships 
with nuclear plants and in developing better plants. 

Thermonuclear fusion 

If nuclear fusion is a candle that flared and then guttered, thermonuclear fu-
sion is one that never took light in the first place. At least not so far. There’s no 
doubt that the phenomenon exists—it’s what lights the Sun and makes hydrogen 
bombs go off—but harnessing it for power production has proven to be very diffi-
cult. 

Fission and fusion both tap the binding energy of the atomic nucleus. Nuclei are 
composed of multiple positively-charged protons and electrically-neutral neu-
trons.128 Since the protons tend to repel one another, energy is required to hold 
the nucleus together. In fission an extra neutron is injected into a large nucleus in 
such a way that it becomes unstable and splits apart into pieces whose total bind-
ing energy is less than that that of the original nucleus. The extra binding energy 
appears as radiation of heat, light, X-rays, and gamma rays, as well as the kinetic 
energy imparted to the fragments.  

In fusion, two or more light nuclei are induced to come so close that they fuse 
together in a way that results in a larger nucleus whose binding energy is less than 
the sum of that of the original nuclei. The energy release is enormous: millions of 
times as much per unit mass of fuel as is released in combustion of hydrogen and 
oxygen (and several times as much as in fission). But first the nuclei must be made 
to overcome their mutual electrical repulsion (caused by the presence of posi-
tively-charged protons). In the Sun this can happen because its hydrogen is com-
pressed and heated so greatly by gravitational forces that nuclei hurtle into one 
another at huge velocities. In an H-bomb, comparable conditions are achieved by 
using a nuclear fission device to compress and heat the fusion fuel to ignition, re-
quiring a temperature in excess of 50 million degrees Fahrenheit.  

                                                
128 Except for the ordinary hydrogen atom, whose nucleus contains only a single proton.  
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It is one thing to produce the conditions of the interior of a star on Earth for 
an instant with an atomic explosion, quite another to do so in some continuing 
way. That is the challenge of controlled nuclear fusion for power production, a 
goal which has now been pursued for half a century. The principal problem is one 
of keeping the hydrogen gas confined in a reactor while heating it to solar tem-
peratures. Two principal avenues of approach have been pursued: 

• Magnetic confinement in which magnetic fields are used to contain a cloud of 
ionized (charged) hydrogen while it is heated 

• Inertial confinement in which hydrogen nuclei are “shot” into one another and 
confined with laser or particle beams playing against them from many angles 

In both cases, the reactions involve fusion of heavy isotopes of hydrogen—
deuterium (having a neutron in its nucleus in addition to the proton) and tritium 
(with two neutrons). In nature, deuterium constitutes about 0.015% of the hydro-
gen atoms in seawater, natural gas, etc., and it is usually obtained by separation 
(normally of water). Tritium, which decays radioactively with a half-life of 12.3 
years, is extremely rare in nature and is obtained artificially by nuclear transforma-
tion from other atomic species (normally lithium). Naturally, deuterium and trit-
ium are much more expensive than ordinary hydrogen (which is what the Sun 
consumes for fusion fuel). However, they fuse quite a bit more readily than nor-
mal hydrogen and yield somewhat more energy. More advanced reactors with hot-
ter temperatures may be able to dispense with the tritium and consume only deu-
terium, which would reduce costs and also minimize harmful radiation. 

Both magnetic and inertial confinement have produced fusion in laboratory 
models, but neither has even closely approached the conditions for sustaining a 
continuing, energy-producing reaction. Both approaches require machines that 
are huge and enormously expensive to build. Enthusiasm for very expensive re-
search in fusion has cooled as a result of slow progress, technical/costs problems, 
and lack of perceived urgency. Few expect fusion to become a significant source of 
energy in the first half of the 21st century. 

Half a century ago, fusion was seen as a very cheap, clean, almost limitless 
source of energy that needed only a relatively brief period of major R&D effort to 
reach fruition. People talked confidently of widespread use of fusion to generate 
electricity by 2000. These hopes long since have faded. 

It does seem likely that ways will be found to sustain and control thermonu-
clear fusion reactions, but it could well take decades to do so. It seems quite 
unlikely that early model fusion reactors, when they do become technically feasi-
ble, will be able to compete economically with conventional electric plants fired by 
coal or natural gas, or with nuclear plants.  
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Highly-speculative concepts 

Energy production generally relies on very complex physical and chemical 
mechanisms that most people know little about—combustion, oxidation-reduction 
reactions, fission, fusion, etc. In many cases, the mechanisms are not thoroughly 
understood scientifically even though they have been employed for decades or 
centuries in production of energy. Thus it is natural to wonder whether there are 
unfamiliar mechanisms that might offer even greater promise as energy sources. 
This section reviews two that have received fairly widespread attention. 

Fleischmann-Pons cells (“cold fusion”) 

In the 1920s, when the mechanism of thermonuclear fusion was first under-
stood, scientists wondered whether fusion could proceed at ordinary temperatures 
and pressures if hydrogen or deuterium atoms could be brought close enough to 
one another. Experiments along these lines showed no evidence of fusion. But 60 
years later, electrochemists Martin Fleischmann and Stanley Pons of the University 
of Utah decided to try again. They built cells with platinum and palladium elec-
trodes in an electrolyte based on heavy water (i.e., water in which the hydrogen 
atoms are replaced by atoms of deuterium). They passed electrical current 
through the cell to “charge” the palladium with deuterium to such a concentra-
tion that the deuterium atoms were brought into close contact, in hopes that this 
would promote fusion.  

If fusion were actually to occur in the cell then it should produce heat—more 
heat than that produced simply by electrical resistance. After several years of ex-
periments, Fleischmann and Pons believed they had exciting results. Foreseeing 
great commercial potential, they announced their work at a large press conference 
in March 1989.  

As soon as details became available, many experimenters around the world 
raced to reproduce the results. Their results were very disappointing, however: 
most could not find any excess heat, and none could see it reliably. Moreover, 
there were no detections of the particles or radiation that should have been 
among the products of fusion. With no reliably repeatable experimental data and 
no sensible theoretical basis for the Fleischmann and Pons claims, most scientists 
soon wrote them down to faulty experiments fueled by hope, not facts. 

Fleischmann, Pons and others, however, have persevered. They lay failure to 
reproduce the excess heat to sample variability of the palladium, contamination of 
the electrolyte, and other subtle problems. They claim to have found traces of trit-
ium and other radionuclides in cells following experimental runs. There is a con-
spiracy to suppress them and their results, they claim, backed by shadowy powerful 
interests [54]. In the meantime, sources of funding for “cold fusion” research 
have all but dried up [55]. 

Fusion at low temperatures is not impossible. Even at low temperatures, some 
atoms in a gas travel at very high velocities, and it may be that two of them will col-
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lide and fuse. But at ordinary temperatures the number of atoms with sufficient 
energy is exceedingly small, and the probability that two of them will collide is 
much smaller still. The work with Fleischmann-Pons cells and variants has pro-
duced no evidence that the very low rate of fusion events at ordinary temperatures 
can be appreciably increased by such means. In the absence of any of the physical 
signs that must accompany fusion, to call these experiments “cold fusion” is simply 
a misnomer.129

But reports continue to trickle out of experiments in which there is excess en-
ergy production. Don’t these indicate that there is something significant going on? 
No, not in the absence of any reliable, reproducible results. There are many possi-
ble sources of error in these experiments, which involve measurements of small 
differences between inputs and outputs in different forms. It has been shown 
many times that there is a certain definite tendency for even the most scrupulous 
of experimenters to get the results that they expect or hope for. Unless and until 
there are results that can be repeated by competent experimenters under con-
trolled conditions it would be foolish to put any faith in an energy-producing 
mechanism.  

Finally, let us imagine something which we have no reason to believe will ever 
come about: that someday there might be a demonstration of an energy-
production mechanism of some sort from Fleischmann-Pons cells. Wouldn’t this 
constitute a source of limitless free energy that would transform the world? The 
answer is clear: it would be no such thing. In fact, at least in the form suggested by 
the Fleischmann-Pons work, it would probably never be anything beyond a labora-
tory curiosity. Consider that this is an apparatus constructed from rare and costly 
materials which must be operated with extreme care (suggesting the need for 
elaborate controls and systems as well as high levels of skill). It consumes energy in 
the high-level, concentrated form of electricity and produces it (again on the sup-
position that it will ever be shown to produce any at all) in the low-level, diffuse 
form of heat at low temperature. In order to close the cycle of operation and make 
the cell’s reaction self-sustaining, this low-temperature heat must be converted to 
electricity, a process subject to severe inefficiencies. Unless the heat energy output 
were at least four times the electrical energy input, it is very unlikely that the cell 
could be kept operating. And the apparatus for converting the heat to electricity 
would be elaborate and expensive. Thus, even by the very most optimistic account, 
Fleischmann-Pons cells could scarcely be more than a severely limited and vastly 
expensive energy source. 

Zero-point vacuum energy 

The fundamental idea of vacuum is absolute emptiness: no matter or energy of 
any kind. Of course we would never expect to find a perfect vacuum in nature, but 

                                                
129 This is the reason for the quotation marks in the title of this section: whatever may be going on 
here, it isn’t cold fusion. 
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surely we can hold the perfect vacuum as an idealized concept, can’t we? As it 
turns out, however, the notion of space empty of all energy does not seem com-
patible with the nature of our universe. Both quantum theory and classical relativ-
istic physics lead to the conclusion that space must be suffused with energy that 
does not vanish even when all thermal energy is removed (by reducing the tem-
perature to absolute zero)—the zero-point energy or vacuum energy [56]. At least one 
phenomenon thought to arise from vacuum energy—the Casimir effect—has been 
observed and measured in experiments [57]. 

Zero-point energy lies at one of the seams of current physical theory. Both 
quantum and classical theories predict that its density is infinite: every volume of 
space, no matter how small, contains limitless zero-point energy. However, other 
theories show that the sum total of zero-point energy in the whole universe must 
be extremely small. If zero-point energy truly were very large, its effective mass 
would warp space so severely that the effects would be easily noticeable. Some-
thing must be missing in the theories as they presently exist. 

Taking the theory of infinite zero-point energy at face value, some have em-
braced it as a limitless source of “free energy” with enormous implications [58]. 
Unfortunately, there is very little foundation for this. In order to do work, energy 
must flow from one place or state to another, and no plausible mechanism for ac-
complishing this with zero-point energy has been suggested. It’s a bit like the 
gravitational field of the Sun—it represents immense potential energy, but we 
have no way to tap it.130

Summing up on non-petroleum solutions 

As said before, it’s very difficult to improve on hydrocarbons for fuels. It’s not 
as difficult to improve on conventional petroleum as the source for hydrocarbons, 
but it’s not easy or attractive either. Natural gas, tar sands and oil shales are all 
candidates. Coal can also be made into liquid hydrocarbons, but with significantly 
greater complications. Cost estimates are very slippery, for the reasons discussed at 
the head of the section, but on the whole there seems little prospect that these al-
ternative hydrocarbon fuel sources could be fully and widely competitive with 
crude oil at prices below about $60 per barrel. That is, there may be some particu-
larly economical resources that could be exploited competitively at lower cost, but 
not enough to substitute for a great deal of petroleum production. Because of the 
large capital expenditures and major engineering efforts that would be involved, it 
is likely that it would take a number of years at these price levels before large vol-
umes of alternative production could come on line. All of these alternatives have 
the same environmental problems that petroleum does—plus some added ones of 
their own in most cases.  

                                                
130 Some have pointed to the Casimir effect as a way to utilize zero-point energy, but this is entirely 
unrealistic. It acts as a force of attraction, so minute that it was regarded as a substantial experi-
mental feat to observe and measure it.  
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Natural gas hydrates are unlikely to provide an economical source of energy in 
the foreseeable future. The dispersed deposits in inaccessible locations present 
significant obstacles with no clear solutions yet in sight. And they too would pre-
sent substantial environmental costs. 

Concerns about greenhouse gas emissions and their effects on climate may 
prompt serious governmental action to foster “greener” energy sources, including 
biomass-derived fuels or hydrogen fuel produced using solar or nuclear energy. 
Biomass fuels are bound to be expensive, and their demands for land will prevent 
them from being a dominant fuel source at any price.131 Hydrogen itself is expen-
sive, it imposes costs on vehicles that use it because its volumetric energy density is 
quite low, and its widespread use would require vast investments in infrastructure 
for storage and distribution.132 It seems very unlikely that hydrogen will see wide-
spread use as a vehicle fuel in the first half of the 21st century. 

There is no prospect that pure battery propulsion will see significantly wider 
vehicular use.133 But fuel cells are at last poised on the brink of practical applica-
tion for vehicle power systems. The fate of the fuel cell and the fate of fuels are in-
tertwined in ways that don’t lend themselves to facile prediction. It may be that 
hydrogen-oxygen fuel cells will offer advantages great enough to lend stimulus to 
the development of hydrogen as a fuel. It’s important to bear in mind that hydro-
gen can also be generated onboard the vehicle from alcohols or hydrocarbons by 
using a reformer, and that some fuel cell types can use methanol directly. But the 
costs and complications of the reformer could combine with concerns about 
greenhouse gases to increase the relative attractiveness of pure hydrogen. It all 
depends on balances among costs that are impossible to predict with any preci-
sion. 

Thermonuclear fusion may eventually become an important or even dominant 
source of energy.134 But this won’t come in the first half of this century, and there 
is no present prospect that fusion will ever become an energy source for vehicle 
propulsion. 

There is a great deal of woolly thinking about energy alternatives, usually sig-
naled by the phrase “free energy”. All energy is free—nature levies no charges. 
The expense comes in collecting, concentrating, transforming, and supplying the 
energy in a usable form. All of the putatively “free” energy sources are either 
                                                
131 This could change in the long term as a result of new discoveries, genetic engineering, etc., but 
not in the first half of this century. 
132 Much could change if engineering solutions could be found to hydrogen’s energy density prob-
lems, but there is nothing promising in sight. 
133 Batteries may well find increasing application for carrying short-duration peak demands, as dur-
ing spurts of acceleration, thus allowing a smaller base-load main propulsion system—such hybrid 
systems are now starting to come into automotive use (although their economic justification re-
mains unclear). 
134 Earthly thermonuclear fusion, that is, not the solar fusion that today supplies nearly all our en-
ergy in various indirect ways. 
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wholly infeasible (like Fleischmann-Pons “cold fusion” or zero-point vacuum en-
ergy) or costly to exploit. We can’t afford “free energy”, and we certainly can’t af-
ford to depend on it. 
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Appendix F 
Strategic and policy issues 

 

Security issues in the Persian Gulf 

We’ve all become accustomed to the notion that strategic issues often have 
economic roots, and equally to the idea that economic issues are best left to the 
free market. These are good guidelines on the whole, of course. But it can be a bit 
too easy to generalize them too far. 

Economics is the science of the allocation of goods and services, but it gener-
ally does not consider all means of deciding on allocations. It tends to focus on 
market-based allocation through a price mechanism, and on the whole tends to 
ignore the older and more primitive mode of allocation by forcible seizure. For 
the most part, economists argue that market allocations work better for everyone 
in the end than force, and they make a good case. But they have yet to convince all 
individuals, groups, or even nations of this. 

Temptations to force are strengthened by perceptions that markets are imper-
fect or unfair. Such perceptions often are widespread even in the freest and best 
conducted of markets. It is no secret that suppliers have manipulated oil markets 
to their advantage since their very earliest days, and the events surrounding the 
development of genuine shortage might well tend to increase suspicions.  

In an important sense, the phrase “free market” is an oxymoron. And the vul-
gar notion that free markets are somehow natural is patently absurd. Free ex-
changes of goods can take place only within a framework of rules that all market 
participants can depend on those they trade with to observe. Ultimately, it requires 
governmental powers to make a good market, and the enforcement and regula-
tion of market freedom should be recognized as one of the highest functions of 
modern governments. A desire for international free markets has been a major 
stimulus to international cooperation and has led to a number of conventions in-
tended to assure the integrity of various markets. Nations have surrendered a great 
deal of sovereignty in pursuit of international market efficiency, but have gained 
greatly in wealth and real power in so doing. 

The nations we designate as “developed” or “industrialized” might equally well 
be labeled as “marketized”, for it is they who are the chief proponents, proprie-
tors, and beneficiaries of markets, and markets have a great deal to do with the 
enormous prosperity for which they are noted and envied. The “undeveloped” na-
tions are seen by many of their leaders as severely disadvantaged in world markets 
and deriving relatively little benefit from free trade. 



Nature might very well have arranged that the bulk of the world’s oil should lie 
in the territory of developed market-oriented states, but in fact placed the greater 
share in Arabia and Iran. Many centuries ago, Iran was the seat of a vast and 
wealthy empire with far-flung trade relations, and Arabia was a key link in the 
trade in luxury goods between East and West. But for centuries before the discov-
ery of oil in their territories, world trade had passed these areas by and they had 
scarcely any economic activity beyond the most basic subsistence agriculture and 
nomadic husbandry. Sporadic efforts to employ oil wealth to develop other forms 
of economic activity have availed them little. Without oil they would count for vir-
tually nothing in the world in economic terms. 

Their political development matches and reflects their economic development: 
it is primitive. Iran, alone of the major oil nations in the region, has some of the 
structures that lend legitimacy, power, and flexibility to modern states. But in Iran, 
modernism exists in a tenuous competitive balance with medieval absolutism, and 
the outcome remains very uncertain. All the other states are governed either by 
modern despotisms of the crudest sort or medieval relics. Who can foresee the fu-
ture course of states whose governments so lack for broad legitimacy or mecha-
nisms of adaptation? What ruler of such a state can afford to take a long view? 

None of these states has a deeply-rooted commitment to international order or 
market solutions. They have neither the political culture nor the perceived eco-
nomic interest to support these things. It may very well be that they would in fact 
all be better off if they did, but they do not.  

At present, this is most manifest in their enthusiasm for oil price fixing, via 
OPEC. They did not invent OPEC or establish it in power, but they have embraced 
it and made it their own. In reality, the cartel has brought them serious prob-
lems—arguably more serious than any it has solved—but their enthusiasm shows 
no dimming.  

One of the worst of the problems of cartelization has been the conflicts over 
adherence to assigned market shares and prices. The temptation to produce and 
sell a bit extra “on the side” has frequently proven to be too much for most mem-
bers.  

The temptations of force 

In economic terms, Saudi Arabia is the cartel’s natural leader and enforcer, as 
the largest producer. But its weaknesses in other respects have limited its ability to 
play this role. This has been a contributing factor in two wars in the region, Iraq’s 
sanguinary assault on Iran and its serio-comedic one on Kuwait. 

At present relative rates of exhaustion, Saudi Arabia will eventually lose its clear 
superiority in production, leaving the question of leadership even less clear. Iraq is 
about equal to Saudi Arabia in population and Iran is larger than both combined. 
Saudi Arabia’s per capita income is highest of the three, but that simply reflects its 
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more fully-developed oil production. The potential for conflict among these three 
for dominance in cartel decisionmaking seems clear. If the stakes rise, as they cer-
tainly would under the scenario I have sketched, the potential for conflict can only 
increase. 

External threats 

Iraq’s wars are by no means the only ones in which oil has figured largely. For 
both Nazi Germany and Imperial Japan, control over oil resources was a major war 
aim in World War II. Indeed, Japan’s attack on the United States, Britain, and the 
Netherlands was motivated almost entirely by a desire to seize oil producing areas 
in what were then the Netherlands East Indies (modern Indonesia) and British co-
lonial territories. 

In 1941, Japan was much less wealthy and powerful than its principal adversary, 
the United States. According to the best modern estimates, in 1941 Japan had a 
population that was 55% as large as that of the U.S., and an economy 18.6% as 
large.135 Almost to the brink of war, U.S. policy makers, aware of these differences, 
cited them as reason to discount the threat of conflict. Surely, they reasoned, Ja-
pan would not pursue a struggle in which it would be at so great a disadvantage. 
Japanese leaders, though certainly anything but sanguine about the prospect of 
war with the transpacific giant, thought that the gains outweighed the risks. In ef-
fect, Japan had entered a dangerous window: poor enough to imagine gains from 
aggression, rich enough to undertake it. And the gains it sought had mostly to do 
with oil supplies. 

There is no nation which today seems to pose the same kind of threat of exter-
nal aggression to gain control of oil. But there are a number of states with rea-
sonably great economic and military potential, access in one degree or another to 
the Persian Gulf region, and governments whose long-term stability seems more or 
less seriously in question. If one or more of them were to evolve in unfavorable di-
rections over the coming decades then it is surely possible to imagine efforts to 
seize control over some or all of the Persian Gulf region as the oil stakes rose. 

Hybrid external-internal threats 

For a while in World War II, Germany entertained notions of extending its 
empire to Arabia and Iran. In the event, the ability of the British to hold Eastern 
Egypt and the uncooperativeness of Turkey rendered these plans moot. But the 
Germans received indications from some of the governments in the region of will-
ingness to cooperate in the scheme. 

With the Persian Gulf states now relatively stronger, the possibility of such hy-
brid outside-inside aggression grows. In particular, if there were to be a two- or 
three-way power struggle among the major oil nations of the region that boiled 

                                                
135 Derived from data in [Maddison 1995], Tables A-3(a) and C-16(a). 
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over, it seems easy to imagine one or more sides shopping for allies outside the re-
gion. 

The implications of geography 

The great majority of the Persian Gulf region's trade in oil is carried by tank-
ships. For the most part these load in the Gulf itself and transit the Strait of Hor-
muz to reach the Arabian Sea. There is also some oil trade from ports on the Red 
Sea, and from ports seaward of the Strait, but any stoppage of Strait transit would 
severely restrict shipments.  

A glance at a small-scale map can give an exaggerated impression of the con-
striction of the Strait of Hormuz, but there is no doubt that it is rightly thought of 
as a “choke point”. At narrowest, its width is about 30 nmi, and batteries on either 
the Omani or Iranian side could endanger all traffic through it.  

From the Strait to the head of the Gulf is about 500 nmi and the average width 
is roughly 100 nmi. Although oil fields are clustered around the shores of the Gulf, 
principally near its head, they extend for a considerable distance inland as well.  

The climate of the region is notably insalubrious and vegetation is very sparse 
except in marshes and areas under irrigation. The coastal plains generally lend 
themselves reasonably well to large-scale mobile warfare. On the Iranian side, the 
plain is quite narrow and is backed by the 250km wide belt of the Zagros Moun-
tains. The Zagros mostly lie above 2,000m in elevation and have a great many 
peaks above 3,500m. Their ruggedness, combined with the arid climate, make 
them a formidable military barrier. Further to the east lie deserts that are sparsely 
populated and all but impassible. On the Arabian side, there is generally more 
than 1,200km of arid, trackless, harsh terrain between Gulf and the nearest major 
centers outside the region.  

Thus the Persian Gulf region is somewhat cut off from both Asia and the Le-
vant by geography. Invasion over land is not impossible, as history shows, but it 
presents significant difficulties. Military operations within the region also confront 
difficulties of distance, terrain, and climate, but are relatively more feasible. 

The problems of Western military presence 

All of the countries of the Persian Gulf region have large Muslim majorities, 
and Islam is the state religion in most. As elsewhere in the Islamic world, the con-
frontation with modernity is a source of ongoing trauma. Scarcely anyone in the 
region would or even could return to the conditions of life that prevailed there be-
fore the 20th century, but most feel intensely repelled by many aspects of moder-
nity even as they eagerly embrace others.  

Because the West preceded them into the modern age, they identify its “evils” 
with the West and project their hostility toward it onto the West. The conflict is 
sharpened on both sides by ancient religious divisions, now revived, reinterpreted, 
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and given new energy. The resulting tensions significantly constrain options for 
both local and Western governments in dealing with security issues. 

One result has been to make it very difficult to garrison Western troops in the 
region. Even in cases where local governments might see hosting foreign troops as 
otherwise advantageous, fear of public reaction counsels caution.  

For most of these governments, religion is a major factor in legitimacy. Al-
though all seek to manipulate and direct religious sentiment, all face currents that 
are beyond their control. Their situation is a bit like that of the English Crown in 
the 17th century; if they permit a convergence of religious, economic, and social 
discontents against them, none can stand. 

To call upon these governments to embrace Western military presence on a 
large scale is absurd and potentially harmful. Even if their leaders could free 
themselves altogether from their own culturally-induced hostilities, and even if 
they were convinced of a genuine convergence of interest, they cannot embrace 
the West more than very lightly without undermining their own legitimacy. 

Far, far away 

The Persian Gulf’s location and 
geographic isolation present signifi-
cant obstacles of time and distance 
to Western military presence and in-
tervention. Table 1 summarizes the 
distances and time of flight for 
movement of forces by air from ma-
jor base areas in the U.S., from the 
U.S. island territory of Guam in the 
Pacific Ocean, and from the U.S. 
base on the British island of Diego 

Garcia in the Southern Indian Ocean. The destination is point near the middle of 
the region. Flight at a steady speed of 460 knots (equivalent to Mach 0.8 at high al-
titudes) is assumed. Two distances are shown, the most direct great circle route 
and a route that avoids overflying any non-U.S. sovereign territory. In general, the 
distances greatly exceed the useful unrefueled capabilities of current aircraft, so 
these missions would require air or ground refueling en route. Diego Garcia is an 
exception; heavy aircraft can cover this leg with a good payload without refueling. 

Table 1: Flight distances and times to the Per-
sian Gulf region 

nmi hours nmi hours
U.S. East Coast 6,150 13 12,000 26
U.S. West Coast 7,100 15 11,500 25
Guam 5,200 11 6,000 13
Diego Garcia 2,350 5 2,600 6

Most direct
Zero 

overflight
From

Heavy equipment, logistic support, and the main stocks of weapons and con-
sumables must come by sea. Table 2 summarizes maritime distances and times. It 
includes a number of U.S. bases as origins as well as three points that serve as con-
venient reference markers: London, Malta (mid-Mediterranean), and Singapore 
(at the mouth of the Malacca Strait). Here the destination is the Strait of Hormuz, 
at the mouth of the Persian Gulf. It can take another day or more to steam to des-
tinations within the Gulf, depending on how far up the Gulf they lie. However, 
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Table 2: Maritime distances and steaming days to the Strait of Hormuz 

At 14 
kts

At 24 
kts

At 28 
kts

Norfolk, Virginia (via Suez Canal) 8,120 24.5 14.6 12.6
Norfolk, Virginia (via C. of Good Hope) 11,545 34.4 20.0 17.2
San Diego, California 11,117 33.1 19.3 16.5
Pearl Harbor, Hawaii 9,255 27.5 16.1 13.8
Yokosuka, Japan 6,264 18.6 10.9 9.3
Guam 5,966 17.8 10.4 8.9
Diego Garcia 2,263 6.7 3.9 3.4
Singapore 3,381 10.1 5.9 5.0
Malta 3,788 11.6 7.1 6.1
London, England 6,167 18.7 11.2 9.7

Days of steaming

From
Distance 

(nmi)

warships approaching the Strait of Hormuz may be able to strike at targets within 
the region as much as several days before reaching it, particularly if approaching 
from the Suez Canal. All routes from Europe and the U.S. East Coast are assumed 
to pass through the Canal except in the one case noted. The three speeds used for 
time calculations correspond to a normal speed for routine transit by warships in 
peacetime (14 kt), the best speed of fast logistics ships (24 kt), and the best sus-
tained speed of warships rushing to a crisis (28 kt).136  

Force at a distance 

The two tables help to clarify the problems the U.S. and our allies face in any 
effort to exert military power in the Persian Gulf region in the absence of any sub-
stantial in-region garrisons.  

For more than eight decades, the U.S. has striven to develop very long-range 
precision strike systems as a more-or-less comprehensive solution to demands to 
exercise military power at great distance. Despite very impressive technical and 
operational accomplishments, strategic effectiveness remains unclear and subject 
to scholarly dispute. [59] Not withstanding the urgings of a substantial corps of 
enthusiasts, no American administration has yet felt sufficiently confident of long-
distance air power’s puissance to rely upon exclusively for non-nuclear deterrence 
or compellence.   
                                                
136 For air distances I have calculated great circle routes from the major military base areas on the 
U.S. eastern and western coasts, as well as the other points shown, to Bahrain. The non-overflight 
routes are modified from maritime routes. Sea distances are calculated from data in [NIMA 1999]. 
Routes from Pacific origins all transit the Strait of Malacca and the channel between India and the 
Laccadive Islands. Transit via the Eight Degree Channel would add little to the distances but use of 
straits more southerly than the Malacca or more circuitous routes through or around the barrier of 
the Maldive Ridge would extend distances from Pacific ports. For routes involving Suez Canal tran-
sit, an allowance of 16 hours has been used for preparation and transit. 
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This is not to say that long range air power plays a small role in the U.S. pos-
ture with respect to the Persian Gulf. Bombers staging from a base on Guam have 
struck targets in Iraq several times since the Gulf War, and bombers based tempo-
rarily in Diego Garcia and Egypt were prominent in Gulf War operations. The op-
erations of U.S.-based B-2A bombers against targets in Serbia during Operation Al-
lied Force could well presage yet longer-ranged sorties against targets in the Per-
sian Gulf region. But few outside the ranks of the U.S. Air Force appear ready to 
reckon such forces as sufficient, in themselves, to bear all or most of the burden of 
deterring and fighting wars in the Persian Gulf region or elsewhere. 

The use of other kinds of force for deterrence and compellence in the Persian 
Gulf region depends on bringing heavy matériel into or close to the region. Pre-
sent U.S. airlift resources are not nearly sufficient for this and there is no plan at 
this time to expand them greatly. As can be seen in Table 2, heavy forces that must 
be sealifted from the United States mainland will take more than two weeks to be-
gin to arrive—four weeks is a likely minimum when the times for loading, offload-
ing, and marshalling are taken into account.  

The U.S. has ameliorated this problem by propositioning much matériel within 
or close to the region. Several brigade sets of ground forces equipment are stored 
in land depots or on nearby ships. They could equip troops flown in from the U.S., 
who could be ready to fight within days.137 Tactical air units can of course fly to the 
theater in timeframes suggested by Table 1, and there are prepositioned stocks of 
ammunition and other logistics to support them. 

Nevertheless, U.S. administrations have shown a strong disposition to keep na-
val forces afloat in or very near the Persian Gulf more or less continuously. Since 
normal deployments are limited strictly to 180 days out of concern for the burdens 
of long deployments on sailors and Marines, and since (as can be seen in Table 2) 
normal transit times can take up half or more of this period, it generally takes 
about two ships “on deployment” to keep one in the Persian Gulf. Maintenance 
and training requirements generally prevent ships from deploying more often 
than 6 months out of 18, so on average the Navy must have 6 ships or more for 
every one it keeps on station there. (Of course most of the ships that are in train-
ing or maintenance are available for more or less immediate dispatch in case of a 
serious emergency and so contribute to surge capabilities. Indeed, studies suggest 
that the practice of rotating deployments adds little to the costs of owning naval 
forces and subtracts little from their availability to meet surge requirements.) 

                                                
137 The prepositioning ships can be based as far away as Diego Garcia without adding appreciable 
delay over that involved in airlifting troops.  
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What is the U.S. interest? 

Having seen something of the burdens involved in exerting military power in a 
theater so distant, it seems reasonable to ask whether and to what extent it is in 
American interest to do so.  

The problem 

I have argued to the following effect: 

• International oil markets cannot be depended upon to provide a competitive 
and orderly vehicle for exchange except to the extent that outside authority as-
sures it; there is no in-built automatic mechanism to assure competitiveness or 
order. 

• States which are very rich in oil resources and strong in oil production—most 
of them lying in the Persian Gulf region—have combined to restrict output 
and undermine competition in an effort to capture additional profits. 

• The cartel’s success depends on concerted action by enough suppliers to con-
stitute a substantial majority of potential supply. Yet this demands that each 
member sacrifice some potential sales for the good of all producers (whether 
members or not). Cartel participants are bound to squabble over shares, and 
each stands to gain if he can produce more than allowed and sell it at inflated 
prices. Thus there is an in-built source of tension and even conflict among par-
ticipants. That is, the existence of a cartel tends (in this situation) not only to 
impair competition but to undermine market order at the same time. 

• Three possible future trends could tend to make the cartel less stable and 
more contentious: 

y At present, Saudi Arabia is substantially the largest producer and largest 
holder of oil resources. But if recent trends continue, Iran and Iraq are 
likely eventually to draw closer to parity with the Saudis. Thus there will be 
no single natural leader or dominant force in the cartel. 

y The proportion of the world’s potential oil production controlled by the 
cartel, and in particular that lying within the Persian Gulf region, could well 
climb considerably over the coming decades—perhaps to significantly more 
than 50%. If so, of course, the cartel will have better prospects for exerting 
market power. But at the same time, the stakes for individual cartel mem-
bers will increase. 

y If diminishing resources of oil begin to drive the costs of finding and devel-
oping productive capacity up sharply, the profit potential of the Persian 
Gulf producers could increase, as the holders of the last remaining major 
reserves of low-cost oil. But of course this would also work to raise the bene-
fits others might hope to reap if they could gain control over them. 
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All of this, as I see it, makes it very possible that someone might attempt to gain 
market power through non-market means: the ultima ratio regum. Every effort 
should be made, obviously, to minimize this risk through economic and diplo-
matic measures. Yet with so much at stake, I assert that the risk of violence cannot 
be avoided altogether, and that to minimize it will require credible deterrent 
force. 

Why the United States? 

Any success in improving the competitiveness and orderliness of oil markets 
represents a widespread public good, benefiting all consumers and arguably all 
producers as well. This being so, why should the responsibility fall disproportion-
ately upon the United States? Of course this is simply an instance of a very broad 
class of such questions. 

It must always fall to the greatest beneficiary to take the lead in pursuing any 
public good. The great beneficiary need not be a single nation, firm or individual, 
of course. Entities often form coalitions to pursue public goods, and the history of 
American domestic politics provides many examples.138 As the world’s largest 
economy (by a very wide margin)—and one of the faster growing economies—the 
U.S. generally has most to gain from economic order and competition.  

The U.S. has occupied a comparable position for more than a century. In 1900 
the U.S. produced 16% of world output; the second-largest economy (that of the 
UK) was 56% of the size of America’s. By 1992, the U.S. share of world output was 
20% and number two (Japan) was 44% as large.139 This could change in the future, 
but there is not much present reason to expect that it will. 

Up until 1917, the U.S. had remained generally aloof from world affairs, re-
flecting both its relative geographic isolation and its absorption in issues of domes-
tic growth and development. The results of participation in World War I seemed 
quite unsatisfactory to many Americans, leading to a reversion largely to the tradi-
tional policy in the 1920s, and particularly during the searing era of the Great De-
pression in the 1930s. Thus the U.S. responded only mildly to Japanese expansion-
ism in the 1930s, and scarcely at all to Germany’s. The experiences of World War 
II made this seem like a grave error. U.S. policymakers took up the fallen torch of 

                                                
138 Doubt about the possibility of forming broad coalitions in support of public goods was at the 
heart of the traditional skepticism about the potential for democratic self-government. It was the 
genius of America in forging political conditions and institutions to make such coalitions feasible 
that finally broke down millennia of conventional wisdom that humans could not govern them-
selves. 
139 Derived from [Maddison 1995], Tables C-16(a) and G-2. These data are on purchasing-power 
parity (PPP) basis and will differ from those figured on market or official exchange rates. While 
more recent data are of course available, I have stayed with Maddison’s (which extend only to 
1992) to assure consistency. America’s output had overtaken Britain’s by 1870, and considerably 
surpassed it by 1890. On a per-capita basis it was only in the 1920s that the U.S. began greatly to 
outpace the other major industrial nations. 

 119



international organization for stabilization and security cooperation—most major 
institutions of this sort owe their founding largely to U.S. support. But they also 
concluded that such organizations were not likely to be effective unless led by a 
United States whose economic strength and diplomatic resolve were backed by 
great military force. 

This is not the place to go into an extended analysis of the arguments and evi-
dence regarding this proposition. I would suggest, however, that nothing since 
would seem fundamentally to invalidate the conclusions of the statesmen of the 
1940s and 1950s. That is, the U.S. can best assure effective international coopera-
tion toward shared goals to the extent that it displays a capacity and willingness to 
act on its own should that be necessary.140

Obviously, this cannot be the entire answer, for if the U.S. can be counted 
upon to provide public goods, there is little incentive for others to participate. 
Here, the U.S. is served by a policy of linkages. It stands at the center of a great 
network of international public projects. Many are not pure public goods—the 
benefits may be widely shared, but not necessarily universally or uniformly so. 
Thus the U.S. is in a position to make cooperation broadly rewarding, and to limit 
the extent to which nations may pick and choose areas of cooperation while still 
reaping maximum benefit in the large.  

Americans generally have felt frustration over the imperfectness with which the 
burdens of creating international public goods have been shared. To some extent, 
of course, it is always easy for everyone to underestimate how heavily the burdens 
carried by others truly weigh upon them. Even allowing that some may have borne 
more than their share and others less, however, the amazing thing is that the bur-
dens of international public good have been shared at all.  

There is no demonstrated or plausible substitute for United States leadership 
in such matters. And there can be no leadership in matters in which force may be 
necessary without the possession of great force. 

Issues and implications for U.S. policy 

Many implications can be drawn and many issues identified in all that has been 
said here. I list those that seem primary to me. 

Improve force posture for Persian Gulf action 

While the U.S. has very good capabilities for exerting military presence and 
force in and around the Persian Gulf, they could be better. I do not want to ad-
dress the quantity of resources devoted to this role here, for to do so intelligently 

                                                
140 Of course this must be allied with a readiness to respect and accommodate the views of others 
who show resolve and capacity to contribute to the common good. It is not an argument for leader-
ship by heedless unilateralism. 
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requires a survey of other resource demands that is beyond the scope of this pa-
per. Nor is this the place for technical specifics. But a few general implications 
stand out: 

Improve lift technology 

For many decades, Defense took the lead in development of technology for lift 
vehicles—ships and aircraft for carrying matériel to distant places. In recent dec-
ades, the tendency has been to take and adapt whatever technology may be devel-
oped for commercial purposes, with very limited government funding for funda-
mental improvements. Because commercial needs are quite different, this has 
meant stagnation in lift technology. The demands of exercising military power in 
the far-distant Persian Gulf suggest that it would be worthwhile to seek improve-
ments in lift technology. Since such improvements generally take many years to 
reach fruition, it is not feasible to wait until the need is acute. 

Lighten the loads 

Another way to improve lift capabilities is to reduce the burdens to be lifted. 
This involves two thrusts: 

• Substitute forms of force requiring less matériel for those requiring more 

• Reduce the mass and volume of matériel relative to military capability through 
improvement in design and/or technology 

Again, for the most part measures like this take many years to mature. 

Get closer 

I sketched above how prepositioned matériel aids in force responsiveness, and 
Table 2 makes it clear how helpful forward bases are in reducing time for response 
in a crisis as well as trimming the overhead of transit time for seaborne deploy-
ment. More effort should be made to find and develop suitable bases that would 
reduce the burdens of routine and emergency deployments. This should not be 
read as a call for attempts to secure garrisons within the Persian Gulf region; as I 
have suggested, that is a notion fraught with peril.  

In general, it will be easier to find logistical and maintenance basing than 
places for large garrisons or for mounting warlike operations. Adaptation in oper-
ating practices and patterns may be necessary to make use of the facilities that can 
reasonably be obtained. 

Keep linking 

Linking Persian Gulf states into the international system has been difficult. Oil 
contributes so great a portion of their wealth as to dominate other interests, and 
suspicions and hostilities with cultural and religious roots have inhibited clear dia-
log. And of course the very tenuous legitimacy of regional governments and their 
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lack of strong and resilient institutions have brought many efforts to ruin. Many of 
the claims made for the results of linkage-based diplomacy in the region in the 
past do not stand up very well to critical scrutiny [60]. Even at best, it is very diffi-
cult to be sure how effective diplomacy has been in the past or how well it can 
serve in the future.  

Nevertheless, diplomacy makes too much sense and costs too little to be dis-
missed. In effect, diplomacy endeavors to re-create on an international scale the 
kinds of networks of relationships that tie societies together and stimulate and 
constrain the actions of individuals and social groups. This analogy of course also 
suggests some of the inherent limitations of diplomacy in dealing with states that 
reject the international order and insist on remaining aloof from it. The more at-
tractive we can make our linkages seem, the more effective our diplomacy. 

Strengthen oil markets 

The better oil markets operate—the greater their efficiency, transparency, and 
order—the better off we shall all be. In particular, good markets will improve the 
timeliness and quality of economic responses to diminishing oil resources or any 
other disturbing factors. 

Align costs and benefits 

Markets can never be entirely “free”, for ultimately they can only be regulated 
and guaranteed by governmental power. They can function to allocate resources 
efficiently only to the extent that costs and benefits are directly aligned. Those 
who regulate markets must be very careful to avoid situations in which A must pay 
for what B gets. To do this is far from easy, trivial, or “natural”. The vulgar notion 
that it is only “government interference” that imbalances markets in the first place 
and that all imbalances can be righted by “deregulation” is both absurd and dan-
gerous. Markets are creations of society, not nature, and this makes societal regu-
lation inherently unavoidable; the question is only that of the knowledge, intelli-
gence, and honesty that informs it. 

Tax wisely 

Because trade in oil is a major sector of economic activity, it is a natural subject 
for government revenue raising through collection of taxes and fees. As always, it 
is important to apply these in ways that do not distort market incentives, or at least 
not to do so without very serious and careful consideration of the implications. 
Taxation of oil is made more complex because governments own the property 
rights to so much of it.141 Taxes that take a portion of profits (over and above costs 
of acquiring and developing deposits) do not distort incentives, but those which 

                                                
141 The U.S. is all but unique in assigning subsurface property rights to land owners. But even in this 
country, a great portion of the oil resources are government owned because they lie beneath gov-
ernment lands or bodies of water. 
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take a fixed fraction of selling price act to tilt the scales against of smaller reser-
voirs, which have higher costs [61]. The U.S. has made some progress toward 
profit-based taxation, but more remains to be done. And many foreign nations are 
far behind the U.S. in this. Such sources of inefficiencies should be eliminated—
the need is not to tax less but to tax in ways that do not distort incentives and 
make production less efficient. 

Consumption of oil and its products also is taxed—heavily in many places, very 
lightly in the U.S.  This is less likely to distort market incentives, but some care 
must be taken to ensure against unintended consequences of consumption taxa-
tion. 

Deal wisely with climate change and other public issues 

The evidence that human activities are warming the lower atmosphere of our 
planet is strong and growing rapidly. The imminence, severity, and exact nature of 
the consequences is still subject to considerable uncertainty, and it may in fact be 
inherently impossible to resolve it short of trying the experiment. Nevertheless, it 
seems likely that something must be done in order to avoid serious problems, and 
at least conceivable that something will be. Limiting carbon dioxide emissions 
seems bound to be a major aspect of any program, and it is hard to see how this 
can be done without limiting the burning of oil and other carbonaceous fuels.142  

The best way to allocate the burdens associated with any controls is almost sure 
to lie through market mechanisms. Ideally, these will take the form of taxes levied 
directly upon emissions and borne by those who control and benefit from the ac-
tivities that produce them. This will not be feasible in all cases, and less direct taxa-
tion or perhaps (least desirable) outright controls will be needed. Such measures 
must be crafted carefully to avoid distortions and perverse incentives that lead to 
inefficient allocations of resources. Naturally, increased taxation of emissions or 
fuels must be offset by reductions in general taxation to avoid a drag on the econ-
omy as a whole. It will undoubtedly be necessary to experiment with tax rates 
somewhat in order to determine the price elasticity of emission levels.  

Shed more light 

Good markets promote economic efficiency by providing participants with re-
liable and timely information about current prices and trading volumes for a vari-
ety of goods. Unfortunately, cartelization and governmental involvement in the oil 
market have worked greatly to obscure market information by decoupling price 
and quantity from economic forces. 

The U.S. government maintains several research and statistical activities that 
provide reliable information which to some extent compensates for the lack of 

                                                
142 CO2 is by no means the sole nor even the most potent (per unit volume) of greenhouse gases, 
but it is produced in such great and growing volume through burning that little can be done to 
control warming without limiting its production. 
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good market information.143 Care needs to be taken not to cripple these critical 
functions in efforts to economize in government. Indeed, every effort should be 
bent toward strengthening information so as to counterbalance the effect of car-
telization in obscuring market information. 

Prepare for the future 

Look ahead 

This paper presents and summarizes some efforts to see what may be coming 
in oil markets for the future, as affected by economic, natural, and political forces. 
A great deal more can be done along these lines, and should be. In particular, well 
thought-out and structured gaming activities, coupled with and informing com-
puterized mathematical simulations, can do much to illuminate possible modes of 
market and even political evolution in response to market, political, and natural 
events. Given the economic and political importance of oil and the uncertainties 
surrounding it, it is truly remarkable how little support there is for serious re-
search into these possibilities. 

Re-examine strategic petroleum reserves (SPR) 

An SPR of the right size, managed in the right manner, can help much to cush-
ion the impacts of shocks and upsets to oil supply. Present SPRs of approximately 
1.5 gbbl may be adequate for present circumstances. (See  Appendix A section on 
“Strategic” petroleum reserves at page 45.) But the possibility of much greater dis-
turbances in the future suggests that much larger SPRs may be worthwhile. This 
should be studied using the simulation tools I recommend above. Since SPRs are 
international public goods, efforts should be made to secure broader international 
support for their costs. 

Learn more about alternatives 

In the past, the U.S. government has spent substantial sums on research into 
alternative energy technologies intended for commercial application. Common 
belief notwithstanding, there is little evidence that the government is worse at 
making commercial technology choices than is private industry. But there is 
equally little to suggest that it is superior. The impediments to transferring tech-
nology suggest that it would be wiser to leave its development to those who stand 
most to benefit from it.  

Where the government can and should play a stronger role is in sponsoring 
the scientific research that will hopefully provide the basis for future technology. It 
                                                
143 Particularly notable in this connection are the efforts of the Energy Information Administration 
(EIA) of the Department of Energy and the U.S. Geological Survey (USGS) of the Department of 
the Interior. It will be noted that EIA and USGS publications occupy a prominent place in the bib-
liography of this paper. The U.S. is all but unique in the excellence and comprehensiveness of its 
public economic data and research, and derives great benefits from it. 
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is well established that scientific research has high economic returns. But because 
it is difficult for those who sponsor research to capture the returns, incentives to 
private sponsorship are weak. The U.S. government has a good record in sponsor-
ing important and productive research. It needs to put more effort into research 
areas that will affect alternatives to oil and for oil. Appendix E (page 83) gives 
some idea of the scope of the possibilities. 

Learn more about problems 

The U.S. government has a reasonably good record in sponsoring scientific re-
search relating to climate change and the other environmental effects (known or 
hypothesized) of oil production and consumption. As public controversy develops 
regarding these issues, there can be a temptation to cut back on research support 
(or to attempt to force research in certain directions) to gain short-term political 
objectives. This is a grave error which can have serious long-term consequences, 
and should be avoided at all cost. 
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Appendix G 
Glossary of terms and abbreviations 

 

An asterisk (*) next to a term indicates that it is non-standard, or employed in 
a non-standard manner in this paper. 

 

Abandon (a well) Cease production permanently. Implies that well has been 
capped and all production equipment removed for re-use or 
salvage. 

Abiogenic Not involving biological processes. In the case of so-called 
abiogenic petroleum, however, the theory involves some bio-
logical activity. 

Abiogenic meth-
ane 

Used in two different senses by various authors (and hence 
subject to confusion): 

 1. Methane not produced by contemporary biogenesis; an-
cient biogenesis it not ruled out. (This is the more standard 
and widespread usage.) 

 2. Gaseous abiogenic petroleum (q.v.) 

Abiogenic petro-
leum 

Supposed petroleum of ultimately extraterrestrial origin. 
According to a theory by Prof. Thomas Gold (see [Gold 
1999]), all terrestrial petroleum originates in hydrocarbons 
from space which accreted to Earth in the process of its for-
mation. Non-standard theory. 

Alcohol Any of a wide class of chemical compounds composed of hy-
drogen and carbon atoms, with a single oxygen. In essence, 
a molecule of an alcohol is a water molecule in which one of 
the two hydrogens has been replaced with a hydrocarbon 
chain. See also ether. 

Algae Any of a wide variety of single-celled organisms, mostly living 
in water, that function like plants. 

Barrel (oil) A unit of measure for oil equal to 42 U.S. gallons, equivalent 
to about 159 liters. The density of oil varies, but on average a 
barrel of crude oil weighs about 300 lbs or 136 kg. 

bbl Barrel, abbrev. 



Biogenic Produced through biological action. 

Biogenic methane Often used to distinguish methane produced by immediate, 
contemporary biogenesis from methane produced in the 
past (whether biogenically or otherwise) and held in the 
Earth by geologic traps. 

Biomass Any organic matter (especially of plant origin) that can be 
converted to fuel. 

Butane A hydrocarbon often found in natural gas, chemical formula 
C4H10 

C Chemical symbol for carbon. 

Cap (a well) A seal, usually concrete, in the bore of an abandoned well. 

Cap rock An impermeable geologic structure lying above a petroleum 
reservoir and forming a trap. 

Carbon A chemical element, symbol C. 

Carbon dioxide A compound, gaseous under normal conditions, each mole-
cule of which contains one carbon atom and two oxygens, 
having chemical formula CO2 

Catalyst A chemical substance which enters into and facilitates a 
chemical reaction but emerges from the reaction in its 
original state. 

Clathrate  A chemical substance in which a molecule of one substance 
fills a place within the crystal lattice of another substance. 
Gas hydrates are clathrates. 

CNG Compressed natural gas. 

CO2 Carbon dioxide. 

Cold fusion Thermonuclear fusion taking place at low (average) tem-
peratures. Often (incorrectly) associated with Fleischmann-
Pons cells (q.v.). 

Cornucopian* One who expects that the advance of technology or other 
processes will continue to provide resources in abundance, 
notwithstanding population growth and the exhaustion of 
certain forms of resources. 

Crack, cracking Decomposition of hydrocarbons through application of heat 
and/or pressure, in the presence of catalysts. 

Crude oil Petroleum in liquid form. Because petroleum is so complex 
and varied, and because petroleum liquids often are inter-
mixed with solids and gases, definitions of crude oil often 
incorporate specifications of viscosity, vapor pressure, etc. 
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This differ, and can result in differing classifications of some 
samples. 

Diesel A heat engine cycle invented by Rudolph Diesel, distin-
guished by compression ignition and fuel burning at essen-
tially constant pressure.  

Diesel fuel Fuel adapted for Diesel engines. The fuel must ignite readily 
—but not too readily—in a fuel-air mixture in response to 
compression. Diesel fuels generally are unsuitable for spark-
ignition engines, and conversely. 

Dimethyl ether A compound comprising two methyl radicals joined to an 
oxygen: CH3OCH3. The simplest ether. A gas at ordinary 
temperatures and pressures, but can be liquefied at modest 
pressures. A potential Diesel fuel. 

DME Dimethyl ether, abbrev. 

Doomster* One who expects that oil supplies will run out in the rela-
tively near future. 

Drive The force that drives petroleum through reservoir pores to 
the well bore. Drive derives ultimately from gravitational 
force, stored and transmitted by fluids within the earth. In 
most cases, the drive in a reservoir or field will fall off over 
time as it is produced. 

Dry gas Natural gas that is almost entirely lacking in heavier hydro-
carbon components that can be recovered by a separator at 
the surface. 

dy Day, abbrev. 

Efficiency In an engineering system, the ratio of energy output to en-
ergy input through a particular control volume. 

EIA Energy Information Administration, an organization of the 
U.S. Department of Energy. 

Electrolysis The process of separating the ionic components of a chemi-
cal compound by passing an electric current through it. In 
electrolysis of water, hydrogen and oxygen are produced. 

Endothermic A chemical reaction which absorbs net energy from its sur-
roundings is endothermic.  

Endowment The amount of oil or petroleum, either gross or recoverable, 
originally in a particular province or reservoir. 

Enhanced (oil) 
recovery 

Tertiary recovery (q.v.). Also applied to secondary recovery 
sometimes. 

 129



EOR Enhanced oil recovery. 

Ethane Second most prevalent constituent of natural gas, C2H6 

Ethanol An alcohol, C2H5OH, that is the active ingredient of alco-
holic beverages but can also be burned as a fuel. 

Ether Any of a wide class of chemical compounds composed of hy-
drogen and carbon atoms, with a single oxygen. In an ether, 
the oxygen joins two hydrocarbon chains. See also alcohol. 

Ethyl alcohol Ethanol. 

Exothermic A chemical reaction which releases net energy to its sur-
roundings is exothermic. 

Field A single isolated reservoir or a compact group of closely-
spaced or overlapping reservoirs. 

Fischer-Tropsch 
process 

An industrial chemical process which involves reacting CO 
and H2 over a catalyst to form various hydrocarbon species 
with water and/or carbon dioxide and considerable heat as 
byproducts. 

Fleischmann-Pons 
cell 

An electrochemical cell with platinum and palladium elec-
trodes in an electrolyte based on heavy water. It is claimed 
(with very little evidence) that under certain conditions an 
F-P cell may produce an excess of energy in the form of heat 
at low temperatures. It is further claimed (wrongly) that this 
supposed heat production is a result of cold fusion. 

Fraction A component or group of components in a petroleum mix-
ture that vaporize at a common temperature. 

Fractional distilla-
tion 

Separation of volatile components of different boiling points 
in a petroleum mixture by the gradual increase of tempera-
ture and the separate collection of each component. Pres-
sure may be reduced to aid in separating the least volatile 
fractions. 

F-T process Fischer-Tropsch process (q.v.) 

Fuel cell A reverse electrolytic cell in which chemical reactions be-
tween a fuel and oxidizer are used to generate an electrical 
current. 

Gas hydrate A clathrate in which gas molecules are enclosed in a matrix 
of water ice. 

Gasoline A mixture of volatile light liquid hydrocarbon fractions 
adapted to the needs of spark-ignition engines. 

gbbl Gigabarrel, meaning one billion barrels.  
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Geological Survey USGG (q.v.) 

Geology The science of the dynamics and physical history of the 
Earth, the rocks of which comprising it, and the physical, 
chemical, and biological changes that the Earth has under-
gone or is undergoing 

Geophysics The science of the physical mechanisms of geological proc-
esses. 

Geotherm The relationship between temperature and depth in the 
Earth at a given location. 

Grain alcohol Ethanol, esp. when made by fermentation of grain. 

Greenhouse effect A phenomenon that causes the Earth’s atmosphere to be 
significantly warmer than otherwise it would be. Short wave 
heat radiation from the Sun passes through the atmosphere 
with little absorption. But when it is absorbed the earth, 
longer wave radiation is emitted. These longer wavelengths 
are strongly absorbed by the “greenhouse gases”, which most 
notably include carbon dioxide, methane, and water vapor, 
thus heating the atmosphere. 

H Chemical symbol for hydrogen. 

Hotelling Harold Hotelling (1895-1973), economist and mathematical 
statistician. 

Hotelling’s Rule A supposition that the value of a deposit of a mineral ought 
to rise at a rate commensurate with the rate of return on 
other investments, such as bonds. While it forms a conven-
ient basis for analysis, the “rule” is not borne out by empiri-
cal data. 

hr  Hour, abbrev. 

Hubbert M. King Hubbert (1903-1989), a pioneering geophysicist. 

Hubbertist* One who expects (with Hubbert) that production of limited 
natural resources such as oil will follow a symmetric logistic 
curve, with production rates declining after the point of 
50% exhaustion. 

Hydrate Gas hydrate or methane hydrate (q.v.) 

Hydrocarbon Any of a wide range of compounds consisting entirely of hy-
drogen and carbon. 

Hydrogen A chemical element, symbol H. 

IEA International Energy Agency. http://www.iea.org/  
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Incrementalist* One who expects than any eventual tightening of oil sup-
plies will be delayed until at least several decades from now 
and that when it does occur it will prompt higher prices, 
which in turn will lead to incremental and orderly develop-
ment and substitution of other energy sources. 

Kerogen An insoluble waxy substance rich in precursors to hydrocar-
bons, from which a hydrocarbon oil may be obtained by 
heating to 500°C in a retort. 

Kilometer A unit of distance equal to 1000 meters, and equivalent to 
3280.8 feet. 

Kilowatt A unit of energy, equal to 1000 Watts. 

km Kilometer, abbrev. 

Knot A derived international standard unit of speed used in ma-
rine and aerial navigation; equal to 1 nmi/hr or 1.852 
km/hr. 

kt Knot, abbrev. 

kW Kilowatt, abbrev. 

Lift Produce (q.v.) 

LNG Liquefied natural gas. 

m Meter, abbrev. 

Market power A potential possessed by any market participant or governor 
to move quantity or price away from competitive equilib-
rium. In a perfectly competitive market, no participant has 
market power. 

mbbl Megabarrel, abbrev., meaning one million barrels. 

Meter The international standard unit of distance, equivalent to 
39.37 U.S. inches. 

Methane The lightest hydrocarbon species, chemical formula CH4. 
Principal component of natural gas. 

Methane hydrate A gas hydrate in which the gas molecules are largely methane.

Methanol An alcohol, CH3OH, that can be burned as a fuel. 

Methyl alcohol Methanol. 

NAFTA North American Free Trade Area—used as shorthand for 
the US, Canada, and Mexico. 

Natural gas Petroleum in gaseous form. Its hydrocarbon content is chiefly 
methane and propane (q.v.). 
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Natural gas liquids Hydrocarbons that are liquid at ordinary temperatures and 
pressures, separated from natural gas. 

Nautical mile A derived international standard unit of distance used in 
marine and aerial navigation; equal to 1,852 meters and 
equivalent to 6,076.1 ft or 1.151 U.S. statute miles. 

nmi Nautical mile, abbrev. 

NGL Natural gas liquids 

NYMEX New York Mercantile Exchange. A commodities exchange 
which offers facilities in trading selected oil and oil-related 
spot, futures, and options contracts. 

Oil Crude oil or a product obtained from it by refining. 

Oil deadline The depth in the Earth (varying from place to place with the 
geotherm) below which the temperature is too great to 
permit the survival of liquid petroleum 

Oil lord* (Formed by analogy to landlord.) One who exercises owner-
ship rights over deposits of crude oil. 

Oil shale Kerogen-containing source rocks whose geologic history has 
never carried them to the depth/temperature regime at 
which the kerogen would be converted to oil. 

Oil window The range of depths within the Earth (varying from place to 
place with the geotherm) over which kerogen is converted 
to crude oil. 

OPEC Organization of Petroleum Exporting Countries. 

Petroleum The literal meaning is “rock oil”, but petroleum has come to 
be used as a catch-all term for crude oil, natural gas, and 
natural gas liquids. 

Pool A reservoir (q.v.). It should not be thought that oil lies in lit-
eral open pools—in fact it is held in the pore space of the 
source rocks. 

Produce (petro-
leum) 

To bring petroleum up from its underground reservoirs to 
the surface. Also lift. 

Propane A hydrocarbon often found in natural gas, chemical formula 
C3H8 

Recovery The percentage of the petroleum in a deposit or group of 
deposits that can be produced. Variable with economic and 
technical conditions for any given reservoir, and greatly 
variable from reservoir to reservoir due to natural condi-
tions. 
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Refine, refinery Refining is the set of industrial chemical processes by which 
raw petroleum is converted to a variety of products (includ-
ing some feedstocks for further chemical processes). Frac-
tional distillation and cracking are the principal refinery 
processes. 

Reserves 1. Strictly: (a) Deposits that have been fully developed to the 
point of production. (b) The estimated volume of such a re-
serve that can be produced under specific (and stated) eco-
nomic and technical assumptions (which may or may not be 
fixed over the projected duration of production). Often re-
ferred to as proven reserves to draw a distinction with mean-
ings 2 and 3. In this paper, reserves always is used in this sense 
except as otherwise specified. 

2. Broadly: (a) Petroleum deposits that have been clearly 
identified and assessed as to location, amount, composition, 
and access. (b) The estimated volume of such deposits. 

3. Very broadly: All petroleum deposits known or believed to 
exist, found or unfound, or the volume of such deposits. 

4. (A quite different sense): A strategic petroleum reserve (q.v.) 

Reservoir A compact mass of petroleum trapped within the Earth sus-
ceptible, in principle, of being fully produced from a single 
well bore. (In practice, multiple well bores often drain a sin-
gle reservoir for economic reasons.) Also pool. 

Secondary recov-
ery 

Petroleum recovery accomplished by supplementing the 
natural drive with artificial means, such as injecting gas un-
der pressure in some wells to drive the oil to others. 

Seep (of oil) A place on the Earth’s surface at which petroleum is ex-
pressed. 

Shut in (a well) To stop production temporarily. 

Source rock The rock within which organic residues were originally 
trapped and converted to petroleum. Often at a consider-
able distance from the reservoir rock due to petroleum mi-
gration. 

SPR Strategic Petroleum Reserve (abbrev.) 

Strategic petro-
leum reserve 

Petroleum that has already been produced and is held in 
storage as buffer stock in the event of a supply or price 
shock. 

Syncrude An oil produced by Fischer-Tropsch or other chemical process 
from non-petroleum feedstocks and taken as an input for re-
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fining in the same manner as crude oil.  

Syngas A CO + H2 mixture (which will also generally contain a vari-
ety of other substances in lesser concentration) which is the 
feedstock for a Fischer-Tropsch process. It is formed from a 
carbon-rich feedstock (such as coal) by processing with heat 
and pressure with the addition of oxygen and steam. 

Synthesis gas Syngas (q.v.) 

Tar sand Unconsolidated sediments that contain bitumen, a tarry sub-
stance rich in hydrocarbons, thought to have been created 
by biodegradation of oil. 

Tertiary recovery Any of a variety of processes to promote petroleum flow into 
the well bore, distinguished from secondary recovery by their 
sophistication and complexity. 

Thermogenic Formed by the action of heat. 

Trap A geologic formation in which cap rock traps petroleum in 
underlying reservoir rock. 

UAE United Arab Emirates. 

USGS The U.S. Geological Survey, an organization of the Depart-
ment of the Interior. 

Vacuum energy Zero-point energy (q.v.) 

W Watt,  abbrev. 

Watt The international standard unit of energy. 

Wood alcohol Methanol 

Yield In a chemical process, the products actually obtained as a 
percentage of the theoretical maximum. 

yr Year, abbrev. 

Zero-point (vac-
uum) energy 

The residual energy remaining in a volume of space entirely 
devoid of matter and thermal energy. It is (wrongly) sup-
posed by some to represent a usable energy source. 
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Appendix H 
Suggestions for on-screen use of this document 

 

Most people do not like to read documents on screen. To some extent this is a 
result of limitations inherent in the technology of current computer displays. But 
it also reflects inadequate attention to formatting for easy readability on screen. 

This paper has been formatted and structured to make it suitable either for 
printing out or for reading on screen. Reading on screen offers some advantages 
(beyond saving paper and printing expense): it makes it much easier to find spe-
cific topics and follow cross-references. 

In this appendix I present some ideas about how to make on-screen reading as 
productive as possible. 

Read with Adobe Acrobat Reader (or Adobe Acrobat) 

This paper will usually be distributed in electronic form as a PDF (portable 
document format) file. The most practical way to read it on screen (or to print it) 
is with the Adobe Acrobat Reader or Adobe Acrobat software, made by Adobe Sys-
tems, Incorporated. The Adobe Acrobat Reader is available for free distribution 
from Adobe, via their Web page at http://www.adobe.com/. (There’s a “button” 
that says, “Get Acrobat Reader”; click on it with your mouse cursor.) Versions are 
available for almost all computer operating systems. 

This paper was converted to PDF using Adobe Acrobat 4.05. If you have diffi-
culty with it, the most likely cause is an older version of Acrobat Reader. It’s best to 
upgrade to the most current version. 

If you have Adobe Acrobat (which is sold by Adobe), you may find that there 
are advantages in using it to read this paper (and other PDF documents). It allows 
you to annotate and highlight sections of the PDF text. 

Navigation 

When you open the paper in Adobe Acrobat Reader, it will look something like 
what is shown in the image below. I’ve added annotations to indicate some of the 
tools and techniques for navigation.  

 

http://www.adobe.com/


 

Click to change paging
mode to continuous 

Click any heading
to jump to it Click on blue boxes

to jump to their links 

Use to change zoom
for easiest reading 

Click to close (or re-
open) left-hand pane 

When you’ve jumped to a link, this is the ar-
row to click to get back where you started 

 

 

If a cross-reference is presented in the form “Appendix X, page n”, it will be 
better to click on the page number, as this will usually lead to the specific page 
within the appendix that contains the material of interest. 
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