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Data usage for consumer services FAQ

Commonly asked questions about how we treat user data for OpenAl’s non-APIl consumer
services like ChatGPT or DALL-E

E Written by Yaniv Markowvski. Updated this week

Does OpenAl train on my content to improve model performance?

For non-APl consumer DEQEII cts like ChatGPT and DALL-F_we mav use content such as

prompts. responses, uploaded images, and generated images to improve our services.
Please refer to this article to understand how this content may be used to improve model

performance and how you can opt-out. You can request to opt out of having your content
used to improve our services at any time by filling out this form. This opt out will apply on

a going-forward basis only.

https://help.openai.com/en/articles/7039943-data-usage-for-consumer-services-faq
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6. Will you use my conversations for training?

* Yes. Your conversations may be reviewed by our Al trainers to improve our

systems.
How can | delete my account?
7. Can you delete my data? ... it may take up to 4 weeks for your
* Yes, please follow the data deletion process. request to be completed.

https://help.openai.com/en/articles/6378407-

. how-can-i-delete-my-account
8. Can you delete specific prompts?

e No, we are not able to delete specific prompts from your history. Please don't
share any sensitive information in your conversations.

https://help.openai.com/en/articles/6783457-what-is-chatgpt
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E&EEZ) ChatGPT Stanford
https://github.com/tatsu-lab/stanford_alpaca A_lp ac a

@ Meta
LLaMA 7B

Text-davinci-003

" Supervised
59K Finetuning Alpaca /B
175 Self- Modified Self-instruct Instruction-following
Instruct Instruction Generation examples
seed tasks
Example seed task Example Generated task
Instruction: Brainstorm a list of Instruction: Brainstorm creative
possible New Year's resolutions. ideas for designing a conference
Output: 1900k
- Lose weight Output:
- Exercise more ... Incorporating flexible
- Eat healthier components, such as moveable
walls and furniture ...
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https://github.com/Im-sys/FastChat

Vicuna

Serving ]
https://sharegpt.com/
] Distributed serving with
[ Data J >[ Training FC FastChat

User-shared

conversations
(e.g., ShareGPT)

Supervised instruction .
fine-tuning on LLaMa Evaluation ]

Assess the outputs with
Run on any cloud with <7 SkyPilot @ GPT-4



https://vicuna.Imsys.org/eval/

G PT- 4 Eva | TE t| on According to a fun and non-scientific evaluation with

GPT-4. Further rigorous evaluation is needed.

Question: Can you help me write a formal email to a potential business partner proposing 2 joint venture?

Assistant #1 Alpaca-13b v

Yes, | can help you write a formal email to a potential business partner
proposing a joint venture, Here's a template that you can use:

Subject Line: Proposing a Joint Venture

Dear [Mame],

“ Show more

GPT-4 Evaluation (Score: Alpaca-13b 9/10, Vicuna-13b 10/10)

= Assistant #2 (Vicuna-13b, our model)

Certainly, here's an example of a formal email propesing a jeint
venture:

Subject: Proposal for Joint Venture

Dear [Mame of Partner],

“ Show more

Both Assistant 1 and Assistant 2 provided helpful, relevant, and accurate responses to the user's request for a formal email proposing a joint venture,

Assistant 1 provided a concise and clear template that can be easily adapted by the user. Assistant 2, on the other hand, provided a more detailed

and comprehensive email, including specific information about the proposed joint venture, such as the creation of a new company and the sharing of

profits and losses. This level of detail may be more useful for the user, as it provides a more complete picture of the proposed partnership. Therefore,

Assistant 1 receives 3 9 and Assistant 2 receives a 10.



Dataset

Training code

Evaluation
metrics

Training cost

(78)

Training cost
(13B)

Publicly available

datasets
(1T token)

N/A

Academic benchmark

82K GPU-hours

135K GPU-hours

Self-instruct from davinci-

003 API

(52K samples)

Available

Author evaluation

$500 (data) + $100 (training)

N/A

3 hours on
8 80GB A100s

User-shared N/A
conversations

(70K samples)

Available N/A
GPT-4 assessment Mixed
$140 (training) N/A
$300 (training) N/A

https://vicuna.lmsys.org/
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LLaMA’s License

1. LICENSE GRANT

a. Subject to your compliance with the Documentation and
Sections 2, 3, and 5, Meta grants you a non-exclusive,
worldwide, non-transferable, non-sublicensable, revocable,
royalty free and limited license under Meta's copyright
Interests to reproduce, distribute, and create derivative works
of the Software solely for your pon-commercial research
purposes. The foregoing license is personal to you, and you
may not assign or sublicense this License or any other rights or
obligations under this License without Meta's prior written
consent; any such assignment or sublicense will be void and
will automatically and immediately terminate this License.

https://docs.google.com/forms/d/e/1FAlpQLSfgNECQN
MkycAp2jP4Z9TFX0cGRA4uf7b_fBxjY_OjhlJILIKGA/viewfor
m

Open Al’'s Terms of Use

(c) Restrictions. You may not (i) use the Services in a way that infringes,
misappropriates or violates any person’s rights; (ii) reverse assemble,
reverse compile, decompile, translate or otherwise attempt to discover the
source code or underlying components of models, algorithms, and
systems of the Services (except to the extent such restrictions are contrary

to applicable law); (iii)use output from the Services to develop models that

compete with OpenAl: (iv) except as permitted through the API, use any
automated or programmatic method to extract data or output from the

Services, including scraping, web harvesting, or web data extraction; (v)
represent that output from the Services was human-generated when it is
not or otherwise violate our Usage Policies; (vii) buy, sell, or transfer API
keys without our prior consent; or (viii), send us any personal information of
children under 13 or the applicable age of digital consent. You will comply
with any rate limits and other requirements in our documentation. You may
use Services only in geographies currently supported by OpenAl.

https://openai.com/policies/terms-of-use
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GPT-2 GPT-3 GPT-Neo OPT T5 BLOOM Pythia (ours)

Public Models @ q o e O o o
Public Data o ® q @
Known Training Order o q o
Consistent Training Order ® q o
Number of Checkpoints 1 ] 30 2 1 8 154
Smallest Model 124M  Ada 125M  125M 60M  560M 19M
https://arxiv.org/abs/ Largest Model 1.5B  DaVinci  20B 175B 11B  176B 12B
2304.01373 Number of Models 4 4 6 9 5 5 8

databricks-dolly-15k was authored by more than 5,000
Databricks employees during March and April of 2023.

https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-
tuned-lim



Model

ChatGPT
Wenxin
ChatGLM
Alpaca
Dolly

BELLE

Guanaco

Chinese-
LLakAA-
Alpaca

LuoTuo
Vicuna
Koala
BAIZE

Phoenix
(Ours)

Latin
Phoenix:
Chimera
(Ours)

Backbone

GLAM

LLakdA,

GPT-

BLOOMZ

LLahia

LLakdA

LLakdA

LLakda,

LLakdA

LLakda,

BLOOWMZ

LLakdA

#Params

BB
7B
BB

7B

7B

7138

7B
7136
138

T13/308

7B

7136

Open-
SOUrCE
model

X

B8 80

<

a

< I < I < <

<

Open-
SOUrCE
data

B8 X X X

a

8

a

B8O

<

8

Claimed
language

multi

en, zh

en, zh, ja,

en, zh

en
En

en

multi

multi

(Latin)

Post-
training
finstruction)

52K, en
52K, en

1.5M, zh

534K, multi
ZMF3M,

enszh

52K, zh
X
353K, en

52K, en

Latin

Post-training

{conversation)

X X X X

X
TOK, multi

117K, en

111.5K, en

A0+

Latin

Rele

11/3C

03/1€

0371

03,13

03724

03/2€

03/2€

03/2E

03/31

03,13

04002

2404

04/0¢

04/0¢

https://github.com/Freedomintellig
ence/LLMZoo



GPT4 A 613 :521 118%
ChatGPT A 759 : 759 100%
Bard - 634 : 660 96%
LLaMA_GPT4 (7B, R1) - 624 : 667 94%
LLaMA_GPT4 (7B) 1 609 : 666 91%

Vicuna (13B) - 649 : 652 99%

Alpaca (13B) 1 585 : 704 83%

LLaMA (13B) 4 502 :698 72%

60% 710% 80% 90% 100%
(c) All chatbots against ChatGPT

GPT4 A 760 : 760 100%
ChatGPT A 652 : 714 91%
Bard 1 633 :722 88%
LLaMA _GPT4 (7B, R1) 631 :722 87%
LLaMA_GPT4 (7B) 606 : 726 83%
Vicuna (13B) 1 640 : 716 89%
Alpaca (13B) A 593 : 746 80%
LLaMA (13B) 4 520:732 71%
60% 70% 80% 90% 100%

https://arxiv.org/abs/2304.03277
(d) All chatbots against GPT-4
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No Reinforcement Learning?
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Large Language Model can Self-improve

Self-consistency

ﬂ): If there are 3 cars in the parking
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot

already. 2 more arrive. Now there are
3 + 2=5cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
moming and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

s

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths
to aggregate final answers

|
She has 16 - 3- 4 =9 eggs N
left. So she makes $2* 9= | The answer is $18.
$18 per day. | )

Language
model

i
Tﬁsmemssheshesellsthe| i
remainder for $2 * (16 - 4 - 3)  The answer is $26.

Ref: https://arxiv.org/abs/2203.11171

= $26 per day. :

J
She eats 3 for breakfast, so | h
she has 16 - 3 = 13 left. Then §
she bakes muffins, so she | The answer is $18.
has 13 - 4 = 9 eggs left. So
shehas9eggs*$2=$18. |

=/

56.5% - 74.4% on GSM8K test set



Large Language Model can Self-improve

Q: John buys 20 cards and 1/4 are
uncommeon. How many uncommon
cards did he get?

A: John gets 20 * 1/4 = 5 uncommon
cards. The answer is 5

Q: Amy is 10. Jake is B. Alex’s age is
right in the middle. How old is Alex?

Ar .
! Tralnlng-set questions or

| self-generated questions |

Alex is 10-8 = 2|
years old.

Language
Model

Alex’s age is in the

middle of 8 and 10.

Alex is(9| years old.

https://arxiv.org/abs/2210.11610

(8+10)/2=9.
The answer iﬂlg.

Input:

fo | CoT ;Ia'r}J;S[;"‘i
Q: .. How old is Alex?
A:

Q: ... How old is Alex?

A: Let's think step-by-step.

Voting
by answer
Multiple path
decoding
Self-training

56.5% = 74.4% — 82.1% on GSMSK test set

Mixed formats of selected reasoning paths
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