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Speech Representation Learning

labeled 
data

happy

Model

Emotion Recognition

Why speech representation learning?

Fully supervised learning

● labeled data is expensive
● Train a new model for each task



Speech Representation Learning

happy

SSL Model

Linear Model

unlabeled 
data

labeled 
data

Speaker A

Linear Model

labeled 
data

● Use cheap unlabeled data 
for pre-training 

● informative but separable 
representation

Why speech representation learning?
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Self-Supervised Speech Representation Learning

Mohamed, Abdelrahman, et al. "Self-supervised speech representation learning: A 
review." IEEE Journal of Selected Topics in Signal Processing (2022).
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Contrastive Learning: Intuition

Encoder Encoder Encoder

Push away

Pull together

Positive Pair Negative Pair



Contrastive Predictive Coding (CPC)

speech sampling rate: 16,000 Hz

CNN CNN CNN CNN CNN CNN

GRU GRU GRU

context vector

5 CNN layers
Stride: [5, 4, 2, 2, 2]

down sampling 
rate: 160



Contrastive Predictive Coding (CPC)

speech sampling rate: 16,000 Hz

CNN CNN CNN CNN CNN CNN

GRU GRU GRU

Positive Pairs Future vectors in 
the same speech

context vector



Contrastive Predictive Coding (CPC)

speech sampling rate: 16,000 Hz

CNN CNN CNN CNN CNN CNN

GRU GRU GRU

context vector Positive Samples

Negative Pairs

CNN

vectors in 
different 
speech



Contrastive Predictive Coding (CPC)

Linear Model

CPC

Phone 
Classification

Speaker
Classification

It performs well on both content and speaker tasks!
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CNN CNN CNN CNN CNN

Transformer

Wav2vec 2.0

● quantize
● masking

context vector

Positive SamplesNegative samples
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XLS-R

CNN CNN CNN CNN CNN

Transformer

context vector

~ 400,000 hours
107 languages 



LibriSpeech ASR results

● Performance drop when 
the size is the same as 
wav2vec 2.0



LibriSpeech ASR results

● Achieve competitive 
performance when 
model size is bigger



Multilingual LibriSpeech

Achieve competitive performance when only using 10 hour labeled data
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BERT

台 灣 大 學

Linear

天 0.1

灣 0.7

我 0.1

… …

softmax

Maksed Language 
Modeling

Pre-defined 
Vocabulary

BERT

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers 
for language understanding." arXiv preprint arXiv:1810.04805 (2018).



Linear

天

灣

我

…

softmax

BERT

台 灣 大 學

Maksed Language 
Modeling

BERT
Pre-defined 
Vocabulary

灣

minimize
distance



CNN CNN CNN CNN

Transformer

HuBERT

Linear
???

Hsu, Wei-Ning, et al. "Hubert: 
Self-supervised speech representation 
learning by masked prediction of hidden 
units." IEEE/ACM Transactions on 
Audio, Speech, and Language 
Processing 29 (2021): 3451-3460.



CNN CNN CNN CNN

Transformer

HuBERT

Linear

MFCC

K-means

Speech
Dataset

codebook

c1 c2 c3 c4 c5 …



CNN CNN CNN CNN
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codebook

c1 c2 c3 c4 c5 …
c2

c3

c6 c5

Linear

c1

c1
minimize
distance

Pseudo Labeling

Train 400,000 steps

Teacher
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CNN CNN CNN CNN

Transformer

WavLM

HuBERT

K-means

codebook

c1 c2 c3 c4 c5 …

Clean speech

c5 c3 c2
c4

Linear

c4

Mixture 
of speech



Speaker Verification

EER: equal error rate, the 
lower the better

With speech denoising, 
WavLM performs better 
than HuBERT



SSL Speech Representation Learning Models

CPC
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Encoder

BEST-RQ

Projection

codebook

c1 c2 c3 c4 c5 …

c2 c3 c6 c1

Masking
Random Init.
Fixed

Random Init.
Fixed

BERT-based Speech Pre-training with 
Random Projection Quantizer

Pseudo 
Labeling



● Comparable to other Speech SSL models
● Teacher (clusters) is not  necessary to be good
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SUPERB

SSL Model

Downstream
Model 1

Downstream
Model 2 

labeled 
data

labeled 
data

I am a boy. Speaker AASR SID



SUPERB

Layer 1

Layer 2

Layer 12
…

w12

w1

w2

Downstream
Model 2 

labeled 
data

Speaker A SID

Weighted sum over every 
layer’s representations

…



SUPERB

Speaker
Identification

Speaker
Verification

Speech 
Recognition

Phoneme
Recognition

Keyword
Spotting

Speaker Content Semantics Paralinguistics

Intent
Classification

Slot Filling Emotion
Recognition

Speaker 
Diarization

Query By Example



https://superbbenchmark.org/leaderboard



The bigger, the better



Strong model performs better on all kinds of tasks



SUPERB
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Representation Weight Analysis

WavLM: Large-Scale Self-Supervised Pre-Training for Full Stack Speech Processing

● Speaker tasks:
○ ASV (Speaker Verification)
○ SID (Speaker Identification)
○ …

● Content tasks:
○ ASR (Speech Recognition)
○ IC (Intent Classification)



Representation Weight Analysis



Part 1 Summary: Speech Representation Learning

CPC

wav2vec 2.0

HuBERT

WavLM

BEST-RQ

Contrastive Models Predictive Models

Predict future 
vectors

Quantize, masking

Masked prediction 
(BERT)

Denoising

Random Projection 
during pseudo labeling

XLS-RMultilingual



Part 1 Summary: Speech Representation Learning

CPC

wav2vec 2.0

HuBERT

WavLM

BEST-RQ

Contrastive Models Predictive Models

XLS-R

Speaker
Content
Semantics
Paralingustics
…

● SSL Speech Models are versatile!
● Different information is encoded 

in different layer’s representation
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Textless NLP Project

ST system

How are you? 你好嗎？

ASR How are you?

你好嗎？

MT

TTS

Cascaded SystemNeed Text Data! Error Propagation!

Speech Translation

Machine
Translation



Textless NLP Project

ST system

How are you? 你好嗎？

Textless
MT

Textless NLP

Encoder

Decoder

Don’t need text data Adopt techniques in NLP

English psuedo text

Chinese psuedo text



Textless NLP Project

Language 
Model

Textless NLP

Encoder

Decoder

Don’t need text data Adopt techniques in NLP

● GPT: Speech Continuation
● BART: Speech Translation
● no LM: Speech Resynthesis

psuedo text



Textless NLP Project

Encoder Decoder

unit
LM

Quantizer

Speech Continuation

Speech Translation

Resynthesis

an example



Textless NLP Project

Encoder Decoder

unit
LM

Quantizer

Resynthesis

Speech Continuation

Speech Translation



 Lakhotia et.al., arXiv 21’

71 11 8 59 25 Discrete units
(pseudo text)

HuBERT

K-means
quantize

63

Generative Spoken Language Modeling



71 11 8 59 25

Decoder-only uLM
HuBERT

71 11 8 59 2

4 40 27

Language modeling on discrete units
64 Lakhotia et.al., arXiv 21’

Generative Spoken Language Modeling

quantize
…



Decoder-only uLM

71 11 8 59 2

4 40 27 …

Language modeling on discrete units
65 Lakhotia et.al., arXiv 21’

Generative Spoken Language Modeling

Unit to Speech
Decoder

…
Speech Continuation

31 28 9

Speech 
Only
Data

Pseudo-text to speech



GSLM

71 11 8 59 2

4 40 27 …

66 Lakhotia et.al., arXiv 21’

Generative Spoken Language Modeling

GSLM

8 9 13 …3 40 13

<BOS>

Conditional Generation Unconditional Generation



67 Lakhotia et.al., arXiv 21’

Generative Spoken Language Modeling

GSLM

8 9 13 …3 40 13

<BOS>

Unconditional Generation

and to take in another path 
and to take in another path 
and to take in another path 
and to take in another path …

at the swing here as to motions out of the events not 
time and abe he was any stump headed and flow any 
he’s the kiln are tama why do ye take the floor …

temperature = 0.3 [stuttering]

temperature = 1.5 [babble]

8 9 133 40 13
1

1 2 3

1 2 3

2 3



68 Lakhotia et.al., arXiv 21’

Generative Spoken Language Modeling

GSLM

8 9 13 …4 40 13

<BOS>

Unconditional Generation

8 9 134 40 13

1 2 3

but it is attendant from the people to defend himself from 
this information pride of the potential in criminal activity a 
curiosity and impetuosity of the world a war soon acquired

temperature = 1

“Locally” coherent



69 Lakhotia et.al., arXiv 21’

Generative Spoken Language Modeling

GSLM

8 9 13 …4 40 13

<BOS>

Unconditional Generation

8 9 134 40 13

1 2 3

but it is attendant from the people to defend himself from 
this information pride of the potential in criminal activity a 
curiosity and impetuosity of the world a war soon acquired

temperature = 1



Textless NLP Project

Encoder Decoder

unit
LM

Quantizer

Resynthesis

Speech continuation

Speech Translation



Speech Resynthesis

Feature disentanglement
● Content
● Pitch
● Speaker

Polyak, Adam, et al. "Speech resynthesis from discrete disentangled 
self-supervised representations." arXiv preprint arXiv:2104.00355 (2021).



Speech Resynthesis

Speaker information is removed 

in the discrete units 

Multistream is required to 

perform resynthesis

Speaker Identification

Kharitonov, Eugene, et al. "textless-lib: A library for textless spoken language processing." 
arXiv preprint arXiv:2202.07359 (2022).



Speech Resynthesis

Voice Conversion

Replace the speaker embedding 
with other speaker’s embedding



Speech Resynthesis
Speech Codec



Textless NLP Project

Encoder Decoder

unit
LM

Quantizer

Resynthesis

Speech Continuation

Speech Translation



20 11 7 32 25

Decoder
mHuBERT

76

Speech Translation: Unit BART

En

Es

Encoder

20 11 7 32 25

20 11 7 32 25

corrupted unit sequence

reconstructionBART pre-training

Popuri, Sravya, et al. "Enhanced direct speech-to-speech translation using self-supervised 
pre-training and data augmentation." arXiv preprint arXiv:2204.02967 (2022).

Unpaired data



Decoder

77

Speech Translation: Unit BART

En

Es

20 11 7 32 25

Wav2vec 2.0

BART 
Decoder

wav2vec 2.0 
Encoder

En

Es

Paired data
fine-tune



Decoder

78

Speech Translation: Unit BART

Encoder

20 11 7 32 25

20 11 7 32 25

20 11 7 32 25

mHuBERT

En

Es

Paired data

fine-tune



Speech to speech translation is competitive to cascaded systems
(Without any text supervision)



UnitY: Model Architecture

Source langauge speech

Target language text

Target language Unit

1. Speech Encoder

2. First-pass text decoder

3. Text-to-unit encoder

4. Second-pass unit decoder

X:    Source language speech input
Y:    Target language text
U:   Target language discrete units

X

Y

U

auxiliary task



UnitY: Model Architecture

● Unlabeled text
● Unlabeled speech
● labeled speech
● paired speech



…



Speech-to-Speech Translation For A 
Real-world Unwritten Language

https://about.fb.com/news/2022/10/hokkien-ai-speech-translation/

No speaker 
information
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AudioLM

https://ai.googleblog.com/2022/10/audiolm-language-modeling-approach-to.html



AudioLM

Textless NLP is only modeling the 
semantic tokens!

Borsos, Zalán, et al. "Audiolm: a language modeling approach 
to audio generation." arXiv preprint arXiv:2209.03143 (2022).



AudioLM

Encoder Codec
Decoder

unit
LM

Quantizer

Codec
Encoder

Semantic Token
(Pseudo Text)

Acoustic Token

Speech Continuation



AudioLM

Encoder Codec
Decoder

unit
LM

Quantizer

Codec
Encoder

Semantic Token
(Pseudo Text)

Acoustic Token

Speech Continuation



Residual Vector Quantization

Codec Model



Encoder

codebook 1

A1 A2 A3 A4 A5 …

A3 A2 A6

codebook 2

B1 B2 B3 B4 B5 …

B2 B3 B5

codebook 8

H1 H2 H3 H4 H5 …

H3 H6 H3

A3 A2 A6

B2 B3 B5

… … …

H3 H6 H3

D
ecoder

…

Quantized units

Most important

Défossez, Alexandre, et al. "High fidelity neural audio compression." arXiv preprint arXiv:2210.13438 (2022).

…



AudioLM

Encoder Codec
Decoder

unit
LM

Quantizer

Codec
Encoder

Semantic Token

Acoustic Token



AudioLM



https://ai.googleblog.com/2022/10/audiolm-language-modeling-approach-to.html

Speech Continuation Music Continuation
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VALL-E

Text-to-speech (TTS) Model

speaker, acoustic coherent

3 second prompt



VALL-E



● Beat state-of-the-art TTS system
● Speaker similarity is high
● maintain emotion
● maintain acoustic environment

https://valle-demo.github.io/



Overview

Speech 
Representation Learning

Speech 
Large Language Models

Other Speech 
Foundation Models

Speech Foundation Models
Part 2 Part 3Part 1

1. SSL Models
2. Representation

benchmarking
3. Efficiently using 

these models

1. Textless NLP
2. AudioLM

1. Whisper
2. USM



https://openai.com/research/whisper



Whisper

● 680,000 hours labeled data
● Multitask learning



START LANG

TRANSCRIBE

TRANSLATE

這是一本書

This is a book.
END

NO
SPEECH

Language identification Speech recognition

Speech translation

Voice activity detection

Whisper

Whisper Multitasking

這是一本書



Multilingual Speech 
Recognition

(~120,000 hours)

Chinese
German
Spanish
…

X to English 
Translation

(~120, 000 hours)

Korean
Chinese
Japanese
…

English
Speech Recognition

(~440,000 hours)



Whisper is open sourced!



USM: Universal Speech Model 

● Pre-train: 12M hours / 300 languages

● Fine-tune: 1/7 of the dataset used in Whisper 





● Fine-tune: 1/7 of the dataset used in Whisper



Conclusion

1. Self-supervised Speech Models as feature extractor

2. Speech Large Language Model - Generative AI

3. Quantization is very important

4. How to efficiently use these speech foundation models? 

(not covered today)
a. prompting

b. adapters


