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Abstract— In recent saliency detection research, many 

graph-based algorithms have applied boundary priors as 

background queries, which may generate completely “reversed” 

saliency maps if the salient objects are on the image boundaries. 

Moreover, these algorithms usually depend heavily on 

pre-processed superpixel segmentation, which may lead to notable 

degradation in image detail features. In this paper, a novel 

saliency detection method is proposed to overcome the above 

issues. First, we propose a saliency reversion correction (RC) 

process, which locates and removes the boundary-adjacent 

foreground superpixels, and thereby increases the accuracy and 

robustness of the boundary prior based saliency estimations. 

Second, we propose regularized random walk ranking (RRWR) 

model, which introduces prior saliency estimation to every pixel in 

the image by taking both region and pixel image features into 

account, thus leading to pixel-detailed and 

superpixel-independent saliency maps. Experiments are 

conducted on four well-recognized datasets; the results indicate 

the superiority of our proposed method against 14 state-of-the-art 

methods, and demonstrate its general extensibility as a saliency 

optimization algorithm. We further evaluate our method on a new 

dataset comprised of images that we define as boundary adjacent 

object saliency (BAOS), on which our method performs better 

than the comparison methods. 

 
Index Terms— Reversion correction, regularized random walk 

ranking, saliency optimization, saliency detection. 

 

I. INTRODUCTION 

ITH the rapid increase in smart devices and social 

networks, we are now immersed in massive amounts of 

digital media data. Considering the scarcity of attention and 

time, it is urgent and advantageous to filter out only the most 

useful messages among all of the available data for further 

processing. With image data, this equates to the saliency 

detection process. Saliency detection locates the most 

conspicuous object (or region) in an image [1], [2], which 

typically originates from contrasts of objects and their 

surroundings, such as differences in color, texture, shape, etc. 

Fig. 1 shows a few examples of natural images, in which the 

flower, the cookies and the girl attract the most visual attention, 

and thus are regarded as salient objects. The detections of such 

salient objects in the images are of vital importance, because 

they not only improve the subsequent image processing and 

analyses, but also direct limited computational resources to 

more efficient solutions [3].  

Bottom-up methods [1], [3-8] comprise one of the major 

branches of saliency detection methods, which focus on 

low-level image features. Recently, graph-based methods [4], 

[7-9] have emerged to apply inter-regional relationships in 

saliency detection, among which the boundary-based feature 

[6], [10], [11] is one of the highly effective contributors. These 

methods are generally facilitated by superpixel segmentation 

and perform well compared with the state-of-the-art. 

Nevertheless, there still are drawbacks that hinder these 

methods, with two major issues as described below: 

1) It may be implausible to directly apply four image 

boundaries as the background queries for background 

saliency detection. More specifically, one or more of the 

boundaries may contain part of the foreground object, and 

undesired error may occur if they are still considered 

background. Examples are shown in Fig. 2, where the salient 

objects occupy considerable parts of the image boundaries, 

leading to the failure of the MR [6]. Also note that due to the 

negative influences of the boundary-adjacent foreground 

objects, the saliency maps in Fig. 2b look similar to the 

“reversed” version of the ground truth in Fig. 2d, i.e., most of 

the background regions are classified as foreground, and 

most of the foreground regions are classified as background.  

2) The superpixel segmentation [12] facilitates the 

pre-processing of boundary based (and many other 

graph-based) saliency detection algorithms. However, 

inaccuracy in the superpixel segmentation itself may directly 

lead to the failure of the entire algorithm. The operation of 

assigning the same saliency value to all the pixels within a 

fix-sized patch unavoidably ignores some detailed 

information from the original image, making the saliency 

map appear covered by mosaics and hence decreasing the 

overall visual quality. It is thus desirable to combine both 

superpixel and pixel image data in saliency detection where 

the pixel process can provide better smoothness and hence 

improve the overall quality and accuracy of the output 

saliency map. 

In this paper, in order to overcome the two issues above, we 

propose the reversion correction and regularized random walk 

ranking (RCRR) for saliency detection, a novel graph-based 

bottom-up saliency detection method. Our key contributions 

are summarized below: 

1) We present the reversion correction (RC) process, which 

locates and eliminates the boundary-adjacent foreground 

superpixels, preventing saliency reversions (e.g., Fig. 2b) 
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from emerging. This mechanism provides increased 

robustness, as shown in Fig. 2c. 

2) We build the regularized random walk ranking (RRWR) 

model, which takes both prior saliency estimations and pixel 

image data into account. RRWR is independent of 

superpixel segmentation and is able to generate pixel 

saliency maps that reflect full details of the input images.  

3) We explore the extensibility of RC as an optimization 

algorithm on existing boundary based saliency detection 

methods, which has the potential of significant performance 

boosting. 

4) We also propose the boundary adjacent object saliency 

(BAOS) dataset comprising 200 images that have large 

proportions of salient objects on the image boundaries. This 

dataset provides an objective evaluation of saliency 

detection methods’ performance on boundary-adjacent 

salient objects. 

This work is an extension to our previous study [11] with 

marked improvements, specifically the technical contributions 

above. In addition, we have conducted a more detailed and 

comprehensive evaluation with 14 state-of-the-art methods, 

including our previous work [23], on five datasets. The results 

show the superiority of our proposed RCRR method in terms of 

both accuracy and robustness. 

II. RELATED WORKS 

In this section, we discuss related saliency detection methods 

and put our work in proper context. In computer vision, based 

on data processing mechanisms, saliency detection methods are 

generally categorized into two groups: bottom-up methods [1], 

[3-6], [13-15], and top-down methods [7], [8], [16], [17]. The 

bottom-up methods are often involved in feature properties 

directly presented in the environment [18]. They simulate 

instinctive human visual mechanisms, and utilize 

self-contained features such as color, texture, location, shape, 

etc. Compared to top-down methods, the bottom-up methods 

are more attentive and data driven [6], being easier to adapt to 

various cases, and therefore have been widely applied.  

Early bottom-up saliency detection methods are generally 

feature based, in which only low-level features in the images 

are used. This includes, but is not limited to, color intensity, 

color contrast, color distribution, and Euclidean distances. As 

the pioneers in saliency detection, Itti et al. [1] introduce a 

conceptually computational model for visual attention 

detection based on multiple biological feature maps generated 

by mimicking human visual cortex neurons. Achanta et al. [13] 

propose a frequency-tuned method based on the low-level 

features of luminance and color, which is fast to implement and 

results in pixel-wise saliency maps. In [3], Cheng et al. present 

a histogram-based contrast method, which exploits pixel-wise 

color separation to produce saliency maps, which is then 

improved with a region-based contrast method that takes spatial 

distances into account at the cost of computational efficiency. 

To overcome the limitations of color contrast, Fu et al. [14] 

illustrate the workflow of a combined color contrast and color 

distribution saliency detection algorithm, together with a 

refinement process to suppress noise and artifacts. In the work 

of Hou and Zhang [19], the log-spectrum of the input image is 

analyzed to extract its spectral residue in the spectral domain, 

which is then applied to construct the saliency map in the 

spatial domain. 

Feature-based methods mostly focus only on the low-level 

features and therefore ignore the inter-regional relationships, 

which are composed of rich information stored in the 

connections between the different pixels and regions in an 

image. Such problems are resolved in the more recently 

proposed graph-based methods. Harel et al. [15] offer graph 

based visual saliency (GBVS), a graph-based bottom-up 

saliency model with dissimilarity measurements to predict 

human fixations; it first forms an activation map of certain 

features and then conducts normalization to highlight the 

region of interest. In the work of Gopalakrishnan et al. [4], the 

Markov random walk model is performed on both the complete 

graph and the sparse k-regular graph to detect seed nodes, 

which are then used in the pop-out graph model  to effectively 

detect the approximate location of the most salient object in an 

image. The work of Mai et al. [5] explores the application of 

data aggregation in saliency detection; more specifically, it 

introduces saliency map aggregation by pixel-wise aggregation, 

conditional random field (CRF) aggregation and 

image-dependent aggregation. Jiang et al. [20] introduce 

discriminative regional feature integration (DRFI), which 

integrates regional contrasts, regional properties, and 

background descriptors together to formulate the master 

saliency map. With graph based manifold ranking (MR), the 

work of Yang et al. [6] first utilizes the four boundaries of the 

input image as background queries to obtain background 

saliency and then applies the background saliency estimation to 

extract foreground queries for the final saliency map 

 

Fig. 1. Examples of salient objects in natural images. Top row: original 

images. Bottom row: ground truth. 

 

 
Fig. 2. Examples showing the problem of using boundaries as background 

queries when the salient objects are boundary-adjacent. (a) input images; (b) 

results of a boundary-based method MR; (c) results of our proposed method; 

(d) ground truth. Our method can effectively prevent the saliency reversion 

problem observed in other boundary-based methods.  
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formulation. 

Among the graph-based methods, the boundary-based 

feature [6], [10], [11] is one of the most effective features for 

saliency extraction. In this paper, we propose a novel saliency 

detection method based on refined boundary-based features, 

which incorporates both prior saliency knowledge and 

correction of the saliency reversion problem found in [6]. 

Extensive experiments have shown the high performance of our 

proposed method in both accuracy and robustness. 

III. PRELIMINARIES 

In this section, we provide a brief review of k-means 

clustering, manifold ranking, and random walks, which are 

related to our proposed method. Unless otherwise specified, the 

given dataset for processing is noted as 
1{ ,..., }nx x  , where 

n  is the element number. 

A. k-Means Clustering 

The k-means clustering partitions the elements in   into K  

clusters 
1 2{ , ,..., }KS S S S  on the condition that the 

within-cluster sum of squared error is minimized: 

 
2

1

argmin ,
k

K

k
S

k x S

S x m
 

 
   

 
  (1) 

where 
km  is the mean of observations in 

kS .  

In the proposed algorithm, given its efficiency, robustness 

and accuracy, the k-means clustering is used to group the initial 

saliency estimation result into foreground / background clusters. 

The boundary-adjacent foreground superpixels are then 

recognized and removed. Detailed steps are presented in 

Section IV.A. 

B. Manifold Ranking 

Manifold ranking assigns ranks to elements in   with 

respect to their intrinsic manifold structure. The first s  

elements of   are labeled as queries, while the rest are 

unknowns. Such identification is recorded in an indication 

vector 
1[ ,..., ]T

ny y y , where  1iy   if 
ix  belongs to the queries, 

and 0iy   otherwise. A graph ( , )G V E  with nodes V  and 

edges E  is subsequently established, where V  corresponds to 

the dataset   and E  collects the connections between any two 

nodes in G  quantified by a weight matrix: 
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w
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 (2) 

where 
ic  and 

jc  are the mean CIELab colors of the two nodes 

i  and j  and   is a controlling constant. The degree matrix 

1( ,..., )nD diag d d  is generated afterwards, where 

 .i ijj
d w  (3) 

Let : nf    be the ranking function assigning ranks 

1[ ,..., ]T

nf f f  to  , which is obtained by solving the 

following minimization problem defined in [21]: 

2
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ij

ff
f w f y

d d


 

 
    
  
 

   (4) 

where   is a balance parameter. The optimized solution is 

given in [6], [22], [23] as: 

 * 1( ) ,f D W y    (5) 

where  1/ 1   . 

The manifold ranking model is applied to estimate the 

approximate saliency in Section IV.A.  

C. Random Walks 

The purpose of random walks is to group the elements of   

into different classes. We first label m  elements from   as the 

seed nodes with at least one element of each class. Without loss 

of generality, we assume that the first m  elements of   are the 

seeds, so that [ , ]T T

M Ux x  , in which 
Mx  are the marked seed 

nodes and 
Ux  are the unmarked nodes. The graph ( , )G V E , 

weight matrix W , and degree matrix D  are constructed 

similarly to those in Section III.B. We further define the n n  

Laplacian matrix L  as: 

 
u

uv uv

d

L = -w

0







 

if ,

if and are adjacent,

otherwise.

u v

u = v

x x  (6) 

Then, let 1 , ,l l l

n

T

p p p     denote the probability vector of   

for class l , which is similarly decomposed as 

   ,
T T

M U

l l lp p p 
  

. Here, l

Mp  are the seed nodes that have a 

fixed value 0 or 1. The optimal lp  is achieved by minimizing 

the Dirichlet integral [24]: 

 
   

   

1

2

1
  .

2

l l l

l

l l

T

T T M M

M U T

U U

l

Dir p p L p

L B p
p p

B L p

   

            

 (7) 

We differentiate [ ]lDir p  with respect to l

Up , and the critical 

point is found as: 

 1 .T

U U

l

M

lp L B p   (8) 

In Section IV.B, the random walk model is reformulated as 

the proposed RRWR for better computation of the final 

saliency map. 

IV. PROPOSED ALGORITHM 

Our saliency detection algorithm (RCRR) consists of two 

major steps. The first step comprises the saliency reversion 

correction (RC) on an initial saliency estimation, which 

eliminates boundary-adjacent foreground regions from image 

boundaries; the second step extracts seed references from step 

one and calculates the pixel-wise saliency map with the 

proposed regularized random walk ranking (RRWR).   

A. Saliency Reversion Correction 

As stated in the introduction, it is possible that the 
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Fig. 4. Examples of RRWR. (a) input images; (b) initial saliency 

estimations; (c) saliency outputs with classical random walks; (d) saliency 

outputs with RRWR; (e) ground truth. RRWR is able to further refine the 

initial saliency estimations; its outputs remarkably outperform the classical 

random walks. 

foreground object is on one or more boundaries of the input 

image. Using such problematic boundaries as queries in the 

saliency estimation may lead to undesirable results. Typical 

examples are illustrated in Fig. 3b, where due to the negative 

influences of the boundary-adjacent foreground superpixels, 

the corresponding saliency maps are nearly “reversed” in 

comparison with the ground truth. To address this issue, it is 

tempting to directly conduct classification among all the 

boundary superpixels; however, such classification with the 

boundary information alone may be too subjective without the 

global context. We thus propose reversion correction (RC), 

which functions as a posterior classification based on the initial 

saliency estimation. The boundary-adjacent foreground regions 

will then be detected and removed, improving the overall 

robustness of our algorithm. 

For an input image, we first obtain an initial saliency 

estimation, which can be generated by any boundary-based 

saliency detection method (e.g., [6], [10], [25]). The 

graph-based manifold ranking [6] is used in our method due to 

its relatively high performance and efficiency. From (5): 

 *( ) , 1,..., ,( )init f iS i i n   (9) 

where n  is the number of superpixels in the image. 
initS  is then 

partitioned into background/foreground superpixels by 

k-means clustering with Lloyd’s algorithm [26]:  

1) Two uniformly distributed means of 
initS  are generated as 

max( ), 1,2
3

k init

k
m S k  ;  

2) Associate each element of 
initS  with one of the two clusters 

with the closest mean 
km ;  

3) Each 
km  is then replaced by the mean saliency value of all 

the elements just assigned to the corresponding cluster;  

4) Repeat steps 2) and 3) until a convergence of the two clusters 

or a desired number of iteration is reached. The labeling map 

kmeansL  is obtained afterwards. 

In 
kmeansL , background superpixels are labeled with 1, and 

foreground superpixels are labeled with 2. The next step is to 

recognize if 
initS  is “reversed”. Empirically there are less (or no) 

foreground superpixels on the boundaries of most normal 

saliency maps; if the majority (or all) of the boundaries of a 

saliency map are covered with foreground superpixels, we may 

confidently determine it as “reversed”. Therefore, we calculate 

the average label 
bL  of all the boundary-adjacent superpixels 

in 
kmeansL ; if 

bL  is greater than a pre-defined threshold 
reverset , 

we will treat 
initS  as reversed.  

If 
initS  is determined to be reversed, we will find and remove 

all of the boundary-adjacent superpixels under the guidance of 

kmeansL , and the initial saliency estimation step is re-performed 

with the newly formed boundary queries; on the other hand, if 

initS  is not reversed, nothing will be done. The workflow of RC 

is summarized in Algorithm 1. 

 

The major advantage of RC is that it directly counters the 

source of the saliency reversion, i.e., the boundary-adjacent 

foreground superpixels. By locating and eliminating the 

boundary adjacent foreground superpixels, we can neutralize 

their negative influences, reversing the “reversed” saliency map 

back to normal (as shown in Fig. 3c). Nothing will be done if 

the initial saliency estimation is detected as normal, thus 

ensuring that RC will not introduce error to good results. 

B. Regularized Random Walk Ranking 

As introduced in Section II, many state-of-the-art saliency 

detection algorithms (e.g., [6], [10], [27]) completely depend 

on the pre-processed superpixel segmentation, which may 

generate undesirable results if the superpixel segmentation 

itself is imprecise. Besides that, assigning the same saliency 

value to all pixels within a superpixel sacrifices the detailed 

information from the original image. To overcome these 

drawbacks, we develop the regularized random walk ranking 

(RRWR) model, which is independent of the superpixel 

 
Fig. 3. Examples of RC. (a) input images; (b) saliency estimations without 

RC; (c) saliency estimations with RC; (d) ground truth. The RC can 

effectively deal with the saliency reversion problem due to the boundary 

adjacent objects. 
 
Algorithm 1 Saliency Reversion Correction 

Input: Initial saliency estimation , threshold . 

1: Calculate . The background and foreground superpixels are 

labeled with 1 and 2, respectively. 

2: Calculate the average boundary label . 

3: If , locate and remove the boundary superpixels of  

with label 2 on ; Repeat the initial saliency estimation with 

refined boundary to obtain the updated result . 

4: If , directly output . 

Output: The saliency estimation after RC . 
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segmentation and can reveal an accurate pixel-wise saliency 

map of the input image.  

RRWR is initially proposed in our previous study [11], 

which is based on (7), but we suggest a new fitting constraint, 

which restricts the Dirichlet integral to be as close to the prior 

saliency distribution as possible: 

    ( ) ( )
1

2
,

2

l l l l T l
T

p Y pDir p p YL p


       (10) 

where the second term is the newly added fitting constraint,   

is a controlling parameter, similar to the   used in (4), and Y  

is a pixel-wise indication vector inheriting the values of 
RCS  

from Section IV.A. Note that RRWR is computed pixel-wisely; 

hence, both lp  and Y  are 1N   vectors, and L  is N N  

matrix, where N  is the total pixel number in the image. We 

define two thresholds, 
hight  and 

lowt : 

 
mean( ) max( )

,
2

mean( ),

RC R
high

low

C

RC

S S
t

St






 (11) 

which are used to select pixels with 
iu h ghY t  as foreground 

seeds, and 
u lowY t  as background seeds. The seeds are then 

combined into , 1,2 l

Mp l   in Section III.C, where 1l   

corresponds to the background label, and 2l   corresponds to 

the foreground label. The matrix decomposition of (10) is as 

follows: 

 
   

1
 

2

.
2

l

l l l

l

T T M M

M U T

U U

T
l l l l

l l

M M M M

l

U U

l

U U

L B p
Dir p p p

B L p

p Y p Y

p Y p Y



                

          
               

          

 (12) 

Similar to (8), after setting the differentiation of (12) with 

respect to l

Up  as zero, the optimal solution is obtained as: 

    
1

.T

U U

l l

M U

lp L I B p Y 


     (13) 

Then, l

Up  and l

Mp  are united as lp . We set 2l   to select 

the foreground possibility 2p , and reshape it to a matrix 
finalS  

with same size of input image as the final foreground saliency 

output. 

Since the seeds are automatically generated from the result of 

the RC, unlike classical random walks [24], no user interaction 

is required in RRWR. The fitting constraint in (10) provides a 

prior saliency estimation of all pixels instead of the seed pixels 

alone, which offers better guidance in calculating the final 

saliency map. The effect of the fitting constraint is shown in Fig. 

4, where RRWR (Fig. 4d) improves the saliency map from the 

initial saliency estimation (Fig. 4b) and remarkably 

outperforms classical random walk (Fig. 4c), which uses the 

first term of (10) alone. 

The complete workflow of our proposed method is listed in 

Algorithm 2.  

V. EXPERIMENTAL RESULTS 

A. Experiment Setup 

Datasets: Our method is evaluated on five datasets, including 

four publicly available datasets and one newly designed dataset. 

The four public datasets (based on a recent saliency detection 

benchmark [28]) are MSRA10K [29], which contains 10,000 

randomly chosen images from the MSRA dataset [30]; ECSSD 

[31], which contains 1,000 complex natural images with 

diversified patterns; SED [32], which contains 100 images with 

one salient object and 100 images with two salient objects (200 

images in total); and PASCAL-S [33], which is derived from 

the PASCAL VOC [34] segmentation challenge and contains 

850 images with complex backgrounds. We also use the new 

boundary adjacent object saliency (BAOS) dataset, which is 

specifically designed to evaluate images where large portions 

(at least 30%) of their boundaries are covered by foreground 

object(s). It contains 200 images (selected from MSRA10K, 

ECSSD, and Microsoft Grabcut [35]). All of the datasets come 

with human-labeled pixel-wise ground truth.  

 

Evaluation Metrics: 

We follow the existing metrics in [28] and use 

precision-recall curve, F-measure, and mean absolute error 

(MAE) scores as our evaluation metrics. The terms of precision, 

recall and F-measure are defined in [36] as: 

 
 

 

1

1

( ) ( ) th

,

( ) th

N

final

i

N

final

i

G i I S i

precision

I S i





 








 (14) 

 
 

1

1

( ) ( ) th

,

( )

N

final

i

N

i

G i I S i

recall

G i





 





 (15) 

 
2

2

(1 )
,

precision recall
F

precision recall






 



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where G  is the ground truth; ( )I   is the indicator function that 

equals 1 if the condition inside is satisfied, and 0 otherwise; 

finalS  is the output saliency map corresponding to Algorithm 2; 

th  is the threshold used to binarize finalS ; and N  is the number 

of pixels in the image. Precision and recall are usually 

displayed together as precision-recall curves, which are 

constructed by binarizing the saliency map with thresholds 

changing from 0 to 255. The F-measure is adopted as a 

weighted average between precision and recall. As suggested in 

[37], the average F-measure of a precision-recall curve is 

computed as its maximal single-point F-measure. We set 

Algorithm 2 Saliency Detection with Reversion Correction and 

Regularized Random Walk Ranking (RCRR) 

Input: An image and related parameters. 

1: Establish superpixel graph; calculate  and . 

2: Conduct initial saliency estimation and obtain . 

3: Conduct RC in Algorithm 1 and obtain . 

4: Compute the pixel-wise saliency with (13). 

5: Set  and reshape  into . 

Output: A saliency map with the same size of the input image. 
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2 0.3   to grant more importance to the precision, which is 

consistent with [28]. When used to evaluate a saliency map, the 

higher the evaluation metric (precision, recall or f-measure) is, 

the better is the estimation. 

MAE is defined as the mean of the difference between the 

saliency map and the ground truth: 

 

1

1
( ) ( ) .

N

final

i

MAE S i G i
N 

   (17) 

Different from the previous evaluation metrics, smaller MAE 

means better estimation.  

 In addition, to evaluate the statistical significance level of 

RCRR against a comparison method A, we conduct Student’s 

t-test between the two methods. We equally divide the images 

of a particular dataset into 10 subgroups and compute the 

evaluation metric (F-measure or MAE) in each group. This 

enables us to obtain the sample mean and sample standard 

deviation of RCRR and A, namely, RCRRX , AX , 
RCRRXs and 

AXs . 

The t-statistic is then computed as: 

 
,

2

10RCRR A

RCRR A

X X

X X
t

s






 
(18) 

where 

 2 2

.
2

RCRR A

RCRR A

X X

X X

s s
s


  (19) 

 We then find the one-sided p-value corresponding to t with 

10-1=9 as the degrees of freedom, since our alternative 

hypothesis is that the metric from RCRR is significantly larger 

(F-measure) or lower (MAE) than that of A, but not both. The 

p-value is given together with its corresponding evaluation 

metric in our experiments. 

 

Experimental Parameters:  

To objectively compare our algorithm with other algorithms, 

we use the same parameter settings as in [6], where the 

superpixel number is set to 200n   and the two controlling 

parameters in (2) and (5) are set to 2 0.1   and 0.01  , 

respectively. The only new parameter in RC is the average 

boundary label threshold 
reverset , which is one of the inputs of 

Algorithm 1. We empirically set 1.5reverset  , which results in 

the peak performance in Fig. 5. The only new parameter in 

RRWR is the controlling parameter  . We empirically set 

0.01  , which results in the peak performance in Fig. 6. 

B. Design Option Analyses 

We first examine the contributions of our algorithm, RC and 

RRWR. The red and blue curves in Fig. 7a show the 

improvements in the precision-recall curves with the use of RC 

when compared to the saliency output without RC. Similarly, 

Fig. 7b shows that the F-measure of our method (0.857) is 

higher than that without using RC (0.850). After that, we 

generate the saliency maps without the use of RRWR. As 

shown by the red and brown curves in Fig. 7a, the complete 

algorithm is superior to the algorithm without RRWR. Fig. 7b 

shows that our proposed method achieves a higher F-measure 

than that without RRWR, in which the values are 0.857 in 

comparison with 0.848.  

Based on the analyses above, both RC and RRWR contribute 

to improving the overall performance.  

C. Comparison with State-of-the-art Methods 

RCRR is evaluated on the above five datasets in comparison 

with 14 state-of-the-art saliency detection methods, namely, 

CA [38], CB [39], DSR [25], FES [40], FT [41], HS [31], IT [1], 

LR [42], MC [10], MR [6], RR [11], SF [43], SR [19], and 

wCtr* [27]. All of the algorithms above are evaluated by the 

corresponding authors’ available software codes. The 

evaluation is conducted both quantitatively and qualitatively. 

Note that all of the methods above (including our proposed 

method) are non-training based. Other methods such as DRFI 

[20] are excluded because they require additional training data, 

which will significantly affect performance.  

 

Quantitative Evaluation: 

A summary of the complete quantitative evaluation results is 

presented in Table. 1, and detailed analyses of individual 

datasets are presented in Fig. 8 to Fig. 12. We first conduct our 

quantitative evaluation on the MSRA10K dataset, which is 

large enough to cover most types of natural images. The results 

are shown in Fig. 8. It is clear that the precision-recall curves of 

our method exceed all other algorithms as in Fig. 8a, where the 

highest precision value can reach 0.96. Our method also 

achieves the best F-measure 0.857 in Fig. 8b and the second 

best MAE score 0.117 in Fig. 8c. In addition, the p-values in 

Fig. 8b and c also indicate that the advantages of RCRR 

compared to methods in both F-measure and MAE are 

statistically significant. 

Then, we proceed to the ECSSD dataset, which contains 1,000 

images with complicated backgrounds. Again, the 

precision-recall curves of our method outperform all of the 

other methods, as shown in Fig. 9a. This observation is further 

validated in Fig. 9b and c, where our method has the highest 

F-measure 0.711 and the lowest MAE score 0.224, with 

statistically significant advantages. 

Our method behaves similarly on the SED dataset and the 

PASCAL-S dataset (Fig. 10 and Fig. 11), where it outperforms 

most of the comparison methods’ precision-recall curves and 

only marginally worse than wCtr* at some points. Our method, 

DSR, HS and wCtr* have entangled curves in Fig. 10a and Fig. 

11a and have close scores in F-measure and MAE. 

Nevertheless, our method still achieves the best F-measure 

(0.663) on PASCAL-S, the second best F-measure (0.811) on 

SED, and the second best MAE scores (0.150 and 0.212) on 

SED and PASCAL-S, respectively. The statistical p-values of 

our method on SED and PASCAL-S are not as significant as 

those on MSRA10K and ECSSD, which match the mixed 

performances we observed above, but our p-values are still 

under 0.1. 

Finally, on the BAOS dataset, Fig. 12 displays absolute 

advantage of our method, which not only has a significantly 

higher precision-recall curve in Fig. 12a but also obtains the 

optimal F-measure (0.742) and MAE (0.296) in Fig. 12b and c, 
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with statistically significant advantages. The dominance of our 

method on the BAOS dataset demonstrates its elevated 

robustness to salient objects on the image boundaries. 

 
Fig. 5. Average F-measures with different reverset used in RC on the MSRA10K 

dataset. The value 1.5reverset  , which corresponds to the optimal F-measure, is 

adopted in our following experiments. 

 
Fig. 6. Average F-measures with different   used in RRWR on the MSRA10K 

dataset. The value 0.01  , which corresponds to the optimal F-measure, is 

adopted in our following experiments. 

(a) (b)  
Fig. 7. Examine results of our method with different design options on the MSRA10K dataset. (a) the precision-recall curves of our method, our method without using RC, 

and our method without using RRWR; (b) the average F-measures of the three conditions in (a). Using the full configuration leads to the best performance. 

(a) (b) (c)  
Fig. 8. Evaluation results on MSRA10K. (a) precision-recall curves; (b) F-measures; (c) MAE scores. Our method performs favorably against comparison methods. 

Table. 1. F-measure and MAE evaluation results. The best and second best results are marked in red and blue, respectively. 

 CA CB DSR FES FT HS IT LR MC MR RR SF SR wCtr* Ours 

F
-m

ea
su

re
 MSRA10K 0.621 0.764 0.834 0.717 0.583 0.845 0.480 0.773 0.847 0.846 0.850 0.749 0.528 0.853 0.857 

ECSSD 0.513 0.672 0.699 0.618 0.426 0.698 0.415 0.631 0.703 0.708 0.710 0.549 0.450 0.687 0.714 

SED 0.603 0.693 0.806 0.672 0.605 0.806 0.507 0.720 0.810 0.802 0.806 0.719 0.541 0.815 0.811 

PASCAL-S 0.496 0.625 0.651 0.624 0.406 0.645 0.421 0.580 0.658 0.612 0.639 0.496 0.454 0.659 0.663 

BAOS 0.605 0.665 0.693 0.613 0.545 0.729 0.483 0.691 0.684 0.711 0.737 0.670 0.570 0.724 0.742 

M
A

E
 MSRA10K 0.237 0.209 0.121 0.185 0.242 0.149 0.217 0.225 0.145 0.126 0.121 0.171 0.249 0.112 0.117 

ECSSD 0.343 0.289 0.226 0.265 0.329 0.269 0.285 0.313 0.251 0.236 0.229 0.268 0.345 0.225 0.223 

SED 0.246 0.254 0.151 0.207 0.247 0.179 0.233 0.247 0.172 0.154 0.151 0.202 0.253 0.147 0.150 

PASCAL-S 0.301 0.286 0.215 0.223 0.316 0.264 0.246 0.288 0.232 0.259 0.232 0.241 0.294 0.208 0.212 

BAOS 0.392 0.362 0.335 0.389 0.412 0.303 0.413 0.365 0.346 0.330 0.306 0.382 0.407 0.330 0.296 
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(a) (b) (c)  
Fig. 9. Evaluation results on ECSSD. (a) precision-recall curves; (b) F-measures; (c) MAE scores. Our method performs favorably against comparison methods. 

(a) (b) (c)  
Fig. 10. Evaluation results on SED. (a) precision-recall curves; (b) F-measures; (c) MAE scores. Our method performs favorably against most comparison methods. 

(a) (b) (c)  
Fig. 11. Evaluation results on PASCAL-S. (a) precision-recall curves; (b) F-measures; (c) MAE scores. Our method performs favorably against comparison methods. 

(a) (b) (c)  
Fig. 12. Evaluation results on the newly proposed BAOS dataset. (a) precision-recall curves; (b) F-measures; (c) MAE scores. Our method performs favorably against 

comparison methods. 
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Image DSR HS MC MR Ours GTwCtr* RR

M
S

R
A

1
0
K

E
C

S
S

D
S

E
D

P
A

S
C

A
L

-S
B

A
O

S

 
Fig. 13. Visual saliency map samples on the five datasets with different methods. Our method produces more accurate and robust saliency maps. 

(c) (d)(a) (b)  
Fig. 14. Evaluation results of MR and MC on different datasets. The (*) and (+) versions stand for optimizations with RBD and our method, respectively. (a) 

F-measures of MR; (b) MAEs of MR; (c) F-measures of MC; (d) MAEs of MC. Our method is observed to effectively boost the performances of the baseline methods 

in terms of both F-measure and MAE. 

 

Qualitative Evaluation: 

We select the best six methods in Table. 1, namely, DSR, HS, 

MC, MR, wCtr* and RR, in the qualitative evaluation with our 

proposed method. Several visual samples on the five datasets 

are drawn in Fig. 13. We observe that in general, our method 

achieves the best performance among the chosen images. The 

DSR [25] method computes saliency via multi-scale 

reconstruction errors followed by an object-based Gaussian 

refinement. However, since the saliency map boundaries are 

frequently suppressed by the Gaussian refinement, DSR will 

always produce dark boundaries, which is clearly visible on all 

of the chosen images. The HS [31] method is ideal in dealing 

with small-scale high-contrast regions by using a tree model. 

Yet, since it depends on the extraction of cue maps of low-level 

features such as color and position, it does not work well with 

images that have low contrast between the foreground and the 

background, e.g., Fig. 13b and c. The MC [10] model applies 

absorbed time of the Markov chain in calculating the saliency 

value and provides fair enough estimations in most cases. 

Nevertheless, it tends to highlight the center due to its longer 

distance to the boundaries and will frequently fail in detecting 

boundary adjacent salient objects, which is seen in Fig. 13a, b 

and h. The MR [6] method evaluates superpixel saliency via 

graph-based manifold ranking, which functions well in images 

with centered salient objects. However, it completely relies on 

the image boundaries as background queries, which creates 

saliency reversions when boundary-adjacent salient objects are 

presented, as shown in Fig. 13a, b, e, f and g. The wCtr* [27] 
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method optimizes saliency detection by exploiting the 

proportion of a region connecting to the boundaries, which 

shows good results on centered salient objects. However, its 

core idea, the boundary connectivity, is still based on image 

boundaries as background references, which has similar 

drawbacks as MR. Finally, the RR [11] method is a former 

version of our proposed method, but instead of applying RC, it 

uses 3 of the 4 image boundaries as background queries. Fig. 

13a, b, d and g demonstrate that the proposed RC can provide 

even higher robustness than RR [11].  

Our method generates saliency maps that visually correlate 

better with the ground truth. It exhibits high robustness under 

various cases, even in cases with complex backgrounds such as 

in Fig. 13b and f. With the improvement from the proposed RC, 

it shows marked advantage in handling boundary-adjacent 

salient object images, thus minimizing the emergence of 

saliency reversion. The proposed RRWR helps to provide 

elevated accuracy and smoothness to the output saliency maps, 

which are seen in Fig. 13c, d and h. We further note that our 

method is good at suppressing background regions that share 

similar patterns to the salient object, such as Fig. 13b. 

D. Extensibility as a Saliency Optimization Algorithm 

 As stated in Section IV.A, the initial saliency estimation can 

also be generated by other boundary-based methods. In this 

case, we suggest that our method functions as a saliency 

optimization algorithm. To evaluate its optimization 

performance, we compare our method with RBD [27], which is 

a state-of-the-art saliency optimization algorithm that can be 

widely applied to different saliency detection methods for 

performance improvements. The evaluation is conducted on 

two boundary-based methods MR [6] and MC [10] and the 

same five datasets from the previous section are used. The 

results are listed in Fig. 14. It is obvious that our method 

outperforms RBD on each F-measure bars in Fig. 14a and c. 

Our method also has the lowest MAE scores on all five datasets 

in Fig. 14b and d, when compared to both the original methods 

and their RBD-optimized versions. Our method is better than 

RBD because RBD relies on image boundaries as the 

background references, which inevitably suffers from saliency 

reversion cases. Our method shows especially high 

performance on the BAOS dataset, which further proves its 

high robustness on boundary-adjacent salient objects.  

RC and RRWR can also be independently exploited as two 

separate saliency optimization algorithms, which provide 

further flexibility of our algorithm in practical applications. 

E. Efficiency 

Our method is implemented on MATLAB R2014b. The 

computational efficiency is tested on a 64-bit PC with Intel 

6-Core i7-5820K CPU @ 3.3 GHz and 64GB RAM. The 

average time per image of our method is 0.408 s (excluding the 

time for superpixel generation and initial saliency estimation) 

where the RC step takes less than 0.01s, and the RRWR step 

takes 0.358 s. The source code of our method, together with the 

BAOS dataset, is available at: 

https://github.com/yuanyc06/rcrr/.  

F. Limitation 

One limitation of our proposed method, as observed in the 

experiments, is that in images where the salient object occupies 

more than half (or even all) of the image boundaries, the 

originally correct initial saliency estimation 
initS  will be 

mistakenly detected as “reversed” and thus be unnecessarily 

processed by the RC. Considering that such cases only appear 

occasionally, our method still prevails over other 

state-of-the-art methods in overall performance.  

VI. CONCLUSION 

In this paper, we propose RCRR, a novel saliency detection 

method with reversion correction (RC) and regularized random 

walk ranking (RRWR). The significant contributions of our 

method have two aspects: first, the RC process can effectively 

neutralize the negative influences of the boundary adjacent 

foreground regions and thereby reverse the “reversed” saliency 

maps back to normal and lead to more accurate and robust 

saliency estimations; second, the RRWR can provide a prior 

saliency estimation to all of the pixels in an image, resulting in 

smoother and more detailed saliency map outputs. We also 

distribute the BAOS image dataset, which can be used to 

evaluate the performance on boundary adjacent salient objects. 

Our method is fully automatic without any user supervision. 

The results of experiments on five datasets show that our 

method significantly outperforms 14 state-of-the-art saliency 

detection methods in both accuracy and robustness. We further 

demonstrate the extensibility of our method as a saliency 

optimization algorithm.  
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