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CPU Utilization

what parts of 
processor how 
much utilized?



What is Processor Counter Monitor (PCM)

• Real-time tools and API exposing CPU statistics

• Open-source

• Xeon + Xeon Phi + Core + Atom

• Linux, FreeBSD, Windows, Apple OS X

• Ease of use – like the task manager/UNIX top: just run the binary and it will directly 
report the most common platform metrics (cycles per instruction, cache misses, 
UPI and memory bandwidth, etc)

• Real-time: No post-processing needed. You can watch what the system is doing 
while the test is running. For documenting and deeper analysis, the CSV output is 
used, but for a “quick test” post-processing is an additional burden.



5

PCM distribution

• Public open-source version: https://github.com/opcm/pcm

• Binaries:

• Windows: https://ci.appveyor.com/project/opcm/pcm/history

• Linux RPM: https://download.opensuse.org/repositories/home:/opcm/

• PCM Docker server image:

• https://github.com/opcm/pcm/blob/master/DOCKER_README.md

• Current PCM stats (July 2020):

• >15000 downloads/month (github + dockerhub, does not include RPM and Windows)

• 220 forks on github

https://github.com/opcm/pcm
https://ci.appveyor.com/project/opcm/pcm/history
https://download.opensuse.org/repositories/home:/opcm/
https://github.com/opcm/pcm/blob/master/DOCKER_README.md
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PCM tools/front-ends

PCM API library

standard Linux 

drivers
(kernel perf API or 

MSR/PCICFG/MEM)

Linux
PCM 

low level register 
driver

Windows

3rd party
WinRing0 driver

OR
PCM low level 
register driver

Mac OS X FreeBSD

standard FreeBSD

drivers

doxygen-based API 
documentation

http://www.doxygen.org/
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PCM command line real-time utilities

pcm : basic processor monitoring utility (instructions per cycle, core frequency (including Intel(r) Turbo Boost Technology), memory and Intel(r) Quick Path Interconnect/Ultra Path 
Interconnect bandwidth, local and remote memory bandwidth, cache misses, core and CPU package sleep C-state residency, core and CPU package thermal headroom, cache utilization, CPU 
and memory energy consumption)

pcm-memory : monitor memory bandwidth (per-channel and per-DRAM DIMM rank)

pcm-latency : monitor L1 cache miss and DDR/PMM memory latency

pcm-pcie : monitor PCIe bandwidth per-socket

pcm-iio : monitor PCIe bandwidth per PCIe device

pcm-numa : monitor local and remote memory accesses

pcm-power : monitor sleep and energy states of processor, Intel(r) Quick Path Interconnect, DRAM memory, reasons of CPU frequency throttling and other energy-related metrics

pcm-tsx: monitor performance metrics for Intel(r) Transactional Synchronization Extensions

pcm-sensor-server : pcm collector exposing metrics over http in JSON or Prometheus (text based) format

pcm daemon: pcm collector exposing metrics over shared memory (inter-process communication)

pcm-core and pmu-query: query and monitor arbitrary processor core events

pcm-bw-histogram: collect memory bandwidth utilization histogram

pcm-msr/pcm-pcicfg: cross-platform register access utilities
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pcm
instruction per cycle, cache hits/misses, cache 
usage temp headroom

C-state core and package (sleep states)

UPI (cross-socket) traffic and link utilization

data and non-data (snoops, protocol overhead)

Consumed memory bandwidth (DRAM and 
PMEM), locality of access, CPU/memory energy, 
cache miss latency
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pcm-numa

The number of local and remote 
DRAM memory accesses per-core
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pcm-memory

Monitor memory per-channel and per 
DIMM rank

PMem channel bandwidth

PMem „Memory Mode“ DRAM cache hit rate
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pcm-power
QPI/UPI L0p/L1 

power saving states

DRAM speed/2
frequency throttling 

stats (thermal, current, 
power, etc)

DRAM power-saving 
residency and transition 

penalty
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pcm-iio

Read/write bandwidth for PCIe-
connected devices:

• SSD/disk

• Network

• Graphics

• FPGA

• etc

Measure individual 
PCIe device bandwidth 

at x4 granularity

Enumerate 
downstream devices 
behind each IIO Stack

Monitor both 
inbound/outbound 

bandwidth

Can monitor VT-d 
IOTLB miss rate 

(opCode.txt)

PCIe to 
system 

CPU to 
PCIe
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pcm-pcie (socket-level PCIe stats)

PCIe transfer events by type

PCIe LLC cache optimization 
efficiciency (Intel DDIO tech)

see white-paper for detailed 
analysis method

white-paper

„-e“ option 

https://fd.io/docs/whitepapers/performance_analysis_sw_data_planes_dec21_2017.pdf
https://fd.io/docs/whitepapers/performance_analysis_sw_data_planes_dec21_2017.pdf
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PCM real-time graphical front-ends
Linux Ksysguard plugin

Windows „perfmon“ plugin
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pcm-sensor-server (JSON, prometheus over http)

Grafana real-time CPU dashboard (in browser):

https://github.com/opcm/pcm/tree/master/grafana
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Summary

• PCM „double-clicks“ on what exactly is busy inside the processor

• Real-time

• Easy to use for novice users

• Open-source

• Supports API and standard data export interfaces (csv, JSON, prometheus)
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