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Abstract—We report our ongoing research on an application-
independent and segmentation-free approach for spotting queries
in document images. Built on our earlier work reported in
[1][2], this paper introduces an image processing approach that
finds occurrences of a query, which is a multi-part object, in a
document image, through 5 steps: (1) Preprocessing for image
normalization and connected components extraction. (2) Feature
Extraction from connected components. (3) Matching of the query
and document image connected components’ feature vectors. (4)
Voting for determining candidate occurrences in the document
image that are similar to the query. (5) Candidate Filtering
for detecting relevant occurrences and filtering out irrelevant
patterns. Compared to existing methods, our contributions are
twofold: Our approach is designed to deal with any type of
queries, without restriction to a particular class such as words or
mathematical expressions. Second, it does not apply a domain-
specific segmentation to extract regions of interest from the
document image, such as text paragraphs or mathematical
calculations. Instead, it considers all the image information.
Experimental evaluation using scanned journal images show
promising performances and possibility of further improvement.

I. INTRODUCTION

Storing documents in digital libraries has become a fre-
quent task nowadays due to the availability of large storage
media [3]. In addition to insuring document preservation and
affordable online access, digital libraries provide valuable data
for document analysis, which paved the way to numerous
applications on writer identification [4], automatic document
classification [5], historical document analysis [6], word and
mathematical expression spotting [7][8], etc.

We focus in this work on the area of query spotting, that
is finding occurrences of a query in a document image. This
area of research has gained attention as early as digital libraries
started to become popular [9]. In case of printed documents
with standard fonts and high resolutions, spotting can be
implemented using Optical Character Recognition (OCR) by
recognize-then-retrieve approaches [10][11]. However, when
documents are old, handwritten, or multi-lingual, more so-
phisticated and recognition-free approaches become needed
[12][13]. Such methods usually extract features from the query
and match them in the document image [7].

Approaches for spotting are often restrictive to deal with
particular classes of queries such as words [7] or mathematical
expressions [8]. In addition, since the query class is already
known, regions of interest are usually extracted to facilitate the
spotting process. In this work, we introduce an application-

independent approach by supposing that a query is any type
of multi-part objects, which includes words, mathematical
expressions, diagrams, etc. Furthermore, we consider all the
document image information and do not apply segmentation.
To the best of our knowledge, application-independence and
the segmentation-free aspect make the proposed approach
novel compared to the state-of-the-art.

The proposed approach is modular and finds occurrences of
a query in a document image through 5 steps: (1) Preprocessing
for image normalization and connected components extraction.
(2) Feature Extraction from connected components. (3) Match-
ing of the query and document image connected components’
feature vectors. (4) Voting for determining candidate occur-
rences in the document image that are similar to the query.
(5) Candidate Filtering for detecting relevant occurrences and
filtering out irrelevant patterns.

Since our approach is modular, each of its steps can be
further improved and tuned for a particular application. In this
work, we report an application independent implementation of
the approach.

The remainder of this paper is organized as follows: Sec. II
overviews the state-of-the-art of spotting in document images.
The proposed approach is explained in detail in Sec. III.
Experimental results are presented and discussed in Sec. IV.
Sec. V announces our conclusions and future directions.

II. RELATED WORK

As stated above, methods for spotting can be categorized
as OCR-based or recognition-free. In this section, we re-
view references of recognition-free methods, as our contri-
bution is of this category. We refer the reader to references
[11][14][15][16] for information on OCR-based methods.

Methods for word spotting often start by segmenting the
document image into words using a priori knowledge about
the distance between characters and words. An early method
of this type has been introduced by Manmatha et al. [9], as a
new alternative to OCR at the time. The authors presented two
algorithms for word spotting by estimating the shift between
the query and the words in the document image. The document
image is subject to normalization and segmentation into words.
Then, the number of words is pruned using the areas and aspect
ratios of the words. The two spotting algorithms calculate the
shift between the query word and the document image words
using the Euclidean distance and Scott and Longuet Higgins’
algorithm.
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Another segmentation-based method has been presented by
Rath and Manmatha [17]. The authors tackled the problem of
word spotting in historical documents. After segmenting the
document image into words, the ink pixel distribution is used
for word feature extraction. Matching is done using Dynamic
Time Warping [18].

Other word spotting methods use a priori knowledge about
the document’s language. For instance, Lu and Tan presented
a method for word spotting in Chinese documents [19]. They
employ a connected component tracing algorithm to segment
the query and document image into strokes, then a grouping
algorithm to merge the connected components into characters.
After pruning the number of words in the document image,
one character from the query is matched against the document
image words, by using a modified Hausdorff distance that
has been tuned for Chinese characters. Then, the remaining
characters in the query words are used to validate the matches.

Likewise, Sari and Kefali presented a method for word
spotting in Arabic documents [20]. Connected components
are extracted from the query and document image. Then, the
connected components are represented by specific features of
Arabic characters (e.g. diacritics, loops, etc.). Matching is done
using a string matching algorithm.

Other researchers aimed for language-invariance. In [13],
Lee et al. use the SIFT descriptor [21] for word spotting. The
user’s query is introduced online and normalized in a specific
font. Then, SIFT is used for feature extraction and matching
of the query in the document image. Query occurrences are
detected using clustering. Their approach has been evaluated
using English and Korean documents, and demonstrated to be
language-invariant.

Domain-specific approaches have been introduced. For in-
stance, Zhu et al. presented a framework for signature detection
and matching [22]. Their approach is based on the view that
signatures posses a multiscale characteristic structural saliency.

Approaches for mathematical expression spotting have
been also presented, though less focus has been devoted to this
area. Zanibbi and Yu introduced an approach for mathemat-
ical expression spotting using handwritten queries [8]. Their
approach works as follows: Recursive X-Y Cutting [23] is used
to produce X-Y trees for the document image and the query,
and pruning is used to discard irrelevant regions such as text.
Then, spotting is done by looking up the query in the document
image index using features of its X-Y tree, producing a set of
candidates. Candidate ranking is done using Dynamic Time
Warping.

In another work [24], Zanibbi and Yu introduced a spotting
approach that allows the user to input different formats of
query (e.g. handwritten image, query in LATEX format).

Summary

Many approaches have been presented for query spotting in
document images. Two characteristics can be noticed in these
methods:

• Domain-specificity: Such as language or query class
dependence.
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Fig. 1. Overview of the proposed approach.

• Prior segmentation of the document image in order to
extract regions of interest such as text paragraphs or
mathematical calculations.

In this work, we aim to design an application-independent
approach that considers all the document image information
without prior segmentation.

III. THE PROPOSED APPROACH

In this section, we explain our approach for query spotting
in document images in detail. Fig. 1 shows an overview of our
approach: First, the query and document image are subjected
to a Preprocessing step that is charged of noise reduction and
connected components extraction (for the ease of description,
we will refer to connected components simply as components).

Then, features are extracted from components and repre-
sented with feature vectors.

Afterwards, the feature vectors corresponding to the query
components and the document image components are matched
and the similarity scores are stored in a similarity matrix.

Next, similarity matrix is used to vote for locations of
candidate occurrences of the query in the document image.

Finally, relevant occurrences are detected and irrelevant
patterns are filtered out.

A. Preprocessing

Document images are usually prone to noise due to the
quality and age of the document and imperfection of scanning
devices. Therefore, a preprocessing step for noise reduction
and input normalization is needed. For this purpose, we use
our previously reported Adaptive Thinning Framework (ATF)
[1][2]. ATF produces a 1-pixel width representation of images,
and it is robust against noise compared to conventional thin-
ning algorithms.
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(a) (b) (c) (d)

Fig. 2. Image preprocessing: (a) Original image. (b) Thinning using
a conventional algorithm [25]. (c) Thinning using ATF. (d) Components
extraction.

After preprocessing, components are extracted from the
image. Fig 2 illustrates this procedure.

The output of this step is the components of the query and
document image, respectively {CQ

i }i≤M and {CDOC
j }j≤N ,

where M and N are the number of components of the query
and document image.

B. Feature extraction

The inputs of this step are the components of the query and
document image, respectively {CQ

i }i≤M and {CDOC
j }j≤N .

For each component, a feature vector is generated using
a shape descriptor, as shape is the only information available
after the Preprocessing step.

In this work, we use the feature extraction mechanism de-
scribed in the Contour Points Distribution Histogram (CPDH)
shape descriptor [26]. For each component C of the query and

the document image, a feature vector
−→
H is extracted as follows:

The distribution of shape points in the shape enclosing circle is
calculated in polar coordinates. Then, the point distribution is
represented in a 2-dimensional histogram of norms and angles.

Due to the use of the enclosing circle, CPDH is scale-
invariant, and rotation-invariance can be achieved by using
shifted matching. In addition, the feature extraction stage of
CPDH is computationally efficient.

The output of this step is the feature vector sets

{−→HQ
i }i≤M and {−→HDOC

j }j≤N , corresponding to {CQ
i }i≤M

and {CDOC
j }j≤N .

C. Matching

This step performs matching of {−→HQ
i }i≤M and

{−→HDOC
j }j≤N and stores the similarity scores in a similarity

matrix SM,N . Each cell S(i, j) is calculated using the

Histogram Intersection measure between
−−→
HQ

i and
−−−−→
HDOC

j as
follows:

S(i, j) =
K−1∑

k=0

L−1∑

l=0

min(HQ
kl, H

DOC
kl ) (1)

where K and L are the norm and angle dimensions of the
CPDH feature vector. S(i, j) takes real values in the interval
[0, 1]. Large values express similarity between components,
and small values express dissimilarity.

At this stage, S holds the similarity scores between the
components of the query and all the components of the
document image. For the sake of efficiency, a pruning step
can be envisaged by thresholding S to keep only significant
similarity scores. However, such a pruning method is not
sufficient as most shape descriptors are prone to false positive.

Therefore, before applying this method, we apply another
pruning mechanism.

Our mechanism relies on the view that if a document image
component CDOC

j0
is visually similar to a query component

CQ
i0

, it should be nearly similar or dissimilar to the remaining

components of the query {CQ
i }i�=i0 , in the same way as CQ

i0
.

Algorithm 1 Pruning mechanism

SQ
M,M ← {∑K−1

k=0

∑L−1
l=0 min(HQ

kl(u), H
Q
kl(v))}u≤M,v≤M

for j0 from 1 to N do
for i0 from 1 to M do

if S(i0, j0) > α and D(i0, j0) > θ then
prune(CDOC

j0
)

end if
end for

end for

Algorithm 1 explains the pruning mechanism; The query
auto-correlation matrix, SQ

M,M , is calculated by matching the
query’s components against each other using the Histogram
Intersection measure (Eq. 1). SQ is symmetric with 1-values
on the diagonal. Afterwards, if a document image component
CDOC

j0
is found to be similar to a query component CQ

i0
(i.e. S(i, j) > α), but does not keep a similarity pattern to

{CQ
i }i�=i0 in the same way as CQ

i0
does, then CDOC

j0
is pruned.

The similarity pattern between CDOC
j0

and {CQ
i }i�=i0

is estimated by calculating the Euclidean distance between
{SQ(i, i0)}i≤M and {S(i, j0)}i≤M as follows:

D(i0, j0) =
1

M

M∑

i=1

(SQ(i, i0)− S(i, j0))
2 (2)

The similarity threshold α and the dissimilarity threshold θ
have direct effects on the system’s performance. Small values
of α and θ increase the number of true negatives. Large values
of α and θ lead to keeping a lot of components in the document
image, hence increasing the number of true positives but also
false positives.

The output of this step is similarity matrix S after pruning
of false positive and small similarity scores.

D. Voting

The aim of this step is to estimate locations of candidate
occurrences of the query in the document image using simi-
larity matrix S and the query components relative locations.

The candidate locations are determined by generating a
voting image IV , which is a grayscale image that has the same
dimensions of the document image, and where bright spots
show locations of candidate occurrences of the query. IV is
produced by calculating a voting matrix Mati corresponding
to each query component CQ

i and then merging the matrices.
Below, we detail the method of calculating Mati.

Mati has the same dimensions as the document image and
holds the votes corresponding to a query component CQ

i . In
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Fig. 3. Illustration of the component centroid ci, the query centroid cQ, and−−→cicQ. The circles in purple highlight the components’ centroids.
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Fig. 4. The voters are CDOC
j (the symbol ’2’ on the left), CDOC

k (the

symbol ’2’ on the right), and CDOC
t (the symbol ’2’ on the center). Their

voting vectors are
−→
Vi ,
−→
Vk , and

−→
Vt. The voting vectors differ in norms to adapt

for the size change. The circles in purple highlight the components’ centroids.

Fig. 5. The voting image IV . Bright spots show regions of high voting
scores.

Mati, 1-valued cells show candidate locations that have been
voted for by similar {CDOC

j }j≤N , and 0-valued cells show
absence of voting. A voting operation is determined using the
following information:

• The centroid cj of CDOC
j .

• The displacement vector −−→cicQ connecting the centroid

ci of CQ
i and the centroid cQ of the query (Fig. 3).

• The similarity score S(i, j) of matching CQ
i and

CDOC
j .

Next, a voting vector
−→
Vj is calculated.

−→
Vj originates from

cj parallely to −−→cicQ and its norm is as follows:

|−→Vj | = |−−→cicQ| × γ (3)

where γ is a scale normalization factor calculated using the

radius of the enclosing circles of CQ
i and CDOC

j .
−→
Vj points to

the voting point, that is the center of the candidate occurrence.

Then, the cells of Mati located in a circular region around
the voting point are turned 1-valued. The choice of a circular
region is in order to account for components displacement.
The radius r of the circular region is calculated as follows:

r = rQ × γ × S(i, j)× δ (4)

where rQ is the radius of the query’s enclosing circle, and
δ is a parameter to control the size of the voting region. δ
depends on the image resolution. Small values of δ increase
the number of true negatives, while large values increase the
number of false positives. Fig. 4 illustrates a voting operation
in Mati superposed on the document image.

After generating a voting matrix Mati corresponding to
each query component CQ

i , the matrix Matmean holding the
average of values of votes {Mati(x, y)}i≤M is calculated.
Then, the entries of Matmean are mapped into grayscale
intensities and used to produce the voting image IV .

Fig. 5 shows an example of the voting image IV superposed
on the document image. IV is the output of this step.

E. Candidate filtering

The voting image IV has been produced using votes from
groups of components CDOC

j . In this step, voting groups are
identified, extracted from the document image, and classified
as relevant or irrelevant.

First, the centers of the voting regions {cVk }k≤K , where K
is the total number of voting regions, are extracted from IV
by applying Distance Transform [27] and an intensity maxima
detection algorithm.

Next, the components CDOC
j which voting vectors (Eq. 3)

point to a location inside the voting circular region centered
in cVk and which radius is rk (Eq. 4) are extracted and form a
voting group Gk.

At this stage, K voting groups are extracted from the
document image. Filtering of irrelevant groups is done through
two procedures:

1) Checking the scale consistency of the group components.
2) Global matching of the group with the query image.

In the first procedure, the idea is that a relevant voting
group should have components that hold nearly equal scale
factor γ with their corresponding query components. This is
insured by calculating the scale factor variance σ(γ). If σ(γ) is
large, it means that the voting group is formed of components
having inconsistent scales.

In the second procedure, the image formed by the voting
group pixels is matched with the query using a global image
matching algorithm called Support Regions Descriptor (SRD)
[28][29]. Then, if the similarity score given by SRD is above
a threshold ε, the voting group is considered as relevant. A
small value of ε leads to increasing false positives, while a
large value increases true negatives.

The output of this step is the detected relevant voting
groups, which are the relevant occurrences of the query in
the document image.

IV. EXPERIMENTAL RESULTS

In this section, we present our preliminary experimental
results. We aimed to evaluate the approach’s performance
when spotting handwritten queries in document images with
challenging quality.
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(a) Query 1 (b) Query 2 (c) Query 3

Fig. 6. Thinned queries used in the experiment.

Evaluation procedure

We prepared an image dataset by converting pages of the
journal Annales de l’insée (Numéro 40, Oct-Dec 1980) [30]
into document images in 200× 200 dpi. The dataset contains
104 images that include text and mathematical calculations.
The image resolution was 1110× 1162.

Throughout the experiment, the parameters were set em-
pirically as follows: The similarity threshold α = 0.4, the
dissimilarity threshold θ = 0.025, the voting region size
parameter δ = 0.3, and the similarity threshold for SRD
ε = 0.4.

The evaluation was done using 3 queries that were scanned
in 300 × 300 dpi and thinned using ATF (Fig. 6). Statistical
analysis of the results was done by calculating Precision,
Recall, and Pixel Suppression Rate, as follows:

Precision =
Number of Relevant P ixels× 100

Number of Retrieved P ixels
(5)

Recall =
Number of Relevant P ixels× 100

Number of Total Relevant P ixels
(6)

Pixel Suppression Rate =
(NOriginal −NFinal)× 100

NFinal
(7)

where Number of Total Relevant P ixels is known
from the ground truth, Number of Relevant P ixels and
Number of Retrieved P ixels are calculated after the spot-
ting, NOriginal is the number of pixels in the document image,
and NFinal is the number of remaining pixels after spotting.

Precision expresses the ability of the approach to find
relevant occurrences. Recall expresses the ability to find all
correct results. As for Pixel Suppression Rate, it shows the
amount of image information filtered out by the approach.

Results and discussion

Table I shows the average values of Precision, Recall,
and Pixel Suppression Rate for the 3 queries in Fig. 6. The
average Recall values show that the approach was able to
spot more than 70% of the queries in the document images.
The average Precision show that false positives are being
spotted. However, the fact that Pixel Suppression Rate took
large values indicates that the approach removes a large part
of the document image and leaves only few false positives. In
most spotting applications, finding occurrences of the query is
the most important, and false positive detection is usually an
expected part of the result, particularly in document images of
challenging quality such as the ones used in our experiment.

Fig. 7 shows the result of spotting the query in Fig. 6(a)
in a document image from the dataset. In this example, the
approach correctly retrieved most of the query components,
and removed much of the image irrelevant pixels. Other

TABLE I. AVERAGE VALUES OF Precision, Recall, AND Pixel
Suppression Rate CORRESPONDING TO 3 QUERIES.

Query Precision Recall Pixel Suppression Rate
Query 1 49.20% 71.30% 99.15%
Query 2 56.71% 71.78% 99.51%
Query 3 52.88% 73.56% 98.18%

� �

Fig. 7. Result of spotting the query in Fig. 6(a) in a document im-
age from the dataset: All the black pixels are suppressed after spotting
(Pixel Suppression Rate = 97.92%) and only colored pixels remain.
The blue pixels inside blue rectangles are relevant spotting results, and the
red pixels inside dashed red rectangles are incorrect spotting results. Here,
Precision = 21% and Recall = 61.53%.

patterns of the document image that share similar components
with the query have been detected as false positives.

The pruning step using the query auto-correlation matrix
removes around 50% of the document image content. Instead
of direct comparison between components, the advantage of
this pruning method lies in comparing between patterns of sim-
ilarity and dissimilarity between a document image component
and a set of query components. By doing so, it attenuates the
effect of handwriting and standard font variations.
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The results indicate promising performances since most of
the image irrelevant information is suppressed and most of the
query components are spotted correctly. As for the spotting
precision, the results suggest that a post-processing that further
filters out false positives should be conceivable. Additionally, a
trade-off between Precision and Recall is possible by adjusting
the similarity threshold α, the dissimilarity threshold θ, the
voting region size parameter δ, and the similarity threshold for
SRD ε. These parameters can be tuned to reject false positives
from the early steps of the approach.

To the best of our knowledge, available spotting methods
do not offer application-independence and are often based on
segmentation. Therefore, direct comparison of our approach
with available methods is not adequate.

V. CONCLUSION AND FUTURE WORK

We reported our ongoing research on an application-
independent and segmentation-free approach for spotting mul-
tipart queries in document images, that has been built on an
earlier work reported in [1]. The proposed approach finds
occurrences of a query in a document image through 5 steps
that remove irrelevant pixels by means of feature matching and
pruning, and use the relative locations of the query components
to vote for candidate occurrences in the document image.

Preliminary experimental results show promising perfor-
mances and possibility of further improvement. Our next
direction is to make the parameters automatic and adaptive
to the query and document image, and to conduct large scale
experiments with various queries.

Being application-independent and segmentation-free
makes the proposed approach radically different than existing
methods. At the same time, having a modular aspect makes
the approach configurable to specific applications and able to
incorporate a-priori knowledge. For instance, the number of
components in the query can be of a critical importance (e.g.
automatic evaluation of student assignments) and hence it can
be used as an additional condition in the Candidate Filtering
step. Whereas in other applications such a condition does not
hold the same priority (e.g. query spotting in distorted old
historical documents).
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