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Abstract

Recent advances in the Super Linguistics of pictures have laid the Super Semantic foun-

dation for modelling the phenomena of narrative sequencing and co-reference in pictorial

and mixed linguistic-pictorial discourses. We take up the question of how one arrives

at the pragmatic interpretations of such discourses. In particular, we offer an analysis

of: (i) the discourse composition problem: how to represent the joint meaning of a multi-

picture discourse, (ii) observed differences in narrative sequencing in prima facie equiva-

lent linguistic vs. pictorial discourses, and (iii) the phenomenon of co-referencing across

pictures. We extend Segmented Discourse Representation Theory to spell out a formal

Super Pragmatics that applies to linguistic, pictorial and mixed discourses, while respect-

ing the particular ‘genius’ of either medium and computing their distinctive pragmatic

interpretations.

1 Introduction

The interpretation of a discourse often goes beyond the meanings of its constituent sentences.

For example, (1) below is understood as a narrative in which Tweetie fell because Dino pushed

her. This causal information is not contributed by one of the individual sentences. Rather, it

arises from interpreting the sentences jointly as a discourse.

(1) a. Tweetie fell.

b. Dino pushed her.

∗
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The same phenomenon can be observed for pictorial discourses. For example, Abusch (2014)

discusses (2), adapted from Masashi Tanaka’s silent manga Gon, which is a pictorial analogue

of (1).

(2)

Building on the seminal work by Abusch (2012, 2014, 2021), We recently argued that pragmatic

principles in Segmented Discourse Representation Theory (SDRT, Asher and Lascarides, 2003),

originally conceived to predict the correct interpretation of linguistic narratives like (1), can

be adjusted to deliver the right predictions for narrative sequencing in pictorial discourses

(Altshuler and Schlöder, 2021). Underlying their analysis is the assumption that pictures can

be assigned semantic contents that are suitable for SDRT logical forms. But this assumption

is not a trivial matter, giving rise to what we will call the discourse composition problem:

(3) Discourse composition problem (simple version). How to phrase meaning

postulates that define how two pieces of information compose to a narrative

(containing information beyond the sum of its parts).

For the pieces of information contained in linguistic discourses like (1), we can address (3)

via composition principles that are phrased in the language of event semantics. That is, by

associating each sentence with a main eventuality and letting the discursive meaning postu-

lates specify relations between eventualities (Asher and Lascarides, 2003). But pictures do not

denote, in any obvious sense, a main eventuality (Abusch, 2014). Hence, it’s not clear how to

address (3) with respect to pictorial narratives. Whatever one’s solution to the discourse com-

position problems for linguistic and pictorial narratives, it better be generalizable to a common

formal language, since mixed discourses are interpretable in the same way that ‘pure’ linguistic

and ‘pure’ pictorial discourses are interpretable.

(4) a. Tweety fell.

b.

We must be able to compose linguistically given information with pictorially given informa-

tion. But it is not at all clear what kinds of information are composed in the interpretation of
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(4). What is clear, however, is that (4) is interpreted the same as the two ‘pure’ examples in (1)

and (2): Dino kicking Tweety caused her to fall.

Note that, as currently phrased, (3) is not about what the meaning postulates are. Rather,

(3) is about the question on what kinds of content these postulates should operate and, con-

comitantly, in what formal language one should phrase the postulates. Whatever one’s solution

to (3), it must satisfy the following constraint:

(5) Narrative Recursiveness. Composed discourse segments can again compose.

To appreciate the role of this constraint, first consider the linguistic discourse below, where

(6a) causes (6c), and (6b) is offered as background information with no particular relevance to

this causal relation.

(6) a. John was distracted by his smartphone.

b. He was playing Angry Birds.
c. So he didn’t see Mary waving at him.

Now compare (6) to (7):

(7) a. John was distracted by his smartphone.

b. There was a banana peel on the sidewalk.

c. So he slipped and fell.

Here, we infer that (7a) and (7b) jointly cause (7c). The content of (7a) alone is not what causes

John to slip and fall. Rather, what causes this is the fact that (7a) and (7b) were simultaneously
the case. In other words, (7a) and (7b) co-occur and this co-occurrence causes (7c). Note that

it is not merely the conjunction of (7a) and (7b) that is the cause of (7c). The fact that the

states described in (7a) and (7b) occur in spatio-temporal overlap is not part of the content of

either sentence and hence not part of their conjunction, but only part of their composition. This

overlap is pivotal for the interpretation of (7a) and (7b) as the cause of (7c).

It is, therefore, incumbent on a theory of narrative semantics to assign a meaning to the
composition of (7a) and (7b) that contains the interpretation of their contents as describing

overlapping states. Moreover, their composition must be such that it can, then, be composed

with further linguistically given contents like (7c). That is, the meaning postulates for the

composition of narratives operate equally on sentence meanings and on narrative meanings.

Thus, the composition of (7a) and (7b), i.e. a narrative meaning, must be of the same type of

content as the meaning of a sentence.

When we combine the insight from (3) and (5), we can rephrase the discourse composition

problem as follows:

(8) Discourse composition problem (complex version). How do we define meaning

postulates for the composition of two pieces of information to a narrative meaning

(containing information beyond the sum of its parts) such that this meaning can be

composed with further information.
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To see how (8) manifests in pictorial discourse, consider the following variant of (7):

(9) a. b. c.

The interpretation of (9) is the same as (7). That is, (9a) does not by itself cause (9c), but it is the

fact that (9a) and (9b) co-occur—that is, the narrative arising from the composition of (9a) and

(9b)—that causes (9c).
1

But what is their composition? Again, one important constraint is that

the meaning of the composition of two pictures can then be composed further with another

picture. Thus, regardless of the medium, a solution to (8) must have the following property:

(10) Narrative Compositionality Constraint. Applying a narrative meaning postulates to

two meanings returns the same kind of meaning.

SDRT shows how (10) is respected for linguistic discourse, but no one (to the best of our

knowledge) has shown this for pictorial discourse. Worse, there are mixed media discourses

like (11):

(11) a.

b. There was a banana peel on the sidewalk.

c. So he slipped and fell.

The interpretation is the same as before, but now the cause of (11c) is a composition of lin-

guistic information and a picture. We must answer the question of what this composition even
is (in what language it could be stated) and how it can compose further with linguistically or

pictorially given information. Given (8) and (10), the interpretation of (4) and (11) must be

derived by meaning postulates that compose meanings that can encompass both linguistically

and pictorially given information. Rooth and Abusch (2019) have made important strides in

solving the problem of combining linguistic and pictorial information; in particular, they have

proposed an account of cross-medium anaphora. What is not provided, however, is a worked

out account of discourse composition that is adequate to explain examples like (11). The chal-

lenge is to phrase narrative meaning postulates that (a) explain how (11a) and (11b) compose

to resolve the anaphora in (11b) and (b) explain how their composition can further compose

with (11c) to vindicate the intuitive causal meaning, also resolving the anaphora in (11c).

1
Arguably, the two-picture sequence consisting of (9a) and (9c) is interpretable as well. This does not show

that (9b) is not part of the causal relation, but rather that the content of (9b) must be inferred when it is omitted.

The process of inferring information that is not displayed, but required to form a coherent narrative has been

called bridging (Roberts, 1989).
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The pictorial sequence below, in (12), gives rise to another analytical challenge that does

not apply to its linguistic counterpart in (7). To appreciate this challenge, note that anaphora

resolution is necessary to derive the causal reading in (7), i.e. he in (7c) is understood to pick out

John. But what about in (9)? As first observed by Abusch (2012), there is no obvious analogue

to anaphora in pictures. Note that it is not necessary to interpret the two stick figures in (9a)

and (9c) to be co-referential. The sequence (9) could be continued as in (12) with a depiction of

the figure with the phone helping up the figure that slipped, cementing the non-co-referential

reading.

(12) a. b. c. d.

This is not possible in (7) as shown in (13).

(13) a. John was distracted by his smartphone.

b. There was a banana peel on the sidewalk.

c. He slipped and fell.

d. {#John / # He} helped him up.

As argued by Maier and Bimpikou (2019), co-reference in pictures is purely pragmatic, as

opposed to the partially syntactic, and more constrained, process of resolving anaphora and

other linguistic means to establish co-reference. Nevertheless, there are reasons to believe

that tools from linguistic theorizing can be brought to bear here. Rooth and Abusch (2019)

propose an analysis of pictures in which any depiction of a referent can act as a binder. They

motivate this idea with mixed media discourses, using linguistic anaphora as a test. In (11c) the

anaphor he refers to the stick figure in (11a), indicating that the depiction is a binder. However,

it would be too hasty to conclude that pictorial co-referencing is established by a familiar kind

of pragmatics to establish co-reference between indefinites. If depictions are binders that are

broadly akin to indefinites, the content of (9) roughly corresponds to the following discourse.

(14) a. A man is walking and looking on his phone.

b. A banana peel is on the ground.

c. A man is slipping on a banana peel.

Compared to the interpretation of (9), it is substantially more difficult (and less natural) to

interpret (14) so that the man from (14a) and (14c) are the same.

By probing such analogies and disanalogies, we can get a clearer picture of how co-reference

in pictorial narratives functions. First, consider the Partee sequence in (15).
2

Such examples

2
This example is a version of the so-called ‘missing marble’ discourse from Heim (1982), who attributed it to

Barbara Partee (p.c.).
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demonstrate that anaphoric reference does not involve contextually entailed antecedents, but

rather require explicit binders, as in (16).

(15) Thirty-one of my thirty-two chess pieces are here. #It must be under the couch.

(16) All but one of my chess pieces are here. It must be under the couch.

In contrast, referencing by description does not have this requirement, as seen in (17).
3

(17) Thirty-one of my thirty-two chess pieces are here. The 32nd must be under the couch.

Now, the following is (arguably) a pictorial analogue of referring to contextually entailed ref-

erents.

(18)

This is felicitous and the natural interpretation of this example is that the bishop in the sec-

ond picture is the very bishop missing from the first picture. So, in an obvious (but perhaps

inexact) sense, the interpretation of (18) involves co-reference. But not co-reference between

two depicted referents, but rather between a depiction and something saliently absent from

another picture. The absence of something is however not a binder, as seen in (19):

(19) ??It is under the couch.

If the absence of the bishop in the picture were a binder, we would be able to bind the anaphor

it to the missing bishop, but apparently we cannot. The only possible interpretation of the

anaphor it is that the whole chessboard is under the couch. However, the visible background

in the first picture appears to rule that out too.

The interpretation of (18) is that the chess set depicted in the first picture is incomplete

and that the bishop depicted in the second picture is the missing piece. In this paper, we will

develop an analysis in which both pictures make reference to the same, not depicted complete

3
See Roberts 1989 for more discussion.
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set. The existence of a completed set arises from interpreting the pictures in (18) as a coherent

narrative. An important consequence of this analysis is that there is no immediate analogue

between reference in pictorial and linguistic narrative in spite of our ability to refer across
media. This is a puzzle for the study of reference in pictorial narratives.

One may object to this analysis by saying that co-reference across pictures is (loosely) akin

to reference by description in linguistic narratives.
4

This hypothesis is prima facie supported

by comparing (18) with (17). Applying the hypothesis to (18) and (19), we would say that the

infelicity of (19) suggests that the bishop in the second picture of (18) refers to an entity without

an explicit binder. While this analysis appears plausible for the examples just considered, it

fails for longer narrative sequences where there is clear difference between linguistic reference

by description and pictorial co-referencing.

Unlike anaphora, descriptions can refer across narrative segments that (in an intuitive

sense made precise in §3) advance the narrative. First compare the following two examples of

linguistic co-referencing.

(20) John ate a burger. Later he went dancing. #It had come with an energy drink.

(21) John ate a burger. Later he went dancing. The burger had come with an energy drink.

The sentence Later he went dancing in (20) advances the narrative from John’s meal. Con-

sequently, one can reference the burger only by description, but not anaphorically. While it

may be possible, with some effort, to understand what the speaker of (20) is trying to convey,

namely that the energy drink is what gave John energy for dancing, there is a strong sense

that this is not a good way to convey this. There is no such sense when the burger is referred

to descriptively, as in (21).

Now, when we consider pictorial versions of such examples, we find that co-reference

in pictures does not share this property of descriptive reference. That is, an intervening,

narrative-advancing picture blocks pictorial co-reference.

(22) ??

Without such an intervening picture, reference to the burger is however possible.

(23)

4
Thanks to an anonymous reviewer for pointing out this possibility.
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In sum, there are empirical differences between linguistic and pictorial narratives with respect

to co-reference. The challenge is to explicate pragmatic principles that: (i) apply uniformly

to both linguistic and pictorial narratives and (ii) explain how co-reference works in either

medium and when we mix media. The aim of this paper is to develop a Super Pragmatics that

achieves these goals, while also solving the discourse composition problem. We show how our

proposal serves as a vital complement to the growing Super Semantics research on pictorial

narratives.
5

The paper proceeds as follows. In the next section, we overview PicDRT, a formal frame-

work introduced by Maier and Bimpikou (2019) to deal with point of view in pictorial narrative,

synthesizing Discourse Representation Theory (Kamp, 1981; Geurts, 1999) with possible world

semantics for pictures (Greenberg, 2011; Abusch, 2012). While we will not have anything new

to say about point of view, PicDRT will allow us to clarify a formal notion of picture con-

tent and the desiderata for having an adequate pragmatic account of co-reference in pictures

and language. In §3, we review some relevant components of Segmented Discourse Repre-

sentation Theory, with particular attention to the discourse composition problem, narrative

sequencing and co-reference. This will set the stage for our novel contribution in §4, where

we extend PicDRT to incorporate insights from SDRT and offer a Super Pragmatic proposal

for how to compose pictorial and mixed discourses to obtain pragmatic interpretations that

make the right prediction for co-reference within and across media. We conclude the paper in

§5, summarizing our contribution and prospects for further research.

2 Motivating Super Pragmatics

2.1 Super Semantics of pictures

2.1.1 T-schema for pictures

Greenberg (2011) and Abusch (2012) have shown that the notion of truth in aworld—commonly

used in possible world semantics of linguistic expressions—is helpful in thinking about the

meaning of pictures. This is so, despite pictures not having a compositional structure—at least

not obviously so. The T(ruth)-schema for pictures draws on the notion resemblance:

(24) T-schema for pictures: A picture p is true with respect to a possible world w iff there is

a viewpoint v in w from where w resembles p.

To appreciate (24), we must unpack what is meant by resemblance. For Abusch and Green-

berg, this notion correlates to a projection function from a three-dimensional scene to two-

dimensional plane; see Fig. 1. More precisely, a projection function π takes a world w and a

5
See e.g., Abusch 2012; Greenberg 2013; Abusch 2014; Abusch and Rooth 2017; Rooth and Abusch 2018, 2019;

Maier 2019; Maier and Bimpikou 2019; Maier 2020; Abusch 2021.
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Figure 1: Scenes and viewpoints. Graphic from Greenberg 2013.

viewpoint v and returns a picture p.
6

Hence, we could re-write the T-scheme above as in (25)

below. In turn, propositional content of a picture can be defined as the set of worlds in which

the picture is true from some viewpoint.

(25) (from Maier and Bimpikou (2019, 92),

based on Greenberg (2011, 2013))

(26) (from Maier and Bimpikou (2019, 92),

based on Greenberg (2011, 2013))

In the next subsection, we briefly outline Maier and Bimpikou (2019)’s proposal to build on

the analysis above and model the dynamics of multipanel visual story-telling.
7

2.1.2 Co-reference: From DRT to PicDRT

Maier and Bimpikou (2019) introduce their framework, PicDRT, by first considering a DRT

analysis of the linguistic discourse below, from Geurts (1999):

(27) A policeman chased a squirrel. He caught it.

Applying a DRT construction algorithm to the first sentence in (27) results in the discourse

representation structure (DRS) below, which adopts the standard box notation. (For simplicity,

we ignore some parts of the linguistic content, including tense and gender marking.)

6
As first noted by Greenberg (2011) and stressed by Maier and Bimpikou (2019, 92), there are many kinds

of projection functions: “we have linear, curvilinear, and parallel projections, projections that create black-and-

white line figures with shading, and projections that retain a full range of colors realistically. We can think of

this variation in terms of additional projection parameters, together defining a certain drawing style.” Thought

in this way, a given picture could be true or false (in a given world, from a certain viewpoint) depending on the

parameter setting, which Maier and Bimpikou assume is set by the context.

7
Note that a dynamic account of anaphora in pictorial narrative was first developed by Abusch (2012) and

applied in half a dozen papers since then, with a review given in Abusch 2021. We choose to outline Maier and

Bimpikou (2019)’s proposal because our proposed SDRT analysis is based on the same DRT formalism that Maier

and Bimpikou also adopt.
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(28)

x1, y1

policeman(x1)

squirrel(y1)

chase(x1, y1)

The so-called universe of the DRS includes the discourse referents (drefs) x1 and y1, which

can be thought of as existentially quantified variables of first-order predicate logic. In DRT,

they stand for the entities that the discourse is about. Below the universe, there is a set of

conditions which express properties of, and relations between, the drefs. The truth conditions

for the DRS in (28) are as follows: the DRS in (28) is true iff there is an assignment function

(so-called embedding in DRT) that maps the drefs x1 and y1 to individuals in the domain of the

model such that x1 is a policeman, y1 is a squirrel and x1 chased y1.

As shown below, in (29), the second sentence is interpreted in the context of the DRS in

(28). Here, the pronouns are left unresolved. This is commonly represented with a condition

that relates a dref introduced by a pronoun to a question mark, e.g, x1 =?, which stands for

the information that x1 needs to be resolved to some (accessible) dref in the universe of the

DRS.

(29)

x1, y1, x2, y2

policeman(x1)

squirrel(y1)

chase(x1, y1)

catch(x2, y2)

x2 =?

y2 =?

DRT does not provide an algorithm for how the resolution comes about. However this is not

its aim. Its aim is to to provide the semantic underpinnings—a point that we come back to

below. Assuming some pragmatic algorithm for the resolution of underspecified conditions of

the form x =?, we arrive at the DRS below, which captures the intuitive truth conditions of

the discourse.

(30)

x1, y1, x2, y2

policeman(x1)

squirrel(y1)

chase(x1, y1)

catch(x2, y2)

x2 = x1

y2 = y1

The discourse could then continue with further information about the policeman or the squir-

rel using pronouns or other definites, or it could introduce new characters in the story by

using indefinites.
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Let us now consider a pictorial version of the discourse provided by Maier and Bimpikou

(2019, p. 94):

(31)

To model the interpretation of this pictorial narrative, Maier and Bimpikou extend the DRS

language with picture conditions, i.e. with the language of PicDRS. These conditions consist of

a picture discourse referent pi, along with the actual picture. Moreover, following the insight

of Abusch (2012) and Rooth and Abusch (2019), Maier and Bimpikou impose structure on pic-

tures to identify drefs in the pictures. In particular, they assume that the PicDRS construction

algorithm “manages to identify some regions of interest in a picture, viz. those regions that

correspond to salient entities … and label those regions with fresh discourse referents” (ibid,

94). Given this assumption, Maier and Bimpikou represent the the first picture in the story as

in (97), paraphrasing this PicDRS as: ‘there is a situation in the world that (from some view-

point) looks like the picture, and in that situation there are two salient individuals, who look

like the two regions labeled in the picture.’

(32)

So far so good. But now a difficult question arises: how should we model co-reference in

(31)? As noted by Abusch (2012), since there are no pictorial analogues of pronouns (or any

other co-reference markers)—at least not obviously so—it is unclear what mechanisms (if any)

specify that a given object is the same across pictures. Put differently, there do not appear to

be any constraints that prevent the viewer from representing two new objects in the second

picture of (31) and saying that they look similar to the objects represented in the first picture.

In light of this observation, Maier and Bimpikou (2019, 95) follow Abusch and assume that

each picture in a sequence introduces new drefs (corresponding to salient regions):

(33)

Moreover, Maier and Bimpikou assume that “it is left to pragmatics to determine whether

some [dref] are to be treated as coreferential” (ibid, 95). Hence, as with the analysis of the

linguistic discourse in DRT, the analysis of pictorial narrative in PicDRT assumes that there is

some pragmatic algorithm that will deliver the correct results. Once that assumption is made,

the pragmatically strengthened representation below emerges:
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(34)

Maier and Bimpikou provide the following paraphrase, which is in accordance with our intu-

itions: ‘there’s a situation that looks like the first picture, with two agents, looking like the two

labeled regions, and there is another situation that looks like the second picture, with these

same two agents, now looking like the two labeled regions in the second picture.’

It is important to note that this paraphrase is quite similar to the one given for the lin-

guistic discourse. This is a good result since we take the pictorial narrative to be an adequate

translation of the linguistic narrative. Crucially, however, the derivations that lead to the two

paraphrases are quite different. Abusch (2012) argues that in the linguistic case, co-reference

is, in part, encoded in the linguistic structures (e.g. by way of pronouns), but in pictures, co-

reference is purely pragmatic. That is, an interpreter may interpret the policeman in the second

picture to be co-referential with the policeman in the first picture, whereas the interpretation

of a pronoun in a linguistic discourse is more constrained (also see Maier and Bimpikou, 2019,

p. 95). That is, in the linguistic case the DRT construction algorithm explicitly introduced

conditions like x2 =? and y2 =? that prompt a pragmatic algorithm to find binders for x2

and y2, but for establishing co-reference across pictures, the algorithm must make do without

this. Moreover, this algorithm must be different from the one we use to establish co-reference

in linguistic discourse in the absence of explicit co-referential structure. As previewed in §1,

sequences of indefinites are harder to read as co-referential as sequences of pictures. The fol-

lowing is less naturally read as being about a single policeman and squirrel than (31).

(35) a. There is a policeman chasing a squirrel.

b. There is a policeman catching a squirrel.

In §4, our goal will be to explicate how it is that an interpreter establishes identity between

objects depicted in pictures. Luckily, there is some precedence. As previewed in §1, SDRT

offers the necessary tools to analyze co-reference in natural language discourse. In §3, we will

provide an overview of the tools that we will then extend to the pictorial domain. Before doing

so, however, it will be worthwhile to consider narrative sequencing in pictorial narratives. This

will allow us to introduce some further empirical generalizations, as well as further theoretical

assumptions that will buttress our ultimate analysis.
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2.2 Narrative sequencing

2.2.1 A Dowty-style Super Pragmatics

Consider the pair of pictorial narratives below, in (36) and (37), discussed by Abusch (2014).

They illustrate that regardless of the order in which two pictures are presented, the cause-

effect interpretation remains constant: Tweetie was pushed by Dino and, as result, she fell

down the cliff.

(36)

(37)

Now consider the sequence of pictures in (38), taken from McCloud (1994) and discussed by

Abusch, where it is possible to infer that an individual was wearing glasses while the sun was

out. That is, it is possible to infer that the situations depicted in the two pictures temporally

overlap.
8

(38)

8
According to an anonymous reviewer, one may also infer a causal interpretation: the sun shines, causing the

individual to put on sunglasses. While we find such an interpretation less plausible, it is certainly not ruled out.

We come back to this point below.

13



Thus, all three possible temporal orderings (succession, regression, overlap) occur in the in-

terpretation of pictorial discourses. Nevertheless, Abusch (2014) suggests that by default, we

read pictures as depicting thing in successive temporal order. This assumption is also adopted

by Maier and Bimpikou (2019): “a picture to the right or below (in Western comics and picture

books) another corresponds to a state of affair that comes later. We model this by adding a

DRS condition of the form p1 < p2.” This idea is illustrated by the DRS of the now familiar

police/squirrel discourse below, where the noted DRS condition has been added:

(39)

For Maier and Bimpikou, this additional temporal condition is a case of pragmatic strength-

ening, just like the other conditions (in which the drefs are equated). And, once again, it will

be our goal in §4 to explicate how it is that the interpreter establishes particular temporal re-

lationships between pictures (in addition to identity relationships between objects depicted in

pictures). In this subsection, we consider the only Super Pragmatic proposal that we know of,

proposed by Abusch (2014, 2021), which attempts to address this question.

Key to Abusch’s proposal is the hypothesis below:

(40) Abusch’s Hypothesis: Pictures are stative depictions of the world.

At first blush, (40) may seem wrong. After all, there are many pictures which we would lin-

guistically paraphrase using an event description. Indeed, artists often use conventions like

‘movement lines’ to indicate a change-of-state, as in (41) below, which may be paraphrased as

‘Some dude in a light blue shirt threw a water balloon’.

(41)

In what sense, then, is this is a stative depiction of the world? According to Abusch, what-

ever change-of-state inferences are made by the viewer, those inferences are pragmatic. For

example, in the picture above, we infer that the water-balloon moved from point x to point

y. However, according to Abusch, the picture doesn’t semantically depict this. Abusch (2021,

11) makes the analogy to the linguistic sentence below, which presumably describes a moving

comet and yet the proposition that the sentences denotes is linguistically stative.

(42) The center of mass of the comet is at point x.
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Abusch’s main evidence for the hypothesis in (40) comes from showing that pictures have

the subinterval property, which is characteristic of statives (Bennett and Partee, 2004). She

considers the model theoretic interpretation of the picture below,

(43)

and reasons as follows:

Suppose that in worldw there is a scene with a black and a white cube that projects

to the picture with respect to viewpoint v at time point t. If the cubes are static

in an interval i that contains t, then the scene projects to the same picture with

respect to v at any time point t′ in i. So the proposition [denoted by (43)] is true of

w, t′ for every point t′ in the interval i. And if one extends the truth definition to

include truth with respect to intervals, then the proposition is true with respect to

every subinterval of i. This pattern of truth is characteristic of stative propositions.

(Abusch, 2021, 11)

But if (40) is correct, there is a puzzle. Many theories of narrative progression link it to even-

tive descriptions (e.g. Kamp and Rohrer, 1983, Lascarides and Asher, 1993). Here, narrative

progression is realized by stative depictions, so we have a choice
9
:

• Say that aspect interacts differently with narrative progression depending on the medium.

• Throw out the idea that aspect is relevant to narrative progression (and then do every-

thing with common sense reasoning).

Abusch chooses the latter option, as it would be unsatisfying to have different pragmatic the-

ories apply in different media. (We concur, the data on mixed media narratives alone seems

to render this a non-starter.) To provide a uniform pragmatic analysis of narrative sequencing

across media, Abusch adopts a version of Dowty (1986)’s influential analysis of narrative pro-

gression and extends it to pictorial discourse. The key idea is this. Like linguistic narratives,

pictorial narratives are subject to fixed rules that force pictures to be understood in succession

and common sense pragmatics can “extend” a state in time to infer temporal overlap.

Applying this analysis to (36) and (37) is straightforward, where we already observe even-

tuality sequencing. Causal reasoning does the rest: it determines the nature of the sequence,

i.e., narrative progression vs. narrative regression. Moreover, the overlapping interpretation

in (38) is also expected to be possible. We can make the natural assumption that the sun was

out before the individual wore glasses. Hence we have sequencing, which is compatible with

9
Thanks to an anonymous reviewer for helping us frame these options.
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the sun continuing to be out while the individual wore glasses. Assuming this interpretation

is the most plausible one (given common sense reasoning), this is what is inferred. Note that

although this overlapping interpretation is what one likely obtains when confronted with (38),

other interpretations are (in principle) compatible with the information presented in (38), e.g.

that the sun set before the individual put on glasses. The possibility to assign such interpreta-

tions as well appears to underwrite the role of common sense when interpreting (38).

Dowty’s analysis was originally motivated by narrative progression in linguistic narratives.

The examples in (44), (45) and (46) illustrate temporal succession, temporal precedence and

temporal overlap respectively.

(44) I threw a water balloon at Hans. His shirt got wet.

(45) I arrived to Zoom late. I was cooking.

(46) I put on my sunglasses. The sun was out.

Here we can infer by common sense reasoning that throwing a water balloon precedes Hans’s

shirt getting wet; cooking is presented as an excuse for being late, and thus precedes the

lateness; and that the sun being out temporally overlaps one putting on their sunglasses.

The parallel between these linguistic data (on the one hand) and the pictorial data above (on

the other hand) led Abusch to conclude that narrative progression rules are the same across

media, even if one medium lacks event descriptions. This entails that Abusch, like Dowty,

denies the Aspect Hypothesis defended by Kamp and Rohrer (1983).

(47) Aspect Hypothesis: Aspectual information partially determines narrative progression:

states are typically understood to overlap prominent discourse events.

In the next subsection, we see examples of linguistic narrative that suggest reviving (some

version of) this hypothesis. This prompts us to rethink Abusch’s Super Pragmatic approach.

2.2.2 Reviving the Aspect Hypothesis

Altshuler (2021) provides the linguistic narrative in (48) to show that some event-state se-

quences (ESSs) cannot have a causal interpretation, despite what common sense pragmatics

tells us. To the extent that this sequence could be interpreted, it could only mean that the

speaker threw a water balloon at Hans when his shirt is already wet.
10

(48) a. I threw a water balloon at Hans.

b. ?His shirt was wet.

10
Analogous examples were provided by Stojnić (2016, 29) and Altshuler (2016, 53) (see (1) and (2) below,

respectively) where an overlapping interpretation is salient even though a causal interpretation is more plausible.

(1) John shot Bill. He was dead.

(2) I painted the barn. It was red.
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Such data suggests that the Aspect Hypothesis is operative here. To be convinced, compare

(48) with (44) from the previous subsection. Based on common sense alone, both examples

should lead us to infer a causal relation and in particular that the throwing of the water balloon

precedes the wetness of the shirt. But while this is the natural interpretation of (44), this is

not so for (48). When reading (48), one prefers an overlapping interpretation: that the shirt

was already wet. The only salient difference between (48) and (44) is the aspect of the second

sentence.

In light of this contrast, note that the overlapping interpretation is not possible in (49). The

causal interpretation is the only one available, just like common sense pragmatics tells us.

(49)

Based on these data, we concluded in earlier work that there is a difference in the interpretation

of linguistic and pictorial narratives (Altshuler and Schlöder, 2021). They observe that as far

as common sense is concerned, the linguistic narrative (48) and the pictorial narrative (49)

appear to confront us with the same information, yet we seem to interpret them differently.

This puts pressure on the Dowty-style Super Pragmatics of narrative progression.

The following example, which we first discussed in Altshuler and Schlöder, 2021, provides

further evidence for such a conclusion with an even more striking contrast in (50) and (51).

(50) A cat bit a mouse while the mouse was wiggling its tail.

#It was dead. (Altshuler, 2021)

(51)

The Aspect Hypothesis predicts that we should infer in (50) that the mouse being dead overlaps

the event of it being bitten while wiggling its tail. But then there is no pragmatic context

that could make this ESS felicitous because in any such context it would (absurdly) be the

case that the mouse wiggles its tail while dead. That is, the Aspect Hypothesis makes the

correct prediction for (50). But this is not what is predicted by common sense reasoning:

that the mouse died because a cat bit into it (i.e. a causal interpretation on which the being-

dead succeeds the biting). Unlike in the linguistic discourse (50), the causal interpretation is
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available (and indeed the only available one, lest the mouse be in two positions at the same

time) in the pictorial narrative in (51).

These contrasts motivate a a Super Pragmatic puzzle. As we put it in Altshuler and Schlöder,

2021:

If Abusch’s Dowty-style analysis of pictorial narratives is correct and the exam-

ples in [(48) and (50)] do vindicate the Aspect Hypothesis for linguistic narratives,

then different principles govern narrative sequencing in these media. This, how-

ever, would be unsatisfying. We know of no reason why our assessment of ba-

sically the same pieces of information should fundamentally vary with whether

that information is presented linguistically or pictorially. But then how can it be

that linguistic and visual narrative differ with respect to the availability of causal

inferences?

We can also put the puzzle as follows. There seems to be a principle operative in the inter-

pretation of pictorial discourse that leads us to, by default, interpret a sequence of pictures as

depicting eventualities in succession. We have seen that there are exceptions to this principle

that are in need of explanation. Our goal will be to give a more general, formal description

of the process of interpreting pictures that explains both why usually pictures are read in

succession and why sometimes this is not so.

In the next section, we show how a formal Super Pragmatic analysis can make the correct

predictions if we adopt both Abusch’s Hypothesis in (40) and the Aspect Hypothesis in (47).

This will allow us to exploit aspectual differences between linguistic and pictorial narrative to

provide a single pragmatic algorithm. This algorithm will employ the formal tools of SDRT,

which we outline in turn. Then, in §4, we extend these tools to offer a Super Pragmatics of

co-reference in pictorial discourse and a solution to the discourse composition problem noted

in §1.

3 The Fundamentals of Segmented DRT

SDRT is a formal theory of how one pragmatically enriches a discourse with coherence relations
and how this leads to the pragmatic interpretation of a discourse (Lascarides and Asher, 1993;

Asher and Lascarides, 1998, 2003; Asher and Vieu, 2005). The guiding idea is that a discourse

(consisting of clauses or, here, pictures) compose to narratives that convey more information

than their parts—just like subclausal units compose to meaningful clauses that contain more

information than the sum of their parts. We will say that clauses/pictures cohere with one

another to form a narrative. In what follows we elucidate this idea by outlining how SDRT

addresses the following three questions: (i) What are the coherence relations? (ii) What do

they mean? (iii) How are they inferred? We end this section by showing how the answers to
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these questions allow us to improve on Abusch’s account of narrative sequencing in linguistic

and pictorial narrative.

3.1 Coherence relations and narrative structure

The first component of a formal theory of coherent narrative is a vocabulary of coherence rela-

tions that specify the different ways in which clauses can cohere with one another. For present

purposes it is particularly important to note that the temporal sequencing of a narrative is a

byproduct of establishing coherence relations.
11

The discourses below are cases in point.

(52) a. Max fell,
]
-Explanation (temporal precedence)

b. because John pushed him.

(53) a. Max fell,
]
-Result (temporal succession)

b. so John won the race.

(54) a. Max fell,
]
-Background (temporal overlap)

b. while John was away.

In all three cases, the two clauses are linked by a cue phrase that indicates a coherence relation.

Consider (52). The presence of because establishes that the pushing causes the falling. We

indicate such causal relationships with the coherence relation Explanation. This is to say that

(52) expresses a (short) narrative in which two events are reported (the pushing and the falling)

and put in a particular relation: that one event causes the other. As causes must precede effects,

we know that the pushing preceded the falling. Thus although in (52) the falling is described
before the pushing, the fact that the two clauses relate by Explanation entails that the falling

happened after the pushing.

Matters are similar in (53) and (54). In (53), the cue phrase so indicates that the falling
caused the winning the race which is indicated by the coherence relation Result. In this case,

the order of description matches the order of events, again due to the fact that causes must

precede results. In (54) we see a third option for the order of events: overlap, as cued by

the phrase while, which indicates the coherence relation Background. In this case, there is no

causal relation. The falling was not caused by the being-away and the being-away was not

caused by the falling. Instead, the being-away is presented as supplemental (‘backgrounded’)

information. The relevance of this information may only become apparent once the discourse

continues, e.g. as in (55):

(55) a. Max fell,

b. while John was away.

c. So he lied there alone.

11
See, e.g., Hobbs 1985; Webber 1988; Lascarides and Asher 1993; Kehler 2002; Txurruka 2003.
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This example is interesting for another reason as well. The clause in (55c) is marked (by the

cue phrase so) to be the effect of some cause. But neither (55a) nor (55b) by themselves seem

to properly describe this cause. It is both because Max fell and because John was away that he

lied there alone. Thus, the proper way to structure (55) with coherence relations is to say that

(55c) is an effect of the fact that Max fell and that John was away and the fact that these two

temporally overlap (i.e. that they cohere by Background). That is:

(56) a. Max fell,
]
-Background

]
-Resultb. while John was away.

c. So he lied there alone.

In this structure, it is made explicit that the antecedent of the Result coherence relation en-

compasses the content of both (56a) and (56b) and that they cohere by Background.

There is more to say about the narrative structure induced by coherence relations. To

wit, coherence relations fall into two broad classes: subordinating relations and coordinating
ones.

12
The intuitive distinction is that subordinating relations add further information to

an event that is already under discussion (e.g. by introducing a sub-event or adducing further

properties of the event, its agents, themes or sub-events) whereas coordinating relations ‘move

the narrative onward’ to a new event under discussion. Roughly put, coordinating relations

move the narrative to a new scene whereas subordinating relations flesh out the current scene.

(As we will discuss in due time, this distinction is especially evident in pictorial discourses.)

Of the relations seen so far, Explanation and Background are subordinating (they add an

explanation or supplemental information) and Result is coordinating (it moves the narrative to

a new event: the effect of the current one). Other subordinating relations include Elaboration
(adducing a sub-event) and other coordinating ones include Narration (moving to a new event

that is temporally close to the previous one) and Continuation (moving to a new event that is

thematically related to the previous one).

It is customary to graph the coherence structure of a narrative by letting horizontal lines

represent coordinating relations and vertical lines represent subordinating relations. The fol-

lowing toy examples illustrate this.

(57) a. John had a great meal.
]
-Elab

-Narrb. He especially liked the dessert.

c. Then he went dancing.

(57a) (57c)

(57b)

Narration

Elaboration

(58) a. John had a great meal.
]
-Narr

b. Then he went dancing.
]
-Elab

c. People admired his Foxtrot.

(58a) (58b)

(58c)

Narration

Elaboration

12
This distinction goes back to Hobbs (1985) and is adopted in various domains, e.g. to explain extraction

phenomena (see, e.g. Deane 1991 and Culicover and Jackendoff 1997). However, Hobbs’ notion is distinct from

the SDRT notions that are central here. For more discussion, see Asher and Vieu 2005; Altshuler and Truswell

2022.
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Contrast these structures with the tree representation of (56).

(59)

(56a)

(56b)

(56c)

ResultBackground

This structure makes explicit that the antecedent of the Result relation includes (56a), (56b)

and the fact that they cohere by Background. The vertical/horizontal graphing expresses that

Background is subordinating and Result is coordinating; the dashed lines indicate the complex

antecedent of Result.
As observed by Polanyi (1985) the distinction between coordinating and subordinating

relations is important for the interpretation of anaphora. When extending a narrative with a

clause containing an anaphor, its only available attachment sites are in those segments that

are accessible from the last segment in the narrative by traversing subordinating relations—

but binders behind coordinating relations are inaccessible. For example, when one continues

the discourses (57) or (59), one may resolve anaphora only to binders in the last segment. This

is why the following discourse sounds odd.
13

(60) a. John had a great meal.
]
-Elaboration

-Narrationb. He had salmon.

c. Then he went dancing.

#d. It was a beautiful pink.

In contrast, when continuing (58), one may resolve anaphora to binders in (58b) and (58c).

If one uses the notational convention that coordinating relations are graphed horizontally

and subordinating ones are graphed vertically, then the accessible segments are exactly the

segments on the right-most branch of the graphed narrative structure. Hence this constraint

is known as the Right Frontier Constraint (Polanyi 1985; see Hunter and Thompson 2022 for

recent discussion).
14

The right frontier constraint also governs which segments of the prior discourse are avail-

able to attach a new segment by a coherence relation. Consider the following variant of (60):

13
It is also not entirely felicitous to say The salmon was a beautiful pink in (60d), but speakers report that

this more felicitous than the pronoun it. In particular, the variation with a definite description can be rendered

coherent by a continuation as in the following discourse: John had a great meal. He had salmon. Then he went
dancing. The salmon was a beautiful pink. He thought about it all evening. whereas no such continuation renders

(60) coherent.

14
One can construct apparent counterexamples to the Right Frontier Constraint by pronouncing an anaphora

with intonational focus. For example, as noted by an anonymous reviewer, the following discourse is ok: John
had a great meal. Mary served it to him course by course. Then he went dancing. SHE went dancing too.. In this

example, He went dancing. SHE went dancing too. cohere by the coherence relation Parallel. This relation permits

some anaphora to be resolved to a segment not on the right frontier (Asher and Lascarides, 2003). See Asher,

1999 and Schlöder and Lascarides, 2020 for discussions of focus in SDRT.
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(61) a. John had a great meal.
]
-Elaboration

-Narrationb. He had salmon.

c. Then he went dancing.

??d. He had dessert.

The only possible interpretation of (61) is that John had the dessert after he went dancing. It

is not possible to interpret this discourse as (61d) continuing on (61b), in spite of this being

what common sense would prefer. This is, again, due to the fact that (61b) is not on the right

frontier of the discourse (61a,b,c). When continuing this discourse, anaphora can only attach

to binders on the right frontier and new discourse segments can only cohere with segments

on the right frontier.

So far, we have merely discussed coherence relations as a purely descriptive means to

explicate the narrative structure of a discourse. We turn now to how they contribute to the

pragmatic meaning of a discourse and afterwards to how one pragmatically infers narrative

structure.

3.2 Coherence and Meaning

Coherence relations are used to impose a narrative structure on clauses. The meaning of these

clauses can be given in the form of DRSs (and later, when we discuss pictures, as PicDRSs).

For example, (52a) and (52b) are interpreted as follows.
15

(62)

J(52a)K =

x1, e1

Max(x1)

fall(e1)

agent(e1, x1)

J(52b)K =

x2, y2, e2

John(y2)

push(e2)

agent(e2, y2)

theme(e2, x2)

x2 =?

In the context of describing a narrative structure, we will also refer to the interpreted forms of

individual clauses (i.e. DRSs) as elementary discourse units of a narrative narrative (in contrast

to complex discourse units which are formed by connecting two discourse units by a coherence

relation). Observe that these logical forms do not yet contain the information contributed by

because, namely that e2 is the cause for e1 (and hence in particular that e2 precedes e1). This

information is obtained by composing the two DRSs to form a complex Explanation unit. In-

spired by Montogovian semantics, the composition function is the meaning postulate assigned

to the coherence relation Explanation. Meaning postulates map two DRSs to a new DRS that

represents the information that the two clauses are connected by a particular relation. The

following is the postulate for Explanation.

15
For simplicity, we suppress here the presuppositions triggered by proper names and the contribution of the

simple past on the temporal ordering. Unlike earlier, we make event variables explicit here.
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JExplanationK(K1, K2) = K1 ⊕K2⊕
e

causee2,e1(e)

e2 ≺ e1

.

Where K1 and K2 are DRSs, e1 and e2 are their respective main eventualities, ⊕ is simple DRS

composition (i.e. ⟨U1, C1⟩ ⊕ ⟨U2, C2⟩ = ⟨U1 ∪ U2, C1 ∪ C2⟩), ≺ is temporal precedence, and

causee2,e1(e) means that e is the eventuality that e1 causes e2. This eventuality e is introduced

by the composition function and is the main eventuality of the DRS JExplanationK(K1, K2).

We can leave a theory of causality to the world model; for current purposes, cause eventualities

are simply the eventualities expressed by the verb ‘cause’.

Now, when composing DRSs with ⊕, one resolves (by the usual methods from DRT) con-

ditions of the form x2 =?. However, one must take care to respect the right frontier constraint

and thus ?’s from K2 may only be bound to referents in K1 if they were introduced in a DRS on

the right frontier. This constraint can be formalised by introducing additional DRT-conditions

associating binders with the eventuality that introduced them. We elide this here for readabil-

ity.

In (52), the main eventualities of the two clauses are e1 and e2, respectively, so interpreting

(52) as Explanation(52a,52b) delivers the desired interpretation as the event described in the

latter clause precedes and causes the event described in the former.

Note that it is important to introduce the cause eventuality e when computing the com-

positional meaning of Explanation. This is because by connecting two discourse units by Ex-
planation, one forms a new, complex discourse unit that itself can cohere with other discourse

units. But the compositional semantics of Explanation refer to the main eventualities of the

discourse units it connects; so also complex discourse units must be assigned an eventuality.

An example will help to clarify the point.

(63) a. John bought an alarm clock,

]
-Expl

b. because he missed his flight,
]
-Expl

c. because he overslept.

Here, John oversleeping caused him to miss his flight. But neither him oversleeping nor him

missing his flight by themselves caused him to buy an alarm clock. Rather, that him oversleep-

ing caused him missing the flight is what caused him to buy an alarm clock. This is repre-

sented in the annotated discourse structure: (63b) and (63c) cohere by Explanation and this

complex segment coheres with (63c) by Explanation. To compute the compositional semantics

of the latter Explanation relation, its second argument needs to have a main eventuality (as

the meaning postulate for Explanation refers to the eventualities of both parts). By the seman-

tics of Explanation given above, this is the eventuality that (63c) caused (63b). This yields the

intuitive interpretation of the example.

The point is general: whenever we give the compositional semantics of a coherence re-

lation, we need to make sure to specify the main eventuality of the complex discourse units
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formed by this coherence relation. This is because such complex units can be again composed

further by composition functions referencing the main eventuality of their parts. We called

this the discourse composition problem in §1.

With this in mind, we can analogously give meaning postulates for the coherence relations

seen so far. Solving the the discourse composition problem by postulating eventuality argu-

ments in complex discourse units is implicit in Asher and Lascarides (2003), but we make it an

explicit part of the meaning postulates.

JResultK(K1, K2) = K1 ⊕K2⊕
e

causee1,e2(e)

e1 ≺ e2

.

JBackgroundK(K1, K2) = K1 ⊕K2⊕
e

overlap(e1, e2)

e = e1

.

JElaborationK(K1, K2) = K1 ⊕K2⊕

e

part-of(e2, e1)

overlap(e1, e2)

e = e1

.

JContinuationK(K1, K2) = K1 ⊕K2⊕
e

TopicK1,K2
(e)

.

JNarrationK(K1, K2) = K1 ⊕K2⊕

e

TopicK1,K2
(e)

e1 ≺ e2

close(e1, e2)

.

That is, in brief, Result is like Explanation with inverted causal-temporal order; Background
contributes that two events (temporally) overlap; Elaboration that the second event is part of

the first; Continuation contributes that the DRSs are about a common topic (see Asher and

Lascarides, 2003 for details); and Narration is like Continuation and adds that the main even-

tualities occur in close succession.
16

16
The difference between Continuation and Narration can be appreciated by considering examples like the

following.

(1) John left his bike at central station. It got stolen.

(2) John lost his pen. He found it when he moved out.

The coherence relation in the first example is Narration. The topic is John’s bike and the temporal closeness

constraint entails that the bike got stolen at central station (as is the case in the pragmatic interpretation). In the

second example, the coherence relation is Continuation. The topic is John’s pen, but there is no inference that

him loosing the pen and him finding it are close.
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Now we can define the notion of a segmented DRS (SDRS). The core idea is that all seg-

ments in a discourse are labelled (with lowercase Greek letters used as variables for labels)

and that these labels are the arguments of coherence relations. So, for example, if α and β

are labels for discourse segments, then we can formally state that they are related by Expla-

nation as Explanation(α, β). Crucially, relations between segments are themselves segments,

so Explanation(α, β) would receive its own label γ that then can be the argument of further

discourse relations. In generality, we can define the notion of a segmented DRS as follows.

Definition 1 (SDRS). An SDRS is a triple (Π,F , L) where Π is a set of label variables, L ∈ Π

and F is a function with domain Π such that for any π ∈ Π, either:

1. F(π) = K for some DRS K .

2. F(π) is a conjunction of formulas of the form R(α, β), where α, β ∈ Π and R is a

coherence relation.

F induces a graph-structure on Π. Say that an SDRS is well-formed if this structure is a tree

like the ones described in the previous section (i.e. there is a unique root label π0 and the graph

has no circles). If K is a well-formed SDRS with root label π0, the semantic content of K is

Jπ0K.

With these definitions, we have not only a mere descriptive labelling for how coherence re-

lations structure a narrative, but a formal semantic theory of what a complex narrative means.
With the compositional meaning postulates assigned to the coherence relations, we obtain

narrative meanings that go well beyond the mere sum of their parts.

3.3 Inferring coherence relations

Many of the examples discussed in the previous subsections, in particular (52)–(57), contain

cue phrases that allow us to determine an associated coherence relation (e.g. because cuing

Explanation and particularly cuing Elaboration). But in many cases we need to determine the

correct coherence relation without explicit cuing. For example, dropping the cue because from

(52) results in the example (64) which is still most naturally interpreted with Explanation.

(64) a. Max fell.
]
-Explanation

b. John pushed him.

The coherence relation makes (again) visible that the pushing happened before the falling, de-

spite the falling being described earlier in the discourse. Note, however, that this interpretation

of (64) is merely the most natural one, by which we roughly mean the interpretation produced

as a first-glance assessment of the discourse. What is the most natural interpretation is subject

to revision by further context. One can, for example, continue (64) with But this is not why he
fell (cancelling the reading as Explanation) or extend (64b) with while he was on the ground to

establish temporal succession.
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Moreover, there is not always the most natural interpretation. The following example ap-

pears to be multiply ambiguous.

(65) a. Amy left.
]
-Result? Explanation? Continuation?

b. Lisa cried.

Depending on what is known about Amy and Lisa, it could be that Amy leaving caused Lisa

to cry (Result) or that Lisa’s crying caused Amy to leave (Explanation) or that Amy left and

Lisa cried for unrelated reasons (Continuation).

SDRT takes into account such facts about cancellation, revision and ambiguity to provide

a model of how and why particular coherence relations are inferred. The idea is to formalize

principles for pragmatic enrichment expressing the commonsense reasoning patterns leading

to the ‘most natural’ interpretations. A guiding idea in phrasing these principles is that they

should state the most plausible and most coherent interpretations given imperfect information.

For example, if there is a salient way to read one event as causing another (e.g. that pushing

someone might result in them falling), one interprets them as causally connected by assigning

the relations Explanation or Result (Schlöder, 2018, ch. 7).

Asher and Lascarides (2003) formalize such principles in a default logic in which one can

phrase defeasible conditionals p > q (paraphrased: ‘if p then normally q’). Their logic has the

following properties that make it appropriate for the task at hand.

• If p and p > q, then infer q only if ¬q is not the case (¬q defeats the conditional).

• If p and p > q, then infer q only if there are no r and s such that r, r > s and q, s |= ⊥
are the case (r > s clashes with p > q).

• But more informative premisses win clashes, i.e. if p, p > q, r and r > ¬q all are the

case and also p |= r, but r ̸|= p, then infer q.

Phrasing the pragmatic principles using the conditional > ensures (i) that their conclusions

can be overridden by additional information (defeating a conclusion); (ii) that when there are

multiple conflicting principles in play, the interpretation remains ambiguous (no conclusions

are drawn in clashes); and (iii) more detailed information can sway an ambiguity. See Asher

and Lascarides (2003); Lascarides and Asher (2009) for details on and further justification of

this logic.

As an example for pragmatic enrichment, we can now formalize the principle that possible

causes are typically interpreted as being causes as follows.
17

(66) a. R(α, β) ∧ ♢cause(eβ, eα) > Explanation(α, β).
b. R(α, β) ∧ ♢cause(eα, eβ) > Result(α, β).

17
These are our versions of these principles, which we note to be deviating from the axioms for Explanation

and Result suggested by Asher and Lascarides (2003). They add additional premisses to make it so that causal

information overrides aspectual information. We have seen that in some eventive-stative sequences potential

causes are not interpreted to be causes, so we make a modification here.
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Where the predicate cause describes a causal relation between two events and ♢ is alethic

possibility. These pragmatic principles are always to be read as universally closed, i.e. the

formulae in (66) apply to all R, α and β. For example, (66) applies when we are in a situation

where we have R?(π, λ)∧♢cause(eλ, eπ), where R?
is a placeholder indicating that π and λ are

to be connected by some coherence relation. But it would also apply when we have a concrete

coherence relation for R, e.g. Background(π, λ) ∧ ♢cause(eλ, eπ) to infer (ceteris paribus) that

in addition to Background, the segments labelled by λ and π are connected by Explanation.
18

This is so in the following example, showing that it is possible to interpret two segments by

assigning multiple relations.

(67) a. I painted the barn.
]
-Explanation + Background

b. It was an ugly red.

The most natural interpretation here is that the speaker painted the barn because (previously)

it was an ugly red, but also that the being an ugly red state overlapped the painting event

(i.e. that the barn had no colours in between and the speaker painted over the ugly red). The

temporal consequence of Explanation (that causes precede effects) is that the barn being red

extends in time to sometime before the time index of the painting event.

However, not all coherence relations can be paired up. So, we can also include principles

that constrain the possible interpretations. For example, the same two segments cannot be

both connected by Explanation and Result, as causation ever only goes in one direction. In

fact, there is something else wrong with pairing these two relations: Explanation is subordi-

nating and Result is coordinating. But one cannot pair a subordinating with a coordinating

relation, as it makes no sense for the same segment to add to a scene and also move to a

new scene. Txurruka (2003) expresses this principle for pragmatic interpretation as in (68),

where the predicates coord and subord describe a coherence relation to be coordinating and

subordinating, respectively.

(68) ¬(R(α, β) ∧R′(α, β) ∧ coord(R) ∧ subord(R′)).

Like all other pragmatic principles, this is to be read as universally closed. That is, whenever

we infer in the default logic that we have two segments, connected by two relations where

one is coordinating and the other is not, the principle (68) leads to a contradiction.

Adopting this principle ensures that the principles for Explanation and Result clash.
19

That

is, if there is equally good reason to believe thatα can cause β and that β can causeα one infers

18
The reason why one does not simply state pragmatic principles using universal quantifiers is that the default

logic does not sustain first order quantification without becoming nonenumerable. But one’s process of pragmatic

interpretation should be so that one can enumerate the potential interpretations. See Asher and Lascarides, 2003

for details on this point.

19
Asher and Vieu (2005) note that there are some cases in which Result can be subordinating. However, they

also note that subordinating Result is rare and usually marked. To give full due to this observation, we could revise

the principle that infers coord(Result) to be a mere default that can be overriden by explicitly marking a Result
as subordinating. Nevertheless, it remains true that Explanation and Result always clash for a different reason:

that causality can only ever go in one direction. That is, we also have a principle of the form ¬(cause(e, e′) ∧
cause(e′, e)). Thanks to an anonymous reviewer for prompting this discussion.
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neither Explanation nor Result. Arguably, this is the case in (65). Note however that it is not

always desirable for certain principles to be clashing, as sometimes we want some principle to

take precedence over another one. To achieve this, it is useful that more informative premisses

win clashes. We exploit this when stating our principle for interpreting ESSs below.

Pragmatic principles are typically still not sufficient to determine the full coherence struc-

ture of a discourse. In SDRT, one proceeds as follows: consider all possible assignments of

coherence relations that are compatible with the information inferred by the pragmatic prin-

ciples. From these possible assignments, select the most coherent ones via a mechanism that

grades coherence; this is known as the principle to maximise discourse coherence (Asher and

Lascarides, 2003). The details would lead us afield here, but the intuitive idea is that consistent
structures in which all anaphora are resolvable without violating the right frontier constraint

are more coherent; and among these, structures that maximise the number of coherence rela-

tions (so the narrative is rich) while minimising the number of labels (so the structure is flat)

are more coherent.

3.4 Narrative sequencing

We now proceed to show how we can build on the previous three subsections to account

for narrative sequencing in linguistic and pictorial narrative. This will serve as a preview of

the next section, where we detail how our pragmatic principles are Super Pragmatic: they

can apply regardless of the medium in which a narrative is interpreted, while nevertheless

respecting the genius of each medium.

Our analysis begins with an appropriate pragmatic principle for the interpretation of eventive-

stative sequences (ESSs). Note that there is no single coherence relation that is distinctively

associated with ESSs (pace Asher and Lascarides, 2003 who associate ESSs with Background)

and therefore, not surprisingly, there is no particular temporal order that is distinctively as-

sociated with ESSs (pace Kamp and Rohrer, 1983). The examples (45) and (46), repeated here

with annotation, show that ESSs can at least support interpretations as temporal precedence

and temporal overlap.

(45) I arrived to Zoom late.
]
-Explanation

I was cooking.

(46) I put on my sunglasses.
]
-Background

The sun was out.

Although there is no particular coherence or temporal order that is distinctively associated

with ESSs, inspection of the data reveals that the possible interpretations correspond to one

of the subordinating relations (like Explanation and Background).
20

Reading an ESS as Result

20
Here is an example of an ESS with another subordinating relation, Elaboration:

(1) I wrote a letter earlier this morning with my father’s pen. The pen was red.
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(a coordinating relation) sounds odd even if there is, in principle, a potential causal reading of

the event and the state; recall (48) and (50), repeated below, where a causal reading is expected

given world knowledge reasoning and yet it’s not available
21

:

(48) I threw a water balloon at Hans. ?His shirt was wet. (✓ got wet)

(50) A cat bit into a mouse that wiggled its tail. #It was dead. (✓ died)

This leads us to suggest the following generalization, formalized as a pragmatic principle in

SDRT.

(69) ESSs typically subordinate the state:

a. R(α, β) ∧ ev(α) ∧ st(β) > subord(R).

b. R(α, β) ∧ ev(α) ∧ st(β) ∧ ♢cause(eα, eβ) > subord(R).

Adding an axiom like (69b) to the generalization in (69a) ensures that the contribution of

the aspectual information in (69a) takes precedence over any potential causal information.

Specifically, (69a) says that ESSs are typically subordinating the state and (69b) says that causal

information cannot by itself override this default. This is because the premiss of (69b) is more

informative than just ♢cause(eα, eβ). In particular, then, (69b) wins clashes with the principle

in (66) to infer Result.
This consequence of the analysis is particularly important for ESSs in which one may see a

plausible causal relation between the described event and the described state. Consider again

(48) and (50) above. In these examples, a Result interpretation (water balloon causing wetness;

Altshuler (2016) argues that the oft-cited example below, modified from Hinrichs (1986), also exemplifies Elabo-
ration, despite the seeming narrative progression.

(2) Max switched off the light. It was pitch dark around him.

Altshuler observes that the first sentence in the discourse entails that the room became darker (to some degree)

in some salient location. The second sentence, then, elaborates on the degree to which it became darker. In

turn, we noted in Altshuler and Schlöder 2021, (3a) below is degraded compared to (2). It can be improved with

an exclamative, as in (3b). The exclamative, however, motivates a more complex discourse structure, whereby

the exclamative is its own discourse segment, serving as the second argument of Result; the initial eventive

description serves as the initial argument. This complex discourse segment is then elaborated on by the stative

description (see Altshuler and Schlöder 2021 for more discussion).

(3) a. Jameson switched off the light. ?It was dark around him.

b. Jameson switched off the light. Voilà! It was dark around him.

21
Altshuler (2021) considers potential challenges to this claim, including the data below, which feature dever-

bals. Altshuler proposes that the eventive (change-of-state) component present in the representation of deverbals

is sufficient to trigger Result. For more discussion and data involving Result (including ESSs with perspectival

expressions), see Altshuler 2021; Altshuler and Schlöder 2021. See also Cumming 2021 for an argument that Nar-
ration is allergic to statives. This is significant since it is the other coordinating relation which entails narrative

progression (Lascarides and Asher, 1993).

(1) I threw a giant water balloon at Hans. . .

a. . . .He was drenched.

b. . . .His shirt was soaked.

c. . . .He was not thrilled.
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biting causing death) seems highly plausible on the face of it, but the stativity of the second

part of the sequence seems to conflict with such an interpretation. Formally, letting α and

β label the eventive and the stative, respectively, we take this to mean that ♢cause(α, β) is a

premiss available for computing the interpretation of these examples. According to our prag-

matic principle for Result in (66), this would normally allow us to infer Result(α, β). However,

according to our pragmatic principle for ESSs in (69), it follows from this that subord(Result)
which is not the case, as Result is coordinating. Thus, the two principles clash.

Due to the fact that more informative premisses win clashes and the antecedent of (69b) is

more informative than the one of (66), we infer that whatever coherence relation joins α and β

must be subordinating. This means that in the most natural interpretations of the ESSs in (48)

and (50), the eventive coheres with the stative by a subordinating relation. Now also taking

into account the principle in (68), which states that two segments cannot be connected by both

subordinating and coordinating relations, it follows that in the most natural interpretations,

Result is ruled out. When the second part of a sequence is another eventive, however, as in

the alternatives ‘got wet’ and ‘died’, the principle (69) does not apply and nothing stands in

the way of interpreting the sequences as Result.22

Note that the foregoing does not mean that in an ESS the eventive and stative always have
to cohere with a subordinating relation. As the principles in (69) are also phrased as default

conditionals, they can be cancelled by defeating or clashing information. One salient way to

do so is to add explicit cuing to the discourse that defeats the defaults in (69). For example, in

the following modifications of (48) and (50):

(70) a. I threw a water balloon at Hans. Therefore his shirt was wet.

b. A cat bit into a mouse that wiggled its tail. As a result, it was dead.

These cases are naturally and unproblematically interpreted as Result, in particular as the wet-

ness temporally succeeding the throwing and the death succeeding the bite. The explicit cuing

with the phrases therefore and as a result, respectively, enforces this interpretation and simply

cancels the application of (69).
23

Now, in contrast to Result, the coherence relations Explanation and Background are subor-

dinating, so they are not in similar conflict with the principle (69). As a matter of fact, we agree

with Asher and Lascarides (2003)’s observation that ESSs are typically read as Background (i.e.

one typically uses a stative to describe the situation in which an event unfolds). A paradigm

example is (71):

(71) a. I went for a walk.
]
-Background

b. It was raining.

22
This would also explain the observation that Result is found with ESSs that feature deverbals (as in (1), foot-

note 21) and statives with experiencer arguments (e.g., perspectival expressions (Bylinina, 2017)). See Altshuler

(2021) for more discussion.

23
Technically, this is achieved by postulating Glue logic axioms stating that non-defeasibly the presence of a

cue phrase requires a particular discourse relation. This means that when a cue phrase is there, all conflicting,

defeasible Glue axioms are cancelled (see, e.g., Asher and Lascarides, 2003, 202).
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To infer Background in such and other examples, we use the following principle.
24

(72) R(α, β) ∧ subord(R) > overlap(eα, eβ).

That is, when interpreting an ESS we first infer subordination by the principle (69) from which

we may infer overlap by (72). This suffices to obtain the desired interpretations of (48) and (50)

as Background (i.e. as event and state overlapping). This is because SDRT includes a general

principle that the necessary consequences of a coherence relation are typically sufficient to in-

fer it (see Lascarides and Asher, 2009, p. 145ff). The instance of this principle relevant for

present purposes is the following one, stating that the necessary consequence of Background
(i.e. overlapping eventualities) are typically sufficient.

(73) R(α, β) ∧ overlap(eα, eβ) > Background(α, β).

Together with our principle for Explanation in (66), we can now also derive the correct inter-

pretation of (67), repeated here.

(67) a. I painted the barn.
]
-Explanation + Background

b. It was an ugly red.

This is an ESS, so by (69) we infer that the eventive coheres with the stative by subordination.

As above, this rules out an interpretation as Result (the ugly red was not the result of the

painting). Conversely, something being an ugly color is a possible reason to paint it, so the

principle for Explanation in (66) allows us to infer Explanation. Finally, the principle in (72)

applies as well, allowing us to infer overlap and from there, via (73), Background. Thus the most

natural interpretation of (67), according to our pragmatic principles, is indeed Explanation and

Background meaning that the ugliness of the previous coat of paint was the speaker’s reason

to paint over it.

This is how our pragmatic principles vindicate Kamp & Rohrer’s Aspect Hypothesis in (47),

repeated below:

(47) Aspect Hypothesis: Aspectual information partially determines narrative progression:

states are typically understood to overlap prominent discourse events.

We infer Background (and hence, temporal overlap) by a multi-step process that first applies

(69), then (72) and finally (73). That these are distinct steps has a subtle but important upshot.

When the inferences to Background or even overlap are cancelled (by defeat or clash), this need

not mean that the inference to subordination is defeated as well.
25

This is the case in examples

where the most natural reading is only Explanation and does not include Background (i.e. there

is strict temporal precedence between cause and effect). Here is such an example:

24
Thanks to an anonymous reviewer for discussing another version of this principle with us and suggesting

this particular formulation.

25
This is an important difference to how Asher and Lascarides (2003) treat ESSs. They assign to ESSs a defeasible

inference to Background, which means that when Background is defeated, they discard the aspectual information

of the ESS entirely. In contrast, our principles still license the inference to subordination.
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(74) a. I took a shower.
]
-Explanation

b. I was out jogging.

Again, this is an ESS, so by the principle (69) we infer subordination. However, the principle

(72) to infer overlap is defeated here, as commonsense knowledge entails that one cannot si-

multaneously be out jogging and taking a shower.
26

However, similar knowledge entails that

exercising is a possible reason for later taking a shower. So the principle for Explanation in

(66) licenses the interpretation as Explanation.

Note that it is important for the interpretation of (74) that (69) applies and subordination is

inferred. Otherwise, interpretations with coordinating relations would compete with the in-

ference towards Explanation here; e.g. the interpretation as Narration where one went jogging

after the shower. To see this, compare (74) with an analogous eventive-eventive sequence.

(75) a. I took a shower.
]
-Explanation? Narration?

b. I went jogging.

In this case, the interpretations as Explanation (jogging being the reason for showering) and

Narration (the speaker showering and then going jogging) are, arguably, equally natural. In

(74), however, there appears to be a clear preference for the Explanation reading. This distinc-

tion is explained by the principle (69) applying to (74)—ruling out the coordinating relation

Narration—but not to (75).

In sum, we have shown how to account for the pragmatics of narrative sequencing in

linguistic discourse. We end this section by showing an important virtue of this analysis:

without further modifications, we can explain why narrative sequencing in pictorial discourse

differs from its linguistic counterpart. Recall that the pictorial narrative in (49), repeated below,

is naturally interpreted as exemplifying Result, whereas the prima facie equivalent linguistic

narrative in (48), also repeated below, is odd for some speakers precisely because it cannot be

interpreted as exemplifying Result .

(49)

(48) I threw a water balloon at Hans.

?His shirt was wet.

To explain this difference, we appeal to Abusch’s hypothesis in (40), repeated below.

(40) Abusch’s Hypothesis: Pictures are stative depictions of the world.

26
There may also be cases where only the inference to Background is defeated, but not the inference to overlap.

We thank an anonymous reviewer for the suggestion to separate inferences towards Background and overlap into

distinct pragmatic principles.
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According to this hypothesis, both segments of (49) are stative. This means that the principle

in (69), stating that eventive-stative sequences typically subordinate the state, does not apply.

Thus—since the first picture depicts a possible reason for the state in the second picture—

nothing prevents us from applying the pragmatic principle in (66) for inferring Result. This

prediction generalizes to all pictorial narratives: if a causal interpretation is plausible, then we

predict that this will be the likely interpretation. If, on the hand, a causal interpretation is not

plausible, as in (38), repeated below, then some other axiom (in this case (72)) will be at play

and make the correct prediction (in this case that Background holds).

(38)

An anonymous reviewer points out to us that there is a salient alternative to our account.

Once we take on board the assumption that the logical form of a discourse is obtained by

principled of pragmatic enrichment, we could conceive of a principle that takes stative repre-

sentations of information (sentences or pictures) and enriches them to eventive information

from whence one could continue with the full power of the eventive/stative distinction also

in pictorial discourses. This is prima facie appealing, but not obviously compatible with the

formal assumptions of our framework. The principles of pragmatic enrichment can only add
information to the formal surface features of its input, not remove or revise any of them (only

information obtained from the surface features by default inference can be revised). This would

require a radical revision to our formal framework. There is a second option to achieve this.

Instead of revising the stative information, one may add to the stative term a new, eventive

eventuality term and make the eventive one the main eventuality of the discourse segment.

This would require a similarly radical revision, as it breaks with the principle that the main

eventuality of an elementary discourse segment is determined by the grammar. We are hence

reluctant to pursue either option.

Thus, once we make the assumptions that we do—inherited from SDRT—and agree with

Abusch’s diagnosis of stativity, we are forced to treat pictures as statives for discourse inter-

pretation. This is not to say, of course, that it is not possible to pragmatically read a stative as

contributing eventive information. But this would happen at a later stage of the interpretive

process than the determination of discourse structure.

In any case, it is not a disadvantage to have to treat pictures as immutably stative, but in fact

an advantage. By using pragmatic principles that operate differently on statives vs eventives,

one can replicate Abusch’s results for narrative sequencing in pictorial discourse, while also
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correctly predicting contrasts like (48) and (49). However, we note that this proposal assumes a

Super Pragmatics in which coherence relations can be applied to pictorial discourses as much

as to linguistic discourses. The goal of the next section is to flesh out this assumption and show

how we could thereby address the aforementioned questions in §1 concerning co-reference in

pictorial discourse, while also solving the discourse composition problem.

4 Super Pragmatics

The coherence relations, and their meaning postulates, are typically thought to be referenc-

ing domain-general cognitive principles for structuring information (e.g., Hobbs 1985, 1990;

Kehler 2002, 2019).
27

Indeed, the idea that discrete packets of information are related to com-

plex structures, going beyond the sum of the packets, is not intrinsically tied to linguistic dis-

course. For example, Cumming et al. (2017) explore the role that coherence relations play in

the interpretation of film. More recently, Newton-Haynes and Altshuler (2019) have explored

the coherence structure of ballet mime, while Grosz et al. (2021) have motivated a semantics

of emoji by first considering the sort of coherence relations that they allow when mixed with

language. Building on this research programme, we suggest to use the same vocabulary of

coherence relations in linguistic and pictorial discourse. However, the meaning postulates we

described in the previous section contribute DRS conditions in the language of event seman-

tics. It is not clear how to evaluate such conditions applied to non-linguistic information. We

now show how to define the conditions contributed by the meaning postulates for pictorial

discourse. The core idea is that the pictorial content of a PicDRS can take the place of a main

eventuality.

4.1 Extending SDRT to Pictures

We can maintain the received vocabulary of coherence relations and adapt the received defini-

tion of Segmented DRSs to a definition of Segmented PicDRSs by simply replacing DRSs with

PicDRSs. However, the meaning postulates of the coherence relations cannot be straightfor-

wardly applied to PicDRSs. In these postulates, the coherence relations are defined to con-

tribute a meaning that depends on the eventualities of the DRSs that are composed. PicDRSs

have no obvious main eventualities—there is, say, no main verb from which one could compute

such an eventuality.

27
Hobbs (1990) writes:

It is tempting to speculate that these coherence relations are instantiations in discourse compre-

hension of more general principles of coherence that we apply in attempting to make sense out of

the world we find ourselves in, principles that rest ultimately on some notion of cognitive economy.

[. . . ] Recognizing [discourse] relations may thus be just one way of using very general principles

for simplifying our view of the world.
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However, following Abusch’s insight that pictures are stative depictions of the world, one

may treat the picture content of a PicDRS to be its main eventuality. To be more precise, a

PicDRS contains a token of the picture that gave rise to the PicDRS. This token is the main

eventuality of the PicDRS. If, at a different point in the narrative, the same picture occurs again

and is parsed into a PicDRS, the main eventuality of that PicDRS will be a different token of

that same picture. Also if some meaning postulate requires us to copy a PicDRS, the copy will

be type- but not token-identical to the original. In particular, it will contain a new token of

the same picture. This is in line with how main eventualities are treated in SDRT: the main

eventualities of different SDRSs are always distinct tokens (Asher and Lascarides, 2003).

Thus, we need to define the logical vocabulary needed for stating the meaning postulates

to apply to pictures. Note that if our goal were merely to represent the discourse structure of

a pictorial discourse, this would not be needed. We could assemble PicDRSs by the methods

surveyed in §3 and use DRS conditions like overlap(p1, p2) or causep1,p2(p), replacing eventu-

ality terms with pictures, as demanded by the meaning postulates for the coherence relations.

This is because DRT makes a principled distinction between the representation of a discourse

and its evaluation. One can assemble DRSs, representations of discourses, without specifying

how to evaluate DRS-conditions in a world model. But if one wants to compute meanings of

narratives, as is our goal, one must define how to evaluate these conditions. This means we

have to say how to evaluate in a model whether two pictures p1 and p2 overlap or whether a

picture p is depicting a causal relationship between p1 and p2. We now turn to this task.

Recall that we have assumed to have a projection function π that takes a world and a

viewpoint so that a picture p has semantic value 1 at a world w and a viewpoint v iff π(w, v)

resembles p. Naturally, a viewpoint is not just a location, but a location at a time, so it makes

sense to temporally order viewpoints. We can then explain the temporal predicates in the

meaning postulates.

• Jp1 ≺ p2Kw,v = 1 iff there are viewpoints v1, v2 such that v1 is before v2, π(w, v1) = p1

and π(w, v2) = p2 and p1 is not token-identical to p2.

• Jclose(p1, p2)Kw,v = 1 iff there are viewpoints v1, v2 such that v1 is temporally close to

v2,
28 π(w, v1) = p1 and π(w, v2) = p2.

• Joverlap(p1, p2)Kw,v = 1 iff there are viewpoints v1, v2 such that v1 is simultaneous with

v2, π(w, v1) = p1 and π(w, v2) = p2.

For the definition of temporal succession, we require that that the two argument pictures

cannot be token-identical. This is for the following reason. Given a picture p, it is possible

that there are two distinct viewpoints, at distinct times from which the world resembles p.

According to the definition of ≺ without the final conjunct, it would then follow that p ≺
28

A standard of closeness is supplied by the context (see Partee (1984)’s notion of a time just after and further

discussion by Dowty (1986).).
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p, which is absurd. Although it is possible for the world to resemble the same picture at

different times, a single picture token cannot be interpreted in a narrative to represent a state

that precedes itself. However, two tokens of the same picture can occur in a narrative. Consider

the following sequence:

(76)

This can be interpreted as a simple narrative in which a person stands still, stumbles, and then

stands still again. The first and third picture are the same, but the PicDRSs for these pictures

will contain different tokens p1 and p3 of this picture. In the interpretation of the narrative, it

will be the case that p1 ≺ p3 but it cannot be the case that p1 ≺ p1. The added clause requiring

that the two arguments of ≺ cannot be token-identical ensures that this is the case. We thank

an anonymous reviewer for discussion on this point.

Now, note that the viewpoints v1 and v2 in these definitions may ‘look’ at very different

parts of the world—all that matters when these viewpoints are taken. Recall our pictorial

example for an overlapping interpretation.

(38)

Saying that these two depictions temporally overlap means that there is a way to view the

world showing the first picture and that one could also, at the same time, view the world

showing the second picture. There may be many viewpoints showing the first picture for

which there is no simultaneous viewpoint showing the second (and vice versa). All that is

required is that the temporal interval in which one could show the first picture overlaps with

the interval in which one could show the second picture.

In addition, we define the predicate, part-of, as follows:

• Jpart-of(p1, p2)Kw,v = 1 iff p1 could be obtained from p2 by ‘zooming in’ or ‘altering

perspective’.

For example, the following pictorial discourse, taken from Brian Selznick’s The Invention of
Hugo Cabret , is interpreted with the coherence relation Elaboration.

36



(77)

Interpreting this as Elaboration entails that the part-of relation holds between the first and

second picture (specifically that the second is part of the first). In this case, the part-of relation

validates that the second picture is obtained from the first by ‘zooming in’. This establishes in

particular a fact about co-reference: that the eye depicted in the second picture is the man’s

eye depicted in the first picture. Note that ‘zooming in’ can reveal information that was not

previously visible; here, this is a reflection in the man’s eye. The part-of relation entails that

in the world perceived from the viewpoint of the first picture, the reflection is in the man’s

eye as well (even if this is not visible from this viewpoint).

Another example for a part-of relation is the following pictorial discourse:

(78)

In this case, the part-of relation validates that the second picture is obtained from the first by

‘altering perspective’
29

rather than ‘zooming in’. This again establishes a co-referential fact:

that these are the same mugs. Like ‘zooming in’, ‘altering perspective’ can reveal information

that was not previously visible. Here, this is the artwork seen in the second picture. The part-of
relation entails that in the world that is perceived from the viewpoint of the first picture, the

depicted mug has the artwork and a handle (even if this is not visible from this viewpoint).

It is worth noting that the part-of relation between pictures is more narrow than the part-of
relation between eventualities. For example, the event that John is eating is a part of the event

that John has dinner. But not every depiction of John having dinner will contain as a part a

depiction of him eating (because he may be depicted as engaged in other dinner activities, e.g.

drinking). But this is as it should be. When we depict John having dinner (in a way where he is

not depicted as actively eating) and then depict John as eating, these should not be interpreted

as Elaboration, as the two depicted states do not in fact overlap.

Depictions of the world have less potential to be abstract than linguistic descriptions of the

world. While we can linguistically describe the activity dinner in the abstract and elaborate

with parts of the dinner, a depiction of dinner will by necessity display a particular activity.

29
This idea is motivated by the work of Cumming et al. (2017), which we discuss below.
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We can only pictorially elaborate on this particular activity, not on the abstract activity dinner.
Despite this limitation, as seen in the examples above, a picture can still be said to elaborate

on another and this can be an important part of their pragmatic interpretation (e.g. as related

to co-reference).

When we display John having dinner and then display another dinner-related activity,

the two pictures stand in another relation familiar from SDRT: Topic. When treating Topic

relations, however, we face the composition problem. Recall the Narrative Compositionality

Constraint that we derived from the Discourse Composition Problem in §1.

(79) Narrative Compositionality Constraint. Applying a narrative meaning postulate to

two meanings returns the same kind of meaning.

If a pictorial representation of some information contributes as its main eventuality (a token

of) the picture itself (as a stative description of the world), then the composition of two pictures

by a Topic relation should itself yield a picture, namely the depiction of the shared topic of

these pictures.
30

We mean this literally—these are pictures instead of some kind of abstract

picture term. Composing two PicDRSs by Explanation or Result yields a PicDRS that contains

a third picture, their topic picture. The DRT distinction between representation and evaluation

is important here. The composed PicDRS, a representation of a pictorial discourse, contains a

literal picture. To determine whether this picture is indeed a Topic for two other pictures is

part of the evaluation of the discourse.

But what could a picture that depicts a shared topic be? Here is our suggestion.
31

• JTopicK1,K2
(p)Kw,v = 1 iff for p1 and p2 being the pictures of K1 and K2, respectively:

p contains relevant parts from p1 and p2, identifying parts that resemble one another,

such that there is a viewpoint v0 with π(w, v0) = p.

Again, an example will help.

(80)

The pragmatic interpretation of this example is that Sally is playing chess against Tommy,

despite this not being the content of either picture. This interpretation arises from composing

30
It is not a requirement that the eventualities involved in composing pictures are themselves pictures. If one

associates with a depiction a main eventuality that is not the picture itself, then also their composition needn’t

be a picture. But given how our discussion unfolded, we take the view that we are taking to be the obvious and

simplest way of going about defining the narrative composition of pictorial discourses.

31
Identifying parts that resemble one another across pictures is important both for determining Topic and for

resolving anaphora. Despite this similarity, determining the topic of a complex segment and resolving anaphora

are distinct tasks.
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the pictures with the coherence relation Continuation, which entails that the pictures have a

common topic. In this case, this topic will be a depiction of both Sally and Tommy and a single

chess board (as the individual chess boards from the pictures are resembling one another and

are hence identified in the topic), indicating that they are engaged in a shared activity (the

chess game). The topic picture may omit superfluous elements of the background (those that

are not part of the topic of the discourse). To illustrate this, we have omitted here the chess

clock.

(81)

AsContinuation contributes the Topic relation, this yields the desired pragmatic interpretation:

that Sally and Tommy are playing against each other. This again also establishes important

co-referential facts, e.g. that in (80), both pictures depict the same chess board and figures.

This is because by the definition of the topic picture, the single chess board in (81) depicts the

chess board in either picture in (80).

We have given only a minimal semantics for Topic. Plausibly, there are stronger constraints

related to the orientation of the contents of the two pictures. Cumming et al. (2017) suggest

that two frames (in film) are consistent with one another only if between them, the camera

has only moved on a 180 degree arc (see Figure 2).

Figure 2: Graphic from Cumming et al. 2017.
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As a case in point, consider the following variant of (80).

(82)

The second picture cannot be obtained from the first by moving the camera on a 180 degree

arc. And indeed, it is much more difficult to find the interpretation that Sally is playing against

Tommy. Rather, it seems that they are both engaged in separate games. It would therefore be

natural to include the constraint of Cumming et al. (2017) into our definition of Topic. To wit:

the Topic picture must be formed so that its contents must be obtainable from the two pictures

by only rotating the camera on a 180 degree arc. In this case, (81) cannot be the topic of (82),

since Tommy has the wrong orientation. However, we think it is not out of the question to

interpret (82) as them playing the same game. The constraint proposed by Cumming (2021)

may be a (mere) convention of filmmakers and comic book artists that we have become used

to, but that does not form a part of our cognitive vocabulary. We leave this question—and

whether Topic may have further constraints—to future work.

Finally, to make sense of the relations Explanation and Result in pictorial discourses, we

need to define the predicate cause.

• Jcausep1,p2(p)Kw,v = 1 iff p depicts a point of no return in a commonsensical sequence

of events leading from p1 to p2 and JTopicK1,K2
(p)Kw,v = 1.

Again, let us look closer at this definition. Consider, for example, the case where we have two

pictures: p1 depicting Max punching John and p2 depicting John on the ground.

(83)

The intuitive interpretation is that the punching caused John to fall. The picture p such that

causep1,p2(p) should represent this causal relation. Note that punching does not necessarily

result in falling, since after being punched John may stumble but catch himself. When we

think of the aftermath of what is depicted in p1 as a sequence of pictures (like in a flipbook),

there will be some pictures (early in the sequence) where John may still plausibly catch himself

and not fall; and some pictures (later in the sequence) where John’s position is too precarious

for this. For example, consider the sequence below and compare the second and third pictures.

(84)
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After the second picture, it is still plausible that John may catch himself. The following se-

quence is felicitous.

(85)

But after the third picture in (84), it appears odd (in the sense that magic must be involved) to

depict John catching himself.

(86) ??

Thus, inspection of the third picture in the sequence (84) leads the viewer to determine that

John will fall. The third picture in (84) is hence the picture p with the property causep1,p2 . It

is the ‘linchpin’ in the sequence from where John falling is, ceteris paribus, unavoidable. That

is, p is the earliest picture in the sequence from where one cannot felicitously continue with

a depiction of John catching himself. We take this linchpin picture to be the depiction of the

fact that what is depicted in p1 caused what is depicted in p2.

This does not quite ensure that p indeed depicts that p1 causes p2, as p does not itself contain

the information that there is a sequence like (84)—it might be that p actually depicts something

completely unrelated and it just so happens that one can also construct this sequence. The

additional requirement that the linchpin picture could also be a topic for the effect and the

cause takes care of this. This ensures that whatever is displayed in the linchpin picture is

related to both the cause and the effect. In particular, this entails that in (83), the depicted

punched person and the depicted person on the ground co-refer.

Of course, judgements about whether a sequence can be felicitously continued to a cer-

tain end point is a matter of common sense and are therefore defeasible. That is, it is possible

to present a sequence which magic is involved. The sequence (86) can be made felicitous by

inserting between the third and fourth pictures a picture where a superhero swoops in and

rights John.
32

But this does not change the fact that according to the common sense interpre-

tation, the first three pictures in (86) entail that John falls. This makes the third picture suitable

to represent the causal relation.
33

For similar reasons, our definition of the representation of

32
Thanks to an anonymous reviewer for this example

33
Arguably, this is similar to how one represents causes in the interpretation of linguistic discourses. We use

a predicate cause to say that two eventualities stand in a causal relation, but have not said how to interpret

this predicate. On a popular analysis, causality is to be analysed by certain counterfactual claims (Lewis, 1973).

But just like there are remote possibilities of reconciling a linchpin picture with the effect not happening, it is

possible to construct remote situations in which John has been pushed, the counterfactual is true, but he did not

fall. Something similar holds for other analyses of causality (which is the subject of a lively debate in linguistics

and philosophy); see Copley and Martin (2014) for more discussion.
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causality between pictures does not mean that the existence of the following sequence means

that a depiction of a man standing is a cause for a depiction of a man standing.

(87)

This sequence is not a commonsensical connection between two depictions of a man standing,

so it does not validate the claim that the first picture is a cause of the last.

4.2 Mixed media Super Pragmatics

In §3.2 we saw how to compose two linguistically given discourse units (in terms of their

main eventualities) and in the previous subsection, we saw how to compose two pictorially

given discourse units (in terms of their pictorial contents). But to make sense of mixed media

discourses, this is not yet good enough, as this requires a meaning postulate that states how

to compose, say, a pictorial content with a main eventuality.

(88) a.
]
-Background

b. The bishop was under the couch.

The compositional meaning of Background here is that the state depicted in (88a) overlaps with

the main eventuality in (88b). We can give the required definition of overlap as follows.

• Joverlap(p, e)Kw,v = 1 iff there is a viewpoint v′ such that v′ is temporally located within

the duration of e and π(w, v′) = p.

Analogously, the following definition of overlap is needed for mixed media discourses where

a picture is the background of linguistically given information.

• Joverlap(e, p)Kw,v = 1 iff there is a viewpoint v′ such that v′ is temporally located within

the duration of e and π(w, v′) = p.

However, this is not yet good enough. As we previewed in §1, one can form complex discourse

units from mixed media segments. Recall (11), here repeated with annotation.
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(11) a.
-Background

-Result
b. There was a banana peel on the sidewalk.

c. So he slipped and fell. · · · · · · · · · · · · · · · · · · · · · · · · · · ·

Here, the complex discourse unit formed by the depiction (11a) and the linguistically presented

content (11b) is the proper antecedent for Result. Neither the depiction of the person walking

by itself, nor the sentence in (11b) are alone sufficient to result in (11c). Nor would it be

correct to interpret (11) so that the person walking and there being a banana peel on the

sidewalk are merely both causes of the person slipping and falling. It matters that the walking is

overlapping with there being a banana, i.e. it matters that the two discourse units are connected

by Background.

To interpret Result in (11), the compositional semantics of Background must provide a main

eventuality from the composition of (11a) and (11b). So far, we have only seen how to obtain

this from composing two linguistically given eventualities or from composing two pictorially

given eventualities. But it is unclear what the main eventuality obtained from composing pic-

torial with linguistic information is. This is what we called the discourse composition problem.

Of course, it is possible to translate between the two media as one can depict the content of

a sentence and one can linguistically describe the content of a picture. However, any such

translation loses important information particular to one medium. As we discussed earlier,

linguistic descriptions have a higher potential for abstraction that cannot be recaptured in a

depiction. And as shown in §1, there is no perfect linguistic analogue to the phenomenon of

co-reference across pictures that could be used in a description of a picture. Thus, translating

pictures into text or text into pictures would miss some of the distinctive ‘genius’ of the media.

The composition of linguistic and pictorial information can only be an abstract object that

combines both types of information. That is, the composition ought to be evaluable with re-

spect to a world and a viewpoint, but also have the truth-conditional hallmarks of eventualities

(possibly having an aspect, agent, theme etc). Call a pictuality a tuple ⟨p, e⟩ where p is a picture

and e is a linguistic eventuality, where p can be the null picture p⊥ (where Jp⊥Kw,v = 1 for all

w and v) and e can be the null eventuality e⊥ (having no aspect, duration, agent, theme etc.)
Pictualities generalise on pictures and linguistic eventualities. Given a picture p, we can form

the corresponding pictuality ⟨p, e⊥⟩ and given an eventuality e, we can form the correspond-

ing pictuality ⟨p⊥, e⟩. We say that a pictuality q has a picture if its first argument is not p⊥ and

that q has an eventuality if its second argument is not e⊥.

We can then define the logical vocabulary required for discourse composition. For example,

temporal precedence between pictualities is defined as follows:

• Jq1 ≺ q2Kw,v = 1 iff q1 = ⟨p1, e1⟩, q2 = ⟨p2, e2⟩ and:
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– if e1 ̸= e⊥ and e2 ̸= e⊥, then e1 ≺ e2; and

– if p1 ̸= p⊥ and p2 ̸= p⊥, then p1 ≺ p2; and

– if e1 ̸= e⊥ and p2 ̸= p⊥, then there is a viewpoint v0 such that π(w, v0) = p2 and

the end-state of e1 is before v0; and

– if p1 ̸= p⊥ and e2 ̸= e⊥, then there is a viewpoint v0 such that π(w, v0) = p1 and

the pre-state of e2 is after v0.

In brief, this says that a picturality precedes another if their eventive components precede one

another (unless one is null), their picture components precede one another (unless one is null),

the first’s picture component precedes the second’s eventive component (unless one is null)

and finally the first’s eventive component precedes the second’s picture component (unless

one is null). That is, all non-null information contained in the picturalities must stand in the

right precedence relations.

The definitions of the other temporal predicates are analogous. A similar strategy works for

the other predicates; we show here only cause. The difficult case is when one of the picturalities

has no picture and the other has no eventuality. In that case, the picturality that the first causes

the second should appropriately synthesise both the linguistic and pictorial information. We

require two translation functions for this. Given a picture p, let s(p) be the stative eventuality

corresponding to a linguistic description of the picture; and given an eventuality e, let d(e) be

a choice function that maps an eventuality e to a depiction of the event or state e.

• Jcauseq1,q2(q)Kw,v = 1 iff q1 = ⟨p1, e1⟩, q2 = ⟨p2, e2⟩, q = ⟨p, q⟩ and:

– if e1 ̸= e⊥ and e2 ̸= e⊥, then Jcausee1,e2(e)Kw = 1; and

– if p1 ̸= p⊥ and p2 ̸= p⊥, then Jcausep1,p2(p)Kw,v = 1; and

– if e1 ̸= e⊥, but p1 = p⊥ and p2 ̸= p⊥, but e2 = e⊥, then: Jcausee1,s(p2)(e)Kw = 1 and

Jcaused(e1),p2(p)Kw,v = 1; and

– The case where q1 has a picture but no eventuality and q2 has an eventuality but

no picture is analogous to the previous.

That is, when both picturalities have an eventive and/or both picturalities have a picture, we

can compute the components of the cause picturality as before. When there is a mismatch—

one picturality has only a picture and the other has only an eventuality—we appeal to suitable

translation functions. As we always translate both from language to picture and from picture to

language, the distinctive features of both media are preserved. The same method of appealing

to the logical vocabulary already in place and translating in case of a mismatch can be applied

straightforwardly to part-of and Topic.
Thus, we can obtain the logical form of (11) as follows. First, compute the information

contributed by the individual segments, represented as DRSs.
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(89) a.

x1,q1

q1 = ⟨ ,e⊥⟩

b.

x2,q2,e2

q2 = ⟨p⊥,e2⟩
banana peel(x2)

located sidewalk(e2)

theme(e2, x2)

c.

x3,q3,e3

q3 = ⟨p⊥,e3⟩
slip fall(x3)

agent(e3, x3)

x3 =?

Note that we have assigned a referent variable x1 to the depiction of a man in the picture

argument of q1, as suggested by Abusch (2012) and Maier and Bimpikou (2019) for the inter-

pretation of reference in pictures. Then compose (89a) with (89b) according to the meaning

postulate for Background.

(90)

q, q1, q2, x1, x2, e2

overlap(q1, q2)

q = q1

q1 = ⟨ ,e⊥⟩
q2 = ⟨p⊥,e2⟩
banana peel(x2)

located sidewalk(e2)

theme(e2, x2)

Where the meaning of overlap for pictualities is defined as described above. Composition with

the meaning postulate for Background added a new main pictuality, q (which in this case is

assigned the same denotation as the pictuality q1). Now compose this with (89c) according to

the meaning postulate for Result. Again, the composition adds a new main pictuality, q′, which

is the pictuality that q causes q3.
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(91)

q′, q, q1, q2, q3, x1, x2, x3, e2, e3

overlap(q1, q2)

causeq,q3(q
′)

q ≺ q3

q = q1

q1 = ⟨ ,e⊥⟩
q2 = ⟨p⊥,e2⟩
banana peel(x1)

located sidewalk(e2)

theme(e1, x2)

q3 = ⟨p⊥,e3⟩
slip fall(x3)

agent(e3, x3)

q3 = ⟨p⊥,e3⟩
slip fall(21)

agent(e3, x3)

x3 = x1

Given our definition of cause for pictualities we can explicitly compute the pictuality q′. First,

since q = q1, we obtain q′ as the composition of q1 (a pictuality with a picture and no eventive)

and q2 (a pictuality with no picture, but an eventive). Thus, q′ has as its picture argument a

linchpin-picture between the man walking and him slipping that, also, is a Topic picture for

the DRSs in (90) and (89c). We can depict this as follows.

(92)

This is (a) a linchpin picture in the sequence of events leading to the man’s fall and (b) a topic-

picture that contains all relevent elements of the DRSs in (90) and (89c). Note that because it

is a topic-picture for these DRSs, it must contain the banana peel, as it is in the DRS in (90).

This is the contribution of the complex embedding of Background under Result. If we had only

formed the Result relation between (89a) and (89c), the peel would not be there and something

important about the causal relation would be missing.

Similarly, the eventive argument of the pictuality q′ in (91) is the eventuality that a man
being distracted while there was a banana peel caused him to slip and fall, that is obtained by

taking a description of the content of the picture (11a) and proceeding as in purely linguistic

SDRT.
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4.3 Co-reference

The previous subsections have expanded the range of application of the pragmatics of co-

herence relations, as formalised in SDRT, to pictorial and mixed discourses. We already saw

how this gets some important facts about co-reference right. Any discourse is interpreted by

assigning it a coherence structure, determined by the medium-general pragmatic principles.

From the coherence relations in this structure, we obtain predications like part-of or Topic that

establish co-reference between (some) depicted referents. To see the details, recall example (2).

(2)

First consider (2). The two depictions of a bird co-refer (we have called the referent Tweety),

which we can now derive as follows. First, we have simple PicDRSs for the two pictures in (2).

(93) a.

p1, x1

p1 :

p2, x2, y2

p2 :

A suitable interpretation algorithm (that we do not specify here) assigns referents to individ-

ual elements of the pictures (here, x1, x2 and y2). Moreover, this algorithm determines that p1

depicts a fall and p2 depicts a kick (or shove, or push). Among the principles for pragmatic

enrichment, we have encoded the world knowledge that kicks can cause falls. Thus, by the

pragmatic principle to infer causal coherence relations, one infers the coherence relation Ex-
planation. Composing the two DRSs in (93) by the meaning postulate for Explanation results

in the following DRS.
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(94)

p, p1, p2, x1, x2, x3, y2, y3

p1 : p2 : p :

p2 ≺ p1

causep2,p1(p)

Note that the picture we display here for p is a linchpin picture in a sequence of events leading

from p2 to p1 (we adapted p from a frame in between p2 and p1 in the original source of these

images, the manga Gon). Because the cause predicate for pictures entails Topic (see §4.1), the

DRS in (93) entails the following DRS. The picture p contains very specific geometric informa-

tion and it is unlikely that such specific information is accommodated when interpreting (93)

as Explanation. We selected it from the original source material for illustrative purposes and

keeping with the art style of (93). What is accommodated in the interpretation of (93) is any
linchpin picture with possibly idiosyncratic geometric information.

(95)

p, p1, p2, x1, x2, x3, y2, y3

p1 : p2 : p :

p2 ≺ p1

causep2,p1(p)

TopicK2,K1
(p)

Recall that TopicK2,K1
(p) entails that resembling elements from the DRSs K2 and K1 (which

are the DRSs in (93), (96) are identified. So, the following DRS is entailed.
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(96)

p, p1, p2, x1, x2, x3, y2, y3

p1 : p2 : p :

p2 ≺ p1

causep2,p1(p)

TopicK2,K1
(p)

x3 = x2

x3 = x1

This establishes the desired co-referential fact, namely that the bird falling in the first picture

is the bird kicked in the second picture. In addition, the condition p2 ≺ p1 also established the

correct temporal ordering (i.e. regression). In this way, we are able to derive the pragmatic in-

ferences that were merely assumed to manifest in the previous research that we surveyed. The

same strategy can, mutatis mutandis, be applied to the policeman chasing a squirrel example

by Maier and Bimpikou (2019) that we discussed in §2 and repeat here.

(97)

Here, the inferred coherence relation is Narration that would contribute a Topic picture and

thereby establish co-referential facts exactly as in the worked example above.

The same basic strategy explains mixed pictorial-linguistic discourses like (4), repeated

here.

(4) a. Tweety fell down the cliff.

b.

By interpreting this as Explanation, we obtain a causal picturality for the composition of (4a)

and (4b). This pictuality would contain (a) a linchpin picture for a sequence of events between

a depiction of (4a) and (4b) and (b) an eventuality term for the event that what is depicted

in (4b) caused Tweety to fall down the cliff. First consider the latter. A description of (4b)
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is a sentence roughly along the lines of ‘A dinosaur holds out a stretched leg and a startled-

looking bird is horizontally above the ground, close to the dinosaur’s foot’. From the fact that

this causes (4a), we find that Tweety is that bird. Now consider the former. A depiction of

(4a) is as the first picture in (2), where Tweety is depicted as the bird. The linchpin picture is

the same as in (94) which, as explained above, likewise establishes the relevant co-referential

facts. Thus, the interpretation of (4) contains both linguistic and pictorial representation of the

correct co-referential facts, allowing for further composition with either kind of information.

Moreover, we can likewise explain anaphoric reference to pictorial binders, as in the dis-

course in (98), from Rooth and Abusch (2019, p. 612)

(98) He’s a sailor.

Recall from §2.1 that the linguistic anaphor ‘he’ could be represented by an underspecified

condition x =? in the DRT representation of ‘He’s a sailor.’ Moreover, following Abusch (2012)

and Maier and Bimpikou (2019), we can systematically assign referents to parts of pictures. The

condition x =? would, then, be resolved to a referent in a PicDRS.

This possibility is however ruled out in (99), repeated below:

(99) ??It is under the couch.

There is no pictorial referent that could resolve the x =? constraint produced by the anaphor

‘it’. All the displayed chess pieces are equally good candidates for resolution. Note that the

empty square by itself could be a distinguished, salient referent, but the interpretation that

the empty square is under the couch is absurd. PicDRT simply does not provide a referent from

the salient absence of an object. Thus the linguistic anaphor is unresolvable and the discourse

sounds incoherent.
34

In contrast, if the picture in (??) were followed by the sentence The bishop
is under the couch, the result would be felicitous. The presupposition triggered by the bishop
cannot be resolved to any of the visible bishops (as they are not under the couch) and hence

needs to be accommodated to there is a bishop (that is not one of the three visible ones) that
is under the couch. Combined with some common sense knowledge about chess pieces, the

34
As noted in §1, the only possible interpretation may be that the entire set up chess board is under the couch,

but the visible background in the first picture appears to rule that out too.
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pragmatic interpretation is that the bishop under the couch is the one missing from the empty

square.

Likewise, the pictorial discourse in (18), repeated below, is acceptable and does intuitively

lead to an interpretation according to which the bishop in the second picture ‘belongs’ on the

empty square.

(18)

The appropriate coherence relation here is Continuation, the relation that contributes Topic
and nothing else. The Topic picture will represent the relevant elements from both pictures,

which includes at least all chess pieces (due to common sense intuitions about them forming

a complete set). Thus the topic picture displays a complete set of chess pieces. This is the

required co-referential interpretation of (18): the bishop in the second picture belongs to the

chess set in the first picture. Given some background knowledge about how chessboards are

set up, one can moreover infer that the bishop is ‘supposed to be’ on the empty square in the

first picture.

Our proposed analysis of the contrast between (18) and (19) crucially holds that co-reference

in pictures is different from anaphoric co-reference. Moreover, recall from §1 that the contrast

below, between linguistic and pictorial discourses, suggests that pictorial co-reference is also

different from reference via a definite description.

(21) John ate a burger. Later he went dancing. The burger had come with an energy drink.

(22) ??

The discourse structure of (21) is as follows.

(21a) (21b)

(21c)

Narration

Explanation
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The referent introduced by a burger is not on the right frontier in this graph, so it cannot be

accessed when resolving an anaphora. However, the discourse in (21) is coherent because the

definite description the burger triggers a presupposition. Presuppositions can bind to anything

entailed by the prior context, which here includes that John ate a burger. This binding is

in particular distinct from anaphoric binding in that it is not bound by the Right Frontier

Constraint (Asher and Lascarides, 1998).

The putative discourse structure of (22) would be the same. All explanations for co-reference

in pictures rested on information contributed by coherence relations—and which segments can

be connected by a coherence relation is subject to the Right Frontier Constraint (Asher and

Lascarides, 1998; Asher and Vieu, 2005). To resolve the burger depicted in the third picture

in (22) to the one in the first picture in (22), we would therefore need to establish a coher-

ence relation between these two pictures. However, the relation between the first and second

pictures in (22) is Narration—a coordinating relation. Therefore, the first picture is not on the

right frontier when we interpret the third. Thus, these two cannot be connected by a coherence

relation and hence we cannot infer that the two depictions of a burger co-refer.
35

In sum, co-reference in pictures follows its own laws in that it is governed solely by prin-

ciples for pragmatic enrichments. While anaphora contribute an explicit DRS-condition that

must be resolved and descriptions trigger a presupposition that can bind to what is entailed by

the prior context, co-reference in pictures never involves such explicit searches for bindings.

Despite this, co-reference in pictures can be systematically captured by a Super Pragmatic

algorithm, as it is negotiated and inferred through the pragmatic principles for inferring dis-

course relations and their meaning postulates.

5 Conclusion

In this paper, we have considered empirical differences between linguistic and pictorial nar-

ratives with respect to narrative sequencing and co-reference. In particular, we considered

mini-discourses prompting causal reasoning and observed that linguistic discourse is more

constrained with respect to narrative progression than its pictorial counterpart. Moreover, we

considered Partee sequences and observed that while pictures seem to exemplify something

analogous to descriptive reference, language exemplifies both descriptive and anaphoric ref-

erence. Finally, we considered possible continuations in discourse and observed that pictures

and language are both subject to the Right Frontier Constraint, suggesting something analo-

gous to anaphoric reference. Collectively, these observations are puzzling and require a Super

Linguistic explanation.

Our explanation is Super Pragmatic. We showed how to respect the ‘genius’ of each

35
This is not quite right, as if the burger from the first picture would be in the topic of the Narration, then

we could treat the segment formed by the first and second picture as a complex discourse unit and refer to the

elements of its topic. But since the burger is not in the topic, this is not possible here either.
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medium while offering a uniform analysis that derives the hypothesis below, from prior work

on the Super Semantics of pictures:

(100) Narrative sequencing and co-reference in pictorial discourse is purely driven by the

pragmatics.

In particular, we extended formal tools in SDRT and applied them to the pictorial domain,

showing how a coherence based analysis can nicely complement prior work on the Super Se-

mantics of pictures. We explained the observed narrative sequencing differences in the two

media by (i) adopting the hypothesis that pictures are stative depictions (while sentences are

stative or eventive descriptions) and (ii) proposing independently motivated, default axiom

schemata for inferring particular coherence relations. We explained the observed co-reference

differences in the two media by: (i) adopting a hypothesis about how referents are assigned

to parts of pictures (as opposed to language) and (ii) extending meaning postulates of coher-

ence relations (applied to language) so that they could apply to pictures. We showed how

intuitive co-referential interpretations in pictorial and mixed media discourses followed from

them being interpreted as cohering by particular coherence relations.

An important theoretical advance of our proposed analysis is that we addressed the dis-

course composition problem: how is it that pictures compose with language (and other pic-

tures)? We showed how pictures could be assigned semantic contents that are suitable for

SDRT logical forms. We acknowledge that our focus has been on cases where linguistic and

pictorial information are separate (though occurring in mixed sequences). In the future, we

would like to extend our analysis to deal with linguistic information embedded in pictures

(such as speech bubbles, e.g., Maier 2019) or pictorial information embedded in natural lan-

guage (such as emojis, e.g., Maier 2020; Grosz et al. 2021).
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