
Innovation Policy in a Knowledge-Based Economy 



Patrick Llerena · Mireille Matt 
Editors 

Innovation Policy 
in a Knowledge-Based Economy 
Theory and Practice 

With Contributions by 
Arman Avadikyan · Laurent Bach · Patrick Cohendet · 
Olivier Dupouët · Jakob Edler · Jean-Alain Héraud· 
Rachel Lévy · Stéphane Lhuillery · Patrick Llerena · 
Chantale Mailhot · Mireille Matt · J. Stanley Metcalfe · 
Frieder Meyer-Krahmer · Véronique Schaeffer · 
Eric Schenk · Stefania Trenti · Sandrine Wolff 

^ Springer 



Professor Patrick Llerena 

Professor Mireille Matt 

BETA-ULP 
61 avenue de la Forêt Noire 
67085 Strasbourg 
France 
E-mail: pllerena@cournot.u-strasbg.fr 
E-mail: matt@cournot.u-strasbg.fr 

With 15 Figures and 15 Tables 

Cataloging-in-Publication Data 

Library of Congress Control Number: 2005925134 

ISBN 3-540-25581-8 Springer Berlin Heidelberg New York 

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is con­
cerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, repro­
duction on microfilm or in any other way, and storage in data banks. Duplication of this publication or parts 
thereof is permitted only under the provisions of the German Copyright Law of September 9,1965,in its current 
version, and permission for use must always be obtained from Springer-Verlag. Violations are liable for 
prosecution under the German Copyright Law. 

Springer is a part of Springer Science+Business Media 
springeronline.com 

© Springer-Verlag Berlin Heidelberg 2005 
Printed in Germany 

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply, 
even in the absence of a specific statement, that such names are exempt from the relevant protective laws and 
regulations and therefore free for general use. 

Cover design: Erich Kirchner 
Production: Helmut Petri 
Printing: Strauss Offsetdruck 

SPIN 11416296 Printed on acid-free paper - 42/3153 - 5 4 3 2 1 0 

mailto:pllerena@cournot.u-strasbg.fr
mailto:matt@cournot.u-strasbg.fr
http://springeronline.com


Table of Contents 

0 Introduction 1 
Patrick Llerena and Mireille Matt 

0.1 Why Analyze Innovation Policies From a Knowledge-Based 
Perspective? 1 
0.2 The Rationales Behind Innovation Policies: Dynamic 
Approaches 3 
0.3 New Technology Procurement: Knowledge Creation, Diffusion 
and Coordination 6 
0.4 The Impact of Incentives Tools on Systemic and Learning 
Failures 9 
0.5 The Relevance of R&D Strategic Management in Policy 
Design 11 

Part I The Rationales Behind Innovation Policies: Dynamic 
Approaches 15 

1 From Economic Foundations to S&T Policy Tools: a Comparative 
Analysis of the Dominant Paradigms 17 

Laurent Bach and Mireille Matt 
1.1 Introduction 17 
1.2 The NC Framework 18 

1.2.1 Allocation of Resources, Technology as Information, and 
Market Failures 18 
1.2.2 S&T Policy Principles and Actions 20 
1.2.3 About Empirical Problems of Applications and 
"Government Failures" 23 

1.3 The Evolutionary-Structuralist Framework 26 
1.3.1 Creation of Resources, Knowledge and "Learning 
Failures" 26 
1.3.2 S&T Policy Principles and Action 29 
1.3.3 About Empirical Problems of Applications and 
"Government Failures" 30 

1.4 The Issue of Additionality 31 
1.4.1 General Remarks 31 
1.4.2 Different Concepts of Additionality 33 

1.5 Conclusion: Beyond an Oversimplified Antagonism Between 
the Rationales for S&T Policy 38 
1.6 References 40 



VI Table of Contents 

2 Systems Failure and the Case for Innovation Policy 47 
James Stanley Metcalfe 

2.1 Introduction 47 
2.2 Attributes of the Innovation Process 49 
2.3 The Limits of Market Failure 54 
2.4 Innovation Systems and the Competitive Process 61 
2.5 Increasing Returns, 'Roundabout' Knowledge Production and 
Innovation Systems 63 
2.6 Policy for Systems Failure 68 
2.7 Conclusion 71 
2.8 References 72 

3 Technology Policy in the Knowledge-Based Economy 75 
Patrick Cohendet and Frieder Meyer-Krahmer 

3.1 Introduction 75 
3.2 Knowledge-Intensive Communities 77 
3.3 The Production of Knowledge: a Renewed Vision of the 
Classical Frame, Which Takes Account of the Role of 
Communities 80 

3.3.1 The Traditional Vision 80 
3.3.2 Questioning the Traditional Vision 82 

3.4 The Main Determinants of KOP in a Knowledge-Based 
Perspective 86 

3.4.1 Reconsidering Incentives in a KOP Context 87 
3.4.2 The Role of Trust 89 

3.5 Selected Conclusions for KOP 91 
3.5.1 Patents Revisited in a KOP Perspective 92 
3.5.2 KOP Within a Decentralized Innovation Policy Model 95 
3.5.3 KOP Initiatives to Bridge Between "Expert" and "Lay" 
Knowledge 100 
3.5.4 KOP and Access to Knowledge and Co-Evolution of 
Emittive and Absorptive Capacities: Technology Transfer 
Revisited 101 
3.5.5 KOP Initiatives for SMEs: Shifting from R&D to 
Competencies 103 
3.5.6 KOP and New Agents of Knowledge 105 

3.6 Conclusion 107 
3.7 References 108 



Table of Contents VII 

Part n New Technology Procurement: Knowledge Creation, 
Diffusion and Coordination 113 

4 Technology Policy and A-Synchronic Technologies: The Case of 
German High-Speed Trains 115 

Patrick Llerena and Eric Schenk 
4.1 Introduction 115 
4.2 The German High-Speed Train Programmes 116 

4.2.1 The Generic High-Speed Train Programme 117 
4.2.2 High-Speed Trains in an Institutional Specialisation 
Context 119 

4.3 The Role of Institutions in the Management of Options 121 
4.3.1 The Importance of Maintaining Options 122 
4.3.2 The Differentiated Role of Institutions 122 

4.4 Why and how Learning is Done ? 123 
4.4.1 Exploration vs. Exploitation 124 
4.4.2 The Learning Environment 124 
4.4.3 Leaming-by-Doing 125 

4.5 Technology Competition 127 
4.5.1 The Role of Learning 127 
4.5.2 Network Competition 131 

4.6 Conclusion 133 
4.7 References 133 

5 Institutional Arrangements of Technology Policy and Management 
of Diversity: the Case of Digital Switching System in France and in 
Italy 135 

Patrick Llerena, Mireille Matt and Stefania Trenti 
5.1 Introduction , 135 
5.2 Institutional Arrangements, Information Structure and 
Coordination 138 

5.2.1 Information Structure and Coordination in Technology 
Policies: Analytical Framework 138 
5.2.2 Relevance of Coordination Modes in France and in Italy .141 

5.3 Coordination and the Management of Diversity 148 
5.3.1 Analytical Elements 148 
5.3.2 The French Case: a Successful Technology, but a 
National Orphan 150 
5.3.3 The Italian Case: Late Coordination and Delayed Choice 
of Technology 152 

5.4 Assessment of the Policies and Conclusion 155 
5.5 References 157 



VIII Table of Contents 

6 A Study of Military Innovation Diffusion Based on Two Case 
Studies 161 

Arman Avadikyan, Patrick Cohendet and Olivier Dupouet 
6.1 Introduction 161 
6.2 Major Characteristics of Military Innovation Diffusion : 
Context Matters 163 

6.2.1 Nature of Technologies 163 
6.2.2 The Nature of the Organization 165 
6.2.3 The Relationships with Users 166 
6.2.4 Context Matters 167 

6.3 An Analysis of Diffusion Mechanisms Based on Two Case 
Studies : the Airsys Radars and the MBD Apache Missile 168 

6.3.1 The Positive Economic Effects of the Two Projects 169 
6.3.2 Factors Hindering the Innovation Diffusion Process 170 

6.4 Firm-Specific Choices 179 
6.4.1 Thomson-CSF/Airsys 179 
6.4.2 MBD 182 

6.5 Conclusions 184 
6.6 References 187 

Part III Impact of Incentives Tools on Systemic and Learning 
Failures 191 

7 University-Industry Relationships and Regional Innovation Systems: 
Analysis of the French Procedure Cifre 193 

Jean-Alain Heraud and Rachel Levy 
7.1 Introduction 193 
7.2 Regional Systems of Innovation 195 

7.2.1 Different Systems of Innovation 195 
7.2.2 Systems of Innovation at Regional Level 196 
7.2.3 The Role of University-Industry Collaboration and the 
Diversity of RSI 198 

7.3 The Cifre System 200 
7.3.1 Presentation of the Cifre System 200 
7.3.2 The Cifre System: a Good Indicator of Science-Industry 
Collaboration 202 

7.4 Empirical Results 202 
7.4.1 Towards a Typology of Regions 204 
7.4.2 The Role of the KIBS 209 
7.4.3 Integrating Classical Indicators into the Analysis 213 

7.5 Conclusion 216 
7.6 References 217 



Table of Contents IX 

8 Research and Development Tax Incentives: a Comparative Analysis 
of Various National Mechanisms 221 

Stephane Lhuillery 
8.1 Introduction 221 
8.2 R&D Tax Incentives: an Overview of National Schemes 222 

8.2.1 A Spreading Mechanism 222 
8.2.2 The Different Types of R&D Tax Incentives 224 

8.3 Defining the Base for RDTIs 227 
8.3.1 Internal Dividing Lines 227 
8.3.2 External Dividing Lines 230 

8.4 Design of RDTI Mechanisms 231 
8.4.1 Limiting the Risks Attached to RDTIs 232 
8.4.2 Targeted Incentives 233 

8.5 RDTIs and Their Environment 237 
8.5.1 Overlapping R&D Policy Tools 237 
8.5.2 From R&D to Technology Fiscal Incentives 240 
8.5.3 RDTIs in an Overall and Global Tax Policy 243 

8.6 Conclusion 244 
8.7 References 246 

9 Twenty Years of Evaluation with the BETA Method: Some Insights 
on Current Collaborative ST4&I Policy Issues 251 

Laurent Bach and Mireille Matt 
9.1 Introduction 251 
9.2 Positioning, Methodology and Overview of Empirical 
Studies 252 

9.2.1 Positioning 252 
9.2.2 Methodology 255 
9.2.3 Overview of Empirical Studies Using the BETA Method 260 

9.3 University-Industry Collaboration in R&D Activities 263 
9.3.1 The Impact of Scientific Research Results on Industrial 
Partners 263 
9.3.2 The Impact of Collaborative Innovation Projects on 
PROS 265 

9.4 Role and Performance of SMEs in Collaborative Projects 266 
9.4.1 Do SMEs get More Benefits than Large Firms? 267 
9.4.2 Do all SMEs Perform Equally? 269 

9.5 The Design of Partnerships and the Performances of Actors ...272 
9.5.1 The Design Imposed by the Public Programme 273 
9.5.2 The Exploitation of Complementarities 274 

9.6 Conclusion 275 
9.7 References 277 



X Table of Contents 

Part rV The Relevance of R&D Strategic Management in Policy 
Design 283 

10 The Organizational Specificities of Brite-Euram Collaborative 
Projects: Micro-Analysis and Policy Implications 285 

Mireille Matt and Sandrine Wolff 
10.1 Introduction 285 
10.2 A Review of the Literature: Incentives, Coordination, and 
Learning in R&D Collaborations, and Some Dynamic 
Implications 287 

10.2.1 The Incentive Issue: the Motivations of Inter-Firm 
Technological Cooperation 287 
10.2.2 The Cognitive Dimension: Different Types of Learning 
Processes 291 
10.2.3 The Coordination Dimension: Flexibility, Formal and 
Informal Mechanisms 294 
10.2.4 Implication on the Evolution of Alliances 296 

10.3 The Specificities of EU Sponsored Collaborative Projects ....297 
10.3.1 Incentives to Form EU Sponsored R&D Collaborations.298 
10.3.2 Learning in EU Sponsored Collaboration: the 
Predominance of Unilateral Learning 302 
10.3.3 Coordination of Activities in EU Sponsored 
Collaboration: pre-Defined Rules and Arbitration as a 
Short-Term Stabilizing Factor 304 
10.3.4 Two Contrasted Scenarios of Evolution 307 

10.4 Policy Implications 309 
10.4.1 Revisiting the Rationale of EU Research Programmes 
in the Light of Firms' Incentives to Collaborate 309 
10.4.2 Toward Revisiting the Rationale of EU Research 
Programmes in the Light of Specific Inter-Firm Learning and 
Coordination Mechanisms 313 

10.5 Conclusion 314 
10.6 References 315 

11 How International are National (and European) Science and 
Technology Policies? 319 

Jakob Edler and Frieder Meyer-Krahmer 
11.1 Introduction 319 
11.2 Patterns of International R & D 320 

11.2.1 Scale and Scope of International R&D 320 
11.2.2 Lessons on Location Factors of MNCs 324 

11.3 Existing Policy Activities for Internationalization 327 



Table of Contents XI 

11.4 Consequences and Issues for Technology Policy in Europe ..330 
11.4.1 Policy Challenges Stemming from the Market 
Adaptation Mode 331 
11.4.2 Policy Challenges in the Knowledge Creation Mode 332 
11.4.3 Limitations and Counterproductive Tendencies 333 

11.5 References 334 

12 Universities Specificities and the Emergence of a Global Model of 
University: how to Manage These Contradictory Realities 339 

Chantale Mailhot and Veronique Schaeffer 
12.1 Introduction 339 
12.2 Science Policies and the Emergence of a New Global Model 
of University 340 

12.2.1 Science Policies and the Evolution of the Missions of 
the Universities 341 
12.2.2 The Emergence of an Entrepreneurial Model of 
University 344 

12.3 The Need for Strategic Management in Universities 345 
12.3.1 The Management of Emerging Conflicts 346 
12.3.2 The Limits of a Global Model 347 

12.4 The Challenge: Exploitation of the Diversity in the Science 
System 351 

12.4.1 Policies for Science and Denial of the Diversity Between 
Universities 352 
12.4.2 The Diversity of Universities: an Asset in a Learning 
Economy 353 
12.4.3 A "bottom-up" Approach in the Global Framework 354 

12.5 Conclusion 356 
12.6 References 357 

Contributing Authors 361 



0 Introduction 

Patrick Llerena and Mireille Matt 

BETA, Strasbourg, E-mail: pllerena@coumot.u-strasbg.fr 
BETA, Strasbourg, E-mail: matt@coumot.u-strasbg.fr 

0.1 Why Analyze Innovation Policies From a Knowledge-
Based Perspective? 

It is broadly accepted that we have moved (or are moving) to a knowledge-
based economy, characterized at least by two main features: that knowl­
edge is a major factor in economic growth, and innovation processes are 
systemic by nature. It is not surprising that this change in the economic 
paradigm requires new analytical foundations for innovation policies. One 
of the purposes of this book is to make suggestions as to what they should 
include. 

Underpinning all the chapters in this book is a conviction of the impor­
tance of dynamic and systemic approaches to innovation policy. Nelson 
(1959)^ and Arrow (1962)^ saw innovation and the creation of new knowl­
edge as the emergence and the diffusion of new information, characterized 
essentially as a public good. The more recent theoretical literature regarded 
the rationale for innovation policies as being to provide solutions to "mar­
ket failures". Today, however, knowledge is seen as multidimensional 
(tacit vs. codified) and open to interpretation. Acknowledging that the 
creation, coordination and diffusion of knowledge are dynamic and cumu­
lative processes, and that innovation processes result from the coordination 
of distributed knowledge, renders the "market failure" view of innovation 
policies obsolete. Innovation policies must be systemic and dynamic. 

The first part of the book provides the theoretical background for the 
later, more empirical contributions. The three chapters in Part 1 present 
some analytical propositions that emphasise either the systemic dimension 
(and the notion of "systemic failures") or the role of the nature of knowl-

^ Nelson R.R. (1959) The simple economics of basic scientific research. Joumal of 
Political Economy, 67: 323-348. 

^ Arrow K.J. (1962) Economic welfare and the allocation of resources for inven­
tion, the rate and direction of inventive activity. Princeton University Press, 
Princeton, 609-625. 
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edge (in particular tacit vs. codified knowledge). The importance of learn­
ing as a knowledge creation process, the coordination of disseminated 
knowledge and hence the systemic view of the innovation process, and the 
incentives to produce, diffuse and acquire knowledge are recurring themes 
in the analysis of different policy actions. 

One of the features of the "market failure" approach, based on the con­
cept of Pareto optimality, is that it is a normative approach. The dynamic 
approaches proposed here are by their very nature not normative, which is 
one of their main advantages. They offer opportunities for different inter­
pretations and types of analysis. This means that different contexts, i.e. 
each the institutional and economic systems, can be considered as specific 
situations, in which history and institutions matter. A dynamic approach 
emphasizes the importance of analyzing policies in terms of their influence 
on dynamic processes, and emphasizes the role of policy design. In a dy­
namic environment, where it is necessary, but far from sufficient, to define 
policy targets and objectives, policy design becomes critical. The strength 
of a positive approach is that it enables comparative analysis of different 
policy designs. Adopting a different analytical approach does not require 
different policy tools. The same tools can be (and are) used, but they pro­
duce different interpretations, targets and results. The contributions in this 
book explain, based on dynamic arguments, why some classical policy 
tools, such as incentives to innovate, or public procurement, were success­
ful (or not). 

The second and third parts of the book provide some interesting exam­
ples of these two types of policy. In Part 2 of the book, three chapters ana­
lyse the development or diffusion of a specific technology, developed 
within the framework of a procurement policy. They explain the success of 
mission-oriented policies (the development of digital switching systems in 
the telecommunication sector, the development of high-speed trains, and 
the diffusion of military technologies), on the basis of the learning abilities 
of actors, the coordination of innovative activities, and time (the analyses 
span several decades). The three chapters that constitute Part 3 explore the 
impact of incentive tools (research and development (R&D) tax credits, 
R&D cooperative agreements, and university-industry collaboration) on 
the innovation potential of firms and economic systems (regions). 

Consideration of policy objectives and also policy design make the di­
versity of behaviour of the actors in the innovation systems very relevant. 
These actors are heterogeneous, particularly in terms of their strategic be­
haviour and their competences. Also, within a dynamic perspective, these 
differences are time dependent and subject to reinforcement. Policy design 
should take account of these actors and exploit their diversity. The origi­
nality of the contributions in this part of the book lies in showing that pol-
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icy design should be based on a better understanding of the strategic posi­
tions of the economic actors. 

The chapters in the last part of the book are all based around the ques­
tion of how is it possible to design an innovation policy that will be appli­
cable throughout Europe, bearing in mind the diversity of opinions in rela­
tion to innovation? One chapter analyzes the variety of cooperative 
agreements, that are entered into by firms, on the basis of their individual 
strategic positions, and underlines the specificities of government-
sponsored R&D partnerships. The second chapter in Part 4 describes why 
it is important that policy makers design actions that encompass the grow­
ing internationalization of research and irmovation, but also take account 
of firms' strategies. The last chapter shows that policy makers should not 
promote a single "viniversity model", but should exploit the differences in 
the types of universities to enhance training and research in Europe. 

0.2 The Rationales Behind Innovation Policies: Dynamic 
Approaches 

The three chapters in Part 1, which provide the theoretical background to 
the book, are complementary in at least two respects. First, they all take 
the neoclassical framework as a starting point for explaining the complex­
ity of the irmovation process. However, their positions vis-a-vis this 
framework differ. Metcalfe (Chapter 2) rejects neoclassical theory because 
it "misreads the nature and the role of competition in modem societies 
through its failure to realize that capitalism and equilibrium are incompati­
ble concepts and that innovation and enterprise preclude equilibrium". In 
other words, the model of perfect competition does not reflect modem 
capitalism, and thus cannot be used as a basis for the design of and justifi­
cation for policy instruments. Cohendet and Meyer-Krahmer (Chapter 3) 
consider the neoclassical framework as one particular case within a more 
general approach based on a knowledge-oriented view of the innovation 
process. They assume that both these views (the neoclassical and the 
knowledge-based) identify the same instruments, but that the way they are 
interpreted, designed and implemented differs. Bach and Matt (Chapter 1) 
concur with this view, and consider the two frameworks to be comple­
ments: the neoclassical approach mainly dealing with the problem of allo­
cation of resources and incentives to innovate, and the evolutionary-
stmcturalist approach focusing on the problem of the creation of resources, 
and the coordination of learning processes. The allocation and creation of 
resources are important constituents of the innovation process. 
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Second, the authors of these three chapters also take the view that ap­
proaches focusing on knowledge creation and coordination, and learning 
processes allow a better understanding of the innovation process and hence 
of policy specifications. However each chapter develops a particular aspect 
of innovation. Chapter 1 (Bach and Matt) can be seen as an introduction to 
the other two chapters in Part 1, in the sense that it analyzes the evolution­
ary-structuralist framework which encompasses various other approaches: 
the evolutionary approach, the systemic approach (cf Metcalfe, Chapter 2) 
and the knowledge-based approach (cf. Cohendet and Meyer-Krahmer, 
Chapter 3). Bach and Matt believe that these approaches have strong 
common features. They all recognize the cognitive ability of individuals 
and groups of agents. Cognition corresponds to the capability to create 
new knowledge through changing beliefs, routines, etc. Knowledge is in­
trinsically linked to the cumulative, irreversible and specific cognitive ca­
pacity of agents. Technological development, therefore, is context depend­
ent and varies across firms, regions and countries. The innovation system 
follows trajectories within a paradigm, and its evolution is guided by di­
versity and selection processes. The virtuous circle of evolution depends 
on the cognitive and the coordinating abilities of the actors in the system. 
Public intervention is mainly justified by the existence of individual and 
collective "learning failures". It should be aimed at facilitating the devel­
opment and orientation of the learning abilities in the system. Policy ac­
tions should be adapted to the specificities of different contexts (geo­
graphical, market-oriented). The authors show how the different instruments 
are implemented and how they act on the system and compare this with the 
neoclassical approach. They also imderline possible "government failures". 
This very general picture acknowledges that researchers investigating in­
novation systems and defending knowledge-based economics emphasize 
specific aspects of the innovation process. 

Metcalfe (Chapter 2) focuses on the systemic view of innovation. He 
sees competition as an evolutionary process in which innovation plays a 
central role in explaining the differences between firms, and their competi­
tive advantages. Increasing complementarity between different types of 
knowledge, and increasing dissimilarity between these bodies of knowl­
edge characterize the innovation process. In other words, the internal and 
external management of knowledge becomes crucial, and means that irmo-
vation needs to be considered in a systemic context. Knowledge must be 
coordinated and correlated across individuals and organizations. The sys­
tem of knowledge is constructed around multiple minds, in multiple organ­
izational contexts. The firm, which is embedded in the market process 
along with customers, suppliers and rivals and in interaction with another 
set of actors (universities), plays a unique role in this system. An innova-
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tion system is defined by its components, by the information flow and the 
connections between these components and their evolution. The innovation 
system is a device used to correlate and communicate knowledge, and to 
coordinate access to complementary knowledge. Public intervention, there­
fore, should be aimed at facilitating the emergence of an innovation sys­
tem. It should provide the framework within which the system can organ­
ise itself Policy instruments should both increase innovation opportunities 
and capabilities, and address areas where there are missing components or 
connections, or misplaced boundaries. In the absence of such a framework 
self-organization may fail because different agents in a diversity of organi­
zations have different agendas, and their perceptions of the problems in­
volved are also different. The state could design means for bridging be­
tween these different agendas such as collaborative research programmes, 
incubators, science parks, clusters, technology transfer offices, etc. 

Cohendet and Meyer-Krahmer (Chapter 3) base their chapter on devel­
opments in the relatively new field of knowledge-based economics. A 
knowledge-oriented policy (KOP) should take into account the specific 
characteristics of knowledge. The ways knowledge is assimilated and ac­
quired are as important as the conditions of its production. Markets and or­
ganizations can no longer be considered to be the only active players in 
knowledge production. Knowledge intensive communities are playing an 
increasingly large part in the process of generation, accumulation and dis­
tribution of knowledge. Epistemic communities are groups of people who 
interact with one another to create new knowledge, and the role of com­
munities of practice is to conduct an activity in which knowledge creation 
is an unintended spillover (cf. patients' associations). The existence of 
knowledge intensive communities may help to avoid some of the market 
failures and learning traps that can arise. These communities are seen as 
the building blocks of knowledge formation. Learning by communities is 
the foundation for public policy in a knowledge-based economy. Cohendet 
and Meyer-Krahmer offer some food for thought in relation to KOPs. For 
instance, they show that from a KOP perspective, patents, although still a 
mechanism to protect innovators, can be exploited in other ways. Patents 
may play a strategic role in some negotiations, be considered as the first 
sign of a cooperation, or be used as a signalling device. Strong patents may 
hamper the diffusion and production of knowledge. In some cases of ex­
cessive fragmentation of the protected knowledge, no agent, or group of 
agents, may be able to assemble all the pieces necessary to develop the 
next step in an innovation (this is especially true in the case of biotechnol­
ogy). The role of a KOP is to enable the construction of a cognitive web 
that allows different communities to communicate effectively. States 
should encourage the association of scientific research and lay knowledge 
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through KOPs that promote "hybrid forums" that bring together in an in­
novative way the insights of both communities. This requires the creation 
of a cognitive architecture, the estabhshment of common rules and proce­
dures, and the construction of interfaces. The value of lay knowledge must 
be acknowledged in public policy. From a knowledge-based perspective, 
policy makers should pay attention to the co-evolution of the absorptive 
and the emission capacities of the different communities of actors. 

0.3 New Technology Procurement: Knowledge Creation, 
Diffusion and Coordination 

The second part of the book focuses on specific technologies developed 
within the frame of a procurement policy. Chapter 4 (Llerena and Schenk) 
analyzes the development of high-speed trains in Germany. Chapter 5 
(Llerena, Matt and Trenti) compares the outcome of the public pro­
grammes for digital switching systems in France and Italy, and Chapter 6 
(Avadikyan, Cohendet and Dupouet) focuses on the diffusion of military 
technologies. All three technologies are very costly to develop; standard 
industrial methods carmot be used; their development involves a very 
small number of firms; and a single user (a public authority) purchases the 
final product. These three chapters underline that the success of technology 
development or diffusion depends on the abilities of actors to create 
knowledge, and on actions being coordinated. 

In Chapter 4, Llerena and Schenk explore the impact of learning in the 
competition between the Wheel/Rail technology (ICE train) and the 
MagLev technology (the Transrapid) and look more generally at how 
learning occurs in these types of technological development. There is fre­
quently a first phase of exploration in which the performance of a variety 
of technological options is investigated. As a result some options are 
eliminated and the selected one(s) enter the exploitation phase in which the 
performance of the chosen option is enhanced. Exploration and exploita­
tion may occur in an experimental setting that reflects the representative­
ness of the real environment. The learning environment may be strategic 
and involve trade-offs (cost of experimentation vs. representativeness of 
results). The authors also highlight that "doing" (practice) is important 
when learning is taking place in an unstable environment. They demon­
strate how the ICE technology had an advantage in that it had similarities 
with the existing system and could use the existing rail network. The inno­
vation was incremental and was located within established technological 
boundaries that allowed a rapid learning curve. The degree of predictabil-
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ity of the outcome and the rapid commercial exploitation of the ICE al­
lowed learning based on real experience. All these advantages kept devel­
opment costs down and allowed rapid diffusion. The ICE technology bene­
fited from first mover advantage. Finally, the lead user Deutsche Bahn 
(DB) was extremely committed to this development and its support was 
crucial in providing commercial credibility. The development of the Trans­
rapid was experienced many difficulties and its implementation was de­
layed. The MagLev technology, which it used was a breakthrough tech­
nology and required a full sequence of learning, and exploration of various 
options, which was long and costly. There was no compatibility with the 
existing network. The development of the Transrapid depended on the im­
plementation of a new high-speed network. There was no lead user in­
volved in its development and DB's position in relation to this technology 
was unclear. The Transrapid was never able to demonstrate its technical 
feasibility or economic viability; it did not have credibility. 

Chapter 5 compares Italian and French procurement policy in relation to 
the development of digital switching systems in the telecommunications 
sector. The chapter describes how the coordination of various actors im­
pacts on the success of mission-oriented programmes. In large technologi­
cal programmes, the policy maker has a clear vision of the technological 
goals to be achieved and the institutional proximity between the policy 
maker and the firms involved is substantial. The companies concerned are 
characterized by significant initial knowledge, coordination skills and 
learning abilities. In programmes such as these, the coordination mode is 
dependent on the technological competences of the policy maker. If these 
are high, then the preferred mode will be vertical coordination. The suc­
cess of the digital switching system in France was in part due to CNET 
(the National Centre of Telecommunication Studies) a powerful research 
centre, working closely with the policy maker. It allowed vertical coordi­
nation of two technological options and facilitated cross-fertilization. The 
breakthrough technology was thus initially well supported and the learning 
effects were positive. In 1975, changes in the political system had signifi­
cant implications: CNET lost its leading role; the breakthrough technology 
lost its priority; and the telecommunications industry was reorganized 
(emergence of a duopoly). Eventually, the superiority of the new technol­
ogy became evident and the incremental iimovator was pushed out of the 
market. These political decisions increased costs and development time. 
Nevertheless, France was the first country to introduce a digital switching 
system based on time-division technology. Italy's policy was unsuccessful 
because there was no institution in Italy similar to CNET, and no horizon­
tal coordination between the firms. This lack of coordination was very de­
structive given that there were both complementarities between firms and 
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also a shortage of high skilled personnel. There were three technological 
options and the experimentation phase was lengthy. Finally an Italian firm 
collaborated with an American company and there was a pooling of na­
tional resources, which resulted in the emergence of a new digital system 
based on a modular architecture. Although a viable technology was even­
tually developed, the coordination failures during the first phase had en­
tailed tremendous costs - both financially and in terms of time. 

In Chapter 6, Avadikyan, Cohendet and Dupouet look at the diffiision of 
military technology since the end of World War II and highlight the shift 
from a spin-off to a spin-in paradigm. They show that the relationships be­
tween military and civil technologies depend on the nature of the technol­
ogy, the industrial organization and the nature of user networks. The au­
thors describe the opportunities and constraints to diffusion along these 
dimensions. The dual nature of the enabling technologies gives spin-in a 
particular relevance: it facilitated linkages between the military and civil 
sectors and the creation of a virtuous circle of iimovation. The military 
usually has sufficient resources to generate breakthrough technologies, 
whose diffusion is linked to their more or less generic nature and to their 
degree of maturity. Military projects to develop new products or systems 
that can be diffused to the civil sector usually require capabilities neces­
sary to combine diverse technologies that exploit a variety of knowledge 
bases. The diffusion of military technologies depends also on the existence 
of organizational forms favouring knowledge circulation: often military 
projects are extremely complex and many firms do not have the right or­
ganization to promote diffusion. The knowledge developed within highly 
integrated and very specialized companies, or within a very small and hi­
erarchical network, does not circulate outside the military sphere. The need 
for secrecy and the existence of a limited number of users are also not 
conducive to interaction. More recently, however, large military groups 
have begun to sub-contract to civil and military SMEs and this may enable 
greater knowledge diffusion. The main obstacles to diffusion can be sum­
marized as follows. The reduction in basic research expenditure by the 
military reduces the possibilities for radical innovations. Defence firms in­
creasingly have to rely on the civil sector for technological developments 
and scientific research (outsourcing to universities). Although military 
firms have to maintain a high absorptive capacity to exploit this externally 
developed knowledge, this does not necessarily include the ability to dif­
fuse the knowledge. Secondly, there is a big difference in the life cycles of 
defence and civil products. Military products generally have long life cy­
cles and high functionality resulting in very different dynamics in terms of 
competencies between the sectors. The reform of DGA (Delegation Ge-
nerale de TArmee) in 1996 has positively influenced the diffusion of tech-
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nology in France from the military to the civil sector by encouraging pub­
lic-private partnerships, enabling intensive cooperation in all phases of the 
military product life cycle, and encouraging the development of technolo­
gies that are applicable more widely. 

0.4 The Impact of Incentives Tools on Systemic and 
Learning Failures 

Part 3 focuses on how traditional incentives (tax credits, university-
industry relations) may improve the learning abilities of firms and reduce 
coordination failures. The first chapter in this part (Chapter 7, Heraud and 
Levy) analyzes the French CIFRE^ system. This system facilitates univer­
sity-industry coordination, and aims to increase knowledge transfer be­
tween the two worlds by supporting doctoral studies that are conducted 
partly within a company. The authors construct a typology of regions that 
details the different iimovative actors involved and their propensity to col­
laborate. The next chapter (Chapter 8, Lhuillery) provides an in-depth 
study of the specificities of the national Research and Development Tax 
Incentives (RDTI). It focuses on the different targets and efficiency of 
these instruments. The third chapter in this part (Chapter 9, Bach and Matt) 
uses a method developed by BETA, to evaluate the economic benefits 
generated by actors participating in public R&D cooperative programmes. 
The authors highlight the influence of university-industry interaction and 
how partnerships can be designed to increase the economic performance of 
both firms and academic actors, and enhance the benefits to SMEs of these 
collaborations. 

The French CIFRE system described in Chapter 7 by Heraud and Levy 
is shown to be an important research training device that links the scien­
tific and the industrial spheres. The PhD students, working in companies as 
part of their doctoral study, in recombining different types of knowledge 
and competences create new knowledge. The CIFRE system has proved to 
be an effective way of promoting collective learning, and the development 
of science-based activities in firms. It facilitates the coordination of differ­
ent type of actors and reduces learning failures in the economic system. 
The chapter examines the regional systems of iimovation within the French 
system. The authors use the CIFRE system, KIBS (Knowledge Intensive 
Business Services), and classical indicators such as scientific and techno­
logical density, to empirically define a regional system of iimovation 

' CIFRE : Convention Industrielle de Formation par la Recherche 
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(RSI). RSI should encompass a complete and balanced set of intercon­
nected innovative actors. The authors demonstrate that in France, which is 
a centralized country, few RSI exist. Some regions are specialized in the 
production of academic knowledge; others are characterized by a network 
of efficient companies; some have neither of these features. Regions con­
tribute to the development of a national system of innovation, but are not 
themselves autonomous systems with relevant competences and links. The 
CIFRE system is undoubtedly improving the learning abilities of firms en­
couraging connections with universities, but will not, on its own, ensure 
the formation of a RSI. 

In Chapter 8, Lhuillery provides a detailed comparative study of various 
national RDTI systems. In summarizing these national schemes, he con­
cludes that such incentive schemes are becoming more and more common 
in R&D intensive countries and are not restricted only to the OECD coun­
tries. Even though RDTI systems are being more widely used they are not 
sufficient to significantly increase R&D investment. There are three major 
fiscal mechanisms that sustain firms' R&D investment: accelerated depre­
ciation, special allowances for R&D investments, and R&D tax credits 
(RDTC). Lhuillery defines four types of RDTC systems: volume mecha­
nisms, incremental mechanisms, a combination of the two, or the firm 
choosing its preferred system. He underlines that definition of the tax base 
is imperative to protect the system from becoming subject to opportunistic 
behaviour from firms. He details the elements that a fiscal innovation pol­
icy should encompass, i.e. he describes how R&D activities are defined 
and computed in various countries. Some countries have extended the tax 
credit system to include the costs of innovation. Since corporate R&D ex­
penditure is not limited to in-house R&D some countries include external 
R&D services, R&D cooperative agreements, R&D within a group, and in­
ternational financial flows. To ensure the efficiency of innovative fiscal 
tools certain regulations are necessary. Imposing a ceiling on tax credits, 
smoothing tax credits and punishing firms for reducing their R&D spend­
ing are among such provisions. Some tax credit systems include incentives 
targeted at specific firms: small and new companies, and companies with 
few financial resources; specialist firms and high-tech firms located in 
specific regions (federal systems). The author analyzes RDTI in compari­
son to other R&D policy tools and tax incentives and to corporate taxation 
in general. He shows for instance that in France firms taking advantage of 
RDTI are less likely to receive direct R&D subsidies. He also underlines 
the existence in some countries of tax incentive mechanisms devoted to 
fostering technology diffusion, acquisition, transfer and training. RDTI, 
then although they are exploited in different ways in different coimtries, 
are not sufficient to promote innovation: direct R&D support is also 



0 Introduction 11 

needed. Achieving the right balance, and positive interaction between dif­
ferent R&D tools in innovation policy, has still to be accomplished. 

Chapter 9 by Bach and Matt sets out to analyze how the coordination of 
different types of actors in publicly funded cooperative arrangements in­
fluences the learning activities of actors, and thus their economic perform­
ance. The chapter underlines how SMEs benefit from public R&D coop­
erative programmes. The chapter opens with a description of the BETA 
evaluation method, its relevance, its main methodological features and the 
different studies that have been performed based on this method. The 
BETA method evaluates the direct and indirect economic effects generated 
by the actors participating in public R&D programmes. Direct effects are 
those directly related to the objectives defined at the beginning of the pro­
ject. The nature of the direct effect will depend on the type of public policy 
(procurement vs. diffusion). Indirect effects are those benefits that accrue 
that were not initially defined as being objectives. These benefits include 
transfer of knowledge within the company, and application of what has 
been learned through the project to other activities within the firm. Indirect 
effects cover such aspects as: technological and organizational learning, 
networking, reputation, management, increased competences, etc. The 
originality of the BETA evaluation method is that it enables an in-depth 
analysis of how participation in a public programme affects the learning 
processes of the actors. In this chapter the authors focus on the outcome of 
public R&D cooperative programmes and analyze how the design of the 
partnership influences the performance of participating organizations and 
the economic performance of SMEs in particular. They find that collabora­
tions that combine scientific knowledge with technological competence 
induce higher economic performance and speed up the innovation process. 
The combination of users and producers or particular scientific disciplines 
with specific industrial sectors, or the combination of different sectors, 
produces distinct impacts on the iimovative performances of the participat­
ing actors. SMEs face particular barriers and constraints that mean that 
they do not perform as well as large companies. The extent of the benefits 
they derive depends on their organization, for instance whether they be­
long to a group, whether they are independent firms or start ups, etc.). 

0.5 The Relevance of R&D Strategic Management in 
Policy Design 

The three chapters in Part 4 underline the importance in designing policy 
of the R&D strategies of the various actors it is aimed at. Policy makers 
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must be aware of the behaviours and strategies within the economic system 
in deciding the objectives of their poUcy actions. Chapter 10 by Matt and 
Wolff underlines that the strategic importance assigned to a particular 
R&D activity will influence the kind of agreement that firms will enter 
into. Publicly financed cooperative R&D agreements are generally related 
to peripheral activities and the policy framework should include specific 
incentives, coordination modes and types of learning. Chapter 11 by Edler 
and Meyer-Krahmer analyzes the increasing internationalization of multi­
national companies' (MNC) R&D activities. It underlines the different rea­
sons why firms internationalize their R&D, based on their corporate strate­
gies, and raises some issues for European policies. In the final chapter, 
(Chapter 12), Mailhot and Schaeffer highlight the need for imiversities to 
implement strategic management of their three missions. The authors em­
phasize that the new challenge for policy should be to exploit the diversity 
of universities rather than imposing a single model. 

In Chapter 10, Matt and Wolff theoretically analyze the organizational 
specificities of alliances sponsored by the European Commission and 
compare them with an ideal type of agreement entirely financed by part­
ners. They use a tri-dimensional grid of analysis that explores the incen­
tives to cooperate, the learning that occurs within an agreement, and how 
the coordination is arranged. The analysis is based on a review of the lit­
erature on strategic alliances and on empirical information gathered during 
interviews with participants in the Brite-Euram progranmie (cf. Chapter 
9). The specificity of Brite-Euram projects is related to the existence of 
subsidies and with the requirement to reveal public information. These 
types of projects act as signalling strategies and allow new technological 
options in peripheral activities to be explored. Spontaneous agreements on 
the other hand, are entirely financed by the partners and their main objec­
tive is to develop strategic knowledge close to their key competences, and 
which is often kept secret. Publicly fiinded partnerships generate mainly 
unilateral learning and thus redeployable knowledge whereas spontaneous 
agreements are characterized by the creation of non-redeployable specific 
assets. In Brite-Euram, the presence of pre-defined rules and the existence 
of an arbitrator facilitate the coordination of partners and reduce opportun­
istic behaviour, but also impose certain rigidities in terms of learning. In 
spontaneous alliances the rules must be created: this generates some flexi­
bility, but increases the risks of opportunism and the danger of premature 
endings. In terms of policy, knowledge complementarity should be the 
primary aim, with cost-sharing issues taking second place. The promotion 
of networks is an appropriate way to increase the coordination of comple­
mentarities, but should not become the main objective of firms. As these 
types of agreements differ in strategic terms, they should be seen as com-
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plements and not potential substitutes. The State should not hesitate over 
subsidizing projects that firms would have implemented without public 
support in order to develop key competences, but should emphasize that 
the overriding objective is to sustain the exploration of new technological 
options. 

Chapter 11 sets out to show that despite obvious trends towards interna­
tionalization in the R&D performed by MNC, national policy makers have 
not devised appropriate tools. Edler and Meyer-Krahmer underline the va­
riety of contexts that apply in different countries and draw lessons for na­
tional and European policy makers. The growing internationalization in 
science and technology takes place in three dimensions: the international 
exploitation of nationally generated knowledge, international science and 
technology collaborations, and the generation of knowledge. A complex 
mix of motives and the role played by lead markets underlie this increasing 
phenomenon. In Europe, the pattern of internationalization is not uniform, 
but in terms of hosting international R&D the role of Europe is decreasing. 
The strategic motives of MNC to invest in R&D abroad include knowledge 
exploitation (the knowledge is generated at home, but exploited abroad to 
meet local market requirements); knowledge augmentation (the interna­
tional arena is used to create new knowledge by employing scientists par­
ticipating in international networks.); and other factors such as vertical co­
operation, following competitors, research costs, public RTD policy, etc. 
Edler and Meyer-Krahmer highlight that policy makers have been slow to 
respond to the growing intemationalisation of irmovation. Five major ini­
tiatives can be identified: attraction of foreign scientists, attraction and in­
tegration of foreign industrial R&D, improvement of access to foreign 
knowledge and lead markets, targeted learning from practice abroad, and 
support for international networking. As a consequence of this in-depth 
study, Europe and its individual nation states should orient their policies to 
take account of the strategic motives of firms to locate their R&D abroad. 
European policies should identify possible lead markets (pharmaceuticals, 
communications, fuel cell technology, etc.) to attract foreign companies. 
Direct policy measures should not be discriminatory and should facilitate 
cooperation between foreign companies keen to exploit a lead market and 
partners or lead users. One of the greatest challenges will be to render 
countries scientifically or technologically attractive. This could be 
achieved by encouraging scientific excellence for instance, or by maintain­
ing a wide scope of scientific and technological competences. Attracting 
the prime players to a market may attract followers; facilitating vertical 
cooperation may also be an attractor. In sum, European policies should aim 
at establishing the market and knowledge generation conditions that will 
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attract foreign companies and take account of their different strategic be­
haviours. 

Chapter 12 (Mailhot and Schaeffer) highlights the convergence of scien­
tific policies and the emergence of a unique university model: the entre­
preneurial university. The authors show that this global model is discon­
nected from the real world in which different types of universities co-exist 
within one country, and in which the academic system differs between 
countries. They provide management and policy recommendations and ar­
gue that policies should exploit the existing diversity among universities. 
The first part of the chapter describes how the missions of universities 
have evolved in line with various socio-economic constraints on their re­
search orientation. Since the 1990s, academic research has been deter­
mined by social and economic needs and is evaluated in terms of its con­
tribution to national objectives. An entrepreneurial university model has 
emerged as a result of the pressure imposed by science and technology 
policies. Pressures to make money from in-house research are forcing uni­
versities to increase their interdisciplinarity, to establish new links with in­
dustry and to adopt active intellectual property rights (IPR) policies. To 
cope with these new challenges universities need to implement strategic 
management, i.e. to manage the conflicts induced by the contradictions 
that emerge among their different missions. Universities must develop 
strategies taking account of their own particular constraints, opportunities, 
competences, value system and declared objectives. It is thus impractical 
to impose the same set of objectives on all universities: realistic objectives 
will take account of a university's specific assets. In other words applying 
a unique model increases the gap between those universities that fit within 
the entrepreneurial model, and those that do not. Current policies are not 
aimed at exploiting the existing diversity of universities: the challenge for 
policy is to take advantage of this variety. If the aim is to foster knowledge 
diffusion, then different kinds of universities will fulfil different roles. The 
entrepreneurial university should be in the best position to develop innova­
tions with companies, while training-oriented universities could play a 
more societal role. The presence of a university in a region may have an 
impact on the population in terms of financial inputs and taxes, and may 
foster urban and network (of students, academics and industry) develop­
ments. In designing policy, policy makers, should have a greater apprecia­
tion of how the presence of a university affects the economic environment, 
and also take into consideration the different strategies of universities. 
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1.1 Introduction 

The objective of this chapter is to analyze the economic rationale behind 
science and technology (S&T) policies. Reference will be made to con­
cepts and ideas stemming from works in other fields, such as management 
sciences, sociology, etc. For the purpose of this analysis, we first identify 
the main theoretical fi*ameworks on the basis of which innovation related 
phenomena are currently analysed in economic terms. Next, we identify 
for each fi'amework, the justifications for State intervention as well as the 
main forms that this intervention might take. 

In order to simplify the presentation and the very subtle, complex, and 
sometimes controversial scholarly debate (Limdvall and Borras 1997)^ 
two main frameworks are distinguished: the neo-classical (NC) and the 
evolutionary-structuralist (ES), which adopt different approaches that 
highlight specific aspects. The following questions are addressed in rela­
tion to each framework: 

- main features, especially regarding innovation; 

- the "circumstances" in which the innovation processes do not work well 
or fulfil the role they are designed for, and the consequences of these so-
called "failures"; 

- the principles of State intervention designed to remedy these failures, il­
lustrated by the most representative types of S&T policy action that can 
be adopted. (Frameworks are heuristic tools rather than the basis for di-

1 See also works by Metcalfe (1995, 1998), Metcalfe and Georghiou (1998) and 
Lipsey and Fraser (1998). 
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rectly operational policy advice; a detailed description of these is be­
yond the scope of this present work); 

- the main problems raised by these principles when they are imple­
mented into real actions; government failures are included here. 

Broadly, it will be assumed that each framework provides rationales for 
science policy, technology policy, and also, more generally, for innovation 
policy (and even for other types of policy, e.g. competition policy, trade 
policy, education policy, and so on). In other words, the hypothesis is that 
within each framework, the rationales behind every policy are the same. 
For this reason (from an analytical point of view) we have not separated 
science policy from technology policy. However, the combinations of 
these different policies and the frontiers between them vary from one 
framework to another. 

In Sections 1 and 2, we present the two frameworks and their implica­
tions for S&T policy. As most of the elements of this analysis are well 
docimiented in the literature, we focus only on the main aspects, or those 
aspects that are not always highlighted. Tables 1.1 to 1.2 summarize the 
analysis. Table 1.1 presents the main features of each framework; Figure 
1.1 presents the types of "failures" connected with each, framework as 
well as the basic principles of S&T policy, central to each framework, that 
are designed to remedy such failures; Table 1.2 shows how the main types 
of S&T policy actions can be seen as specific applications of these princi­
ples. (The way this is presented allows comparison of the underlying prin­
ciples on the basis of which real, although archetypal, policy actions are 
formulated.) Section 3 is devoted to one key point underlying the question 
of State intervention: the additionality problem. We conclude by offering 
some comments about the complementarity of the two frameworks and a 
comparison of the policy principles and policy actions resulting from each. 

1.2 The NC Framework 

1.2.1 Allocation of Resources, Technology as Information, and 
Market Failures 

Of the two frameworks proposed, the NC is probably the one that exhibits 
the highest level of internal coherence, because of its inherent linear logic. 
This exists within its foundations and also in some measurement tools. For 
this reason, and probably also for historical reasons, it is the dominant 
framework, although it has been strongly challenged by the competing 
paradigm from the late 1980s. Without going into too much detail, the key 
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point in relation to innovation and technological progress is how they have 
been endogenized by the neo-classical approach (roughly since Arrow 
(1962)), whereas before they were treated as exogenous to the economic 
rationale (more precisely they were considered as "given", and their origin 
was not questioned; they were included in the choice parameters of agents 
or seen as equally influencing all of these agents). In line with the "in­
put/output" neo-classic way of reasoning, innovative activity is performed 
by an individual agent (the innovator) using inputs to produce a particular 
good, i.e. the technology, which is regarded as information (see Table 1.1). 
The line of argument put forward on theoretical grounds by Arrow (1962) 
and Nelson (1959) is roughly as follows: the peculiar activity of innovation 
and the peculiar good resulting from it do not show the "adequate" proper­
ties that the theory requires to optimize the decision of the agent. Namely, 
there are some indivisibilities in both the inputs and the outputs; the output 
is uncertain and may take a long time to realize and, being a non-rival and 
non-excludable good, it is non-appropriable. 

The consequence is the well-known "lack of incentive" to innovate on 
the part of the innovator. The activity is costly, mostly because of its indi­
visibility, and is risky, because of uncertainty, on the one hand as regards 
its final outcome, and on the other as regards the level of demand resulting 
from the problem of price determination (according to the so-called "para­
dox of information", the buyer does not know the value of the information 
unless he buys it). Moreover, the economic gains are difficult to appropri­
ate since they may benefit: i) consumers or clients, who have access to bet­
ter products without necessarily being charged a corresponding increased 
price; this is the basis of the consimier surplus and "market" externalities; 
ii) competitors and the rest of the economy could use the technology pro­
duced by the innovator without paying anything, giving rise to "knowl­
edge" and "network" externalities (see, for instance, Griliches (1979) on 
market and knowledge externalities, and Jaffe (1996) for a clear exposition 
of the links between the three types of externalities). In other words, the 
private rate of return to the potential innovator is too low for him to make 
further investments, although the social rate of return for the rest of the 
economy may be high. In this situation, the resource allocation mecha­
nisms that are at the heart of the neo-classical approach do not work so as 
to generate the socially optimal situation: the investment in innovative ac­
tivity is inferior to its socially optimal level because of these "market fail­
ures". 
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1.2.2 S&T Policy Principles and Actions 

To remedy this situation, the State can ground its S&T policy actions on 
some basic principles. For instance, the State can: 
- try to provide (or help to circulate) better information to reduce uncer­

tainty and to give the demand (supply) side better information on supply 
(demand); 

- substitute wholly or partially for the market either on the supply side (by 
itself carrying out innovative activity, or contributing to the firm's in­
vestment in research and development (R&D) by means of subsidy, tax 
credits, grant, etc.), or on the demand side (by ordering iimovative out­
puts - products, processes, techniques or whatever - to firms, or helping 
agents to buy such outputs), in order to reduce, or more evenly distrib­
ute, the uncertainty and the risk and to reduce the cost for innovative 
firms. By "substitute", we mean that public action takes over from the 
private action that would have been required in order to reach the social 
optimum. The basic assumption here is that the cost savings for firms 
will compensate for their losses from externalities; the amount invested 
by the State, therefore, should not be larger than the sum of the external­
ities; 

- promote mechanisms or regulations to remove or diminish externalities 
or facilitate their internalization in the agent's optimizing calculations: 

• to provide a property right to the innovator on his technology as a 
compensation for generating knowledge externality (this rewarding 
role of patents being closely linked to their protection role, which 
is probably more important); 

• to promote cooperation between users and producers of technology 
(vertical cooperation) to share market externalities, and costs and 
diminish the uncertainty; 

• to promote cooperation between producers of technology (horizon­
tal cooperation) to share knowledge externalities and share the 
costs and the risks associated with the production of technology. 

Table 1.2 and Figure 1.1 set out these basic principles and include a list 
of the corresponding S&T policy actions. 

According to the NC approach, these corrections to market failures will 
lead the optimizing rationality of agents to allocate resources through mar­
ket mechanisms in such a way that a "second-best" equilibrium can be 
reached. The "first-best" equilibrium is not possible due to these market 
failures; but State intervention allows the system to achieve a "second-
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best" equilibrium (inferior to the "first-best", but better than the situation 
would be without any public policy). If State intervention leads to such a 
"second-best" equilibrium, there is "additionality" compared to a situation 
in which there is no government action. 

Obviously, this is an oversimplified picture, and since Arrow's seminal 
paper many new arguments have developed, which have made it more 
complex, although, from our perspective, they are all within the same gen­
eral framework. 

Perhaps one of the most important developments at the boimdary of the 
NC paradigm is the so-called "new economics of science and technology" 
developed by, among others, Dasgupta, Stoneman, and David (Dasgupta 
and David 1994; Foray 1991). On the one hand, it helps to explain the im­
plications of the public-good properties of technology considered as in­
formation, as well as the inherent and specific properties of information 
(for instance, in relation to its value, its cumulative and combinatory na­
ture, the high costs of its production compared to the low costs of its dupli­
cation, the network externalities associated with it, etc.). These features 
contribute in a sense to reinforcing the NC conclusion mentioned earlier. 
On the other hand, the new economics of S&T proposes that a new line be 
drawn between science-related and technology-related activities, and their 
respective outputs. A tentative summary of the proposed distinction would 
be that it relies not so much on the nature of the outputs (both fundamen­
tally subject to non-rivalry and at least partial non-excludability) than on: 

- the practices of diffusion associated with incentive schemes (openness 
or free access to scientific results, with priority to the inventor associ­
ated with social rewards - this is largely inspired by Robert Merton; 
closedness or property rights on technology outputs associated with 
economic reward, i.e. appropriation of the economic gains from innova­
tion through market mechanisms); 

- the possibility to choose the optimal level of codification taking into ac­
count the reward system; 

- the greater uncertainty in the production and use of scientific results; 

- the results of basic research being considered mainly as an information 
input for applied research. 

One fimdamental outcome of these new developments is that they allow 
for a better justification of the distinction between S&T policies in the NC 
framework. To a certain extent, the justification for State intervention is 
stronger for science, especially if one includes the indivisibility of the pro­
duction process (with its comparatively higher costs for science than for 
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technology) and the more generic usefulness of scientific outputs, thus al­
lowing for larger externalities. In the field of science, State intervention is 
generally direct, through fimding, while for technology it is indirect (ac­
complished through co-funding and the property rights system). In this re­
spect, science policy is almost always acknowledged to be indispensable, 
even though some argue (probably too simplistically given the analysis 
developed above) that the type of results produced by publicly supported 
basic research are not useful for industry, because if they had been, the in­
dustry would have done the research itself (Kealy 1996). But both science 
and technology policies still rely on the same analytical grounds. More 
generally, following the linear model of innovation, education policy is 
aiming at providing the system with "good inputs" (researchers), and dif­
fusion policy is aimed at helping agents to adopt innovation and circulating 
information about existing or potential needs and resources. 

From another standpoint, the endogenization of technology in economic 
analysis has also been the ambition of macroeconomic analysis, in the field 
of endogenous growth theory or New Growth Theory (NGT). However, 
here also, despite various technical refinements, only some types of devel­
opment, accumulation and diffusion of information have been introduced, 
guided by rather simple forms of appropriability regimes and incentives, 
and most frequently associated with other classical hypotheses related to 
behaviour and the search for equilibrium (see, for instance. Firth and Mel-
lor (2000))^. It is questionable, therefore, whether these approaches have 
provided much more than an illustration at macro-level and a formalization 
of the innovation-related phenomena already identified, which, however, is 
obviously a very useful achievement. To move further along this line, it 
must also be acknowledged that learning phenomena are not completely 
absent from the neo-classical perspective, especially in NGT. Certain 
forms of "learning by doing" might, for instance, be compatible with this 
perspective. 

However, NGT and the new economics of S&T are at the frontier of 
both frameworks, especially the latter approach, which, in many ways, 
avoids this fundamental feature of the NC paradigm, i.e. that, "... the clos­
est we get to something called learning is information acquisition'' (Lund-
vall and Borras 1997). More precisely, one of the main (or the most impor­
tant) differences with the second framework resides in this point, as 
outlined below. 

2 This is not to say that specialists of NGT, such as Romer, ignored the tacit di­
mension of knowledge, but they did not fully incorporate this dimension into 
their models. 
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1.2.3 About Empirical Problems of Applications and 
"Government Failures" 

Without entering into major debate about the relevance of the NC view 
and its compliance with reality, the main problems raised by the applica­
tion of the principles of State intervention should be outlined. 

The first problem is related to the difficulty involved in identifying the 
situations in which "market failures" occur, and even more so the diffi­
culty of determining exactly how to correct these failures in practice: 
which firm to support, which project to finance, which information to dif­
fuse, how far to extend the property rights, and so on. The NC framework, 
as such, does not provide the tools to directly express real phenomena us­
ing the limited number of variables that are required to operate the opti­
mizing calculation. 

The second problem is inherent in the method adopted to correct the 
market failures. A good example here is provided by the proposed solution 
to the lack of appropriability, namely the property rights system. While on 
the one hand, the information should be the innovator's property in order 
to urge the innovator to innovate, this, on the other hand, introduces 
asymmetries of information between actors when the information does not 
diffuse to all actors. The "pure neo-classical" axioms stipulate that all 
agents have the same information, and this specific feature leads the sys­
tem to the social optimum. Any departure fi-om this hypothesis entails at 
best that the achievable equilibrium is only "second-best". In other words, 
there is a trade-off between guaranteeing the property rights to the innova­
tor and diffusing the technology throughout society, and the right balance 
is not easy to find. The patent system is one solution to this problem, but it 
generates a distortion in the price mechanisms to the detriment of consum­
ers because of the monopoly position the patent secures to the innovator: 
this, in turn, leads to a non-optimal social surplus. Moreover, the patent 
system may induce a duplication of innovative efforts by firms competing 
to be the first and to receive protection. Over-investment could then result, 
or, conversely, under-investment could re-emerge if one firm dominates 
the "patent race". Neither result would be socially optimal. 

The same argument, more or less, as for the subsidy principles can be 
put forward: subsidy causes asymmetry for the one that benefits, which 
runs fundamentally against the "pure neo-classical" axioms. The fact that, 
in theory, the amount of subsidy should not exceed the amount of external­
ities generated by the innovation only ensures that a "second-best" opti­
mum can be reached. The same argument is relevant for the promotion of 
cooperation, which restricts the diffusion of information and economic 
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gains to a limited number of agents, and thus creates failures in the distri­
bution of information. 

The argument underlying these trade-offs is that solving one market 
failure always makes another emerge. Thus, it is the balance between the 
positive effects resulting from the correction of the first and the negative 
effects of the second that is crucial. There is sometimes a risk that correc­
tive public actions create other market failures that are worse than the 
original ones, i.e. that the increase in social surplus obtained as a result of 
the corrective action is inferior to the decrease in social surplus induced by 
the created market failure^ When this occurs it is termed "government 
failure" or "policy failure". 

Obviously there are certain remedies to overcome this problem, for in­
stance, in the case of the patent system, limitation in time and scope of the 
patent protection, the obligation to concede licences, a buy-out of the pat­
ent by the State, or even the replacement of the patent system by an ex-
post reward system. But, these solutions raise other market failures (see, 
for instance, a discussion of the reward/buy-out vs. patent systems in the 
light of the role of patents in firms' strategy (Penin 2003)). In any case, the 
balance between the positive and negative effects of State intervention is 
hard to assess, and thus often as much a matter for policy decision as an 
economic one"̂ . 

Another possibility is that the benefit effects are less important than the 
cost of intervention, the latter including the cost of researching information 
about the presence of market failure and the evaluation of the actual and 
"corrected" situation. These are both typical cases of "government fail­
ures" associated with the NC framework. 

It is not surprising that these two fimdamental difficulties are related to 
the set of information owned by the State, and its capacity to acquire and 
use new information. For a "pure" NC theory, by definition there can be no 
such thing as government failure since the perfect information hypothesis 
holds. If one rejects this hypothesis, the consequences (in terms of strate­
gies, incentives and modes of coordination of agents) of uncertainty, im-

^ On the basis of this argument, other types of public policies may be required to 
limit the damage caused by technology progress on health or the environment. 

"^ We should mention here the basic exceptions to competition policy accepted by 
public authorities: 

- phenomena as exceptions to monopoly regulation: patents; financial support to 
the supply side in the case of high cost and natural monopoly caused by indivisi­
bility and related economies of scale; 

- agreement as an exception to cartel and agreement regulation: R&D cooperation 
(with the idea of "pre-competitive" cooperation fully coherent with the distinc­
tion between science and technology mentioned above). 
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perfect information and related asymmetries between agents should be in­
vestigated in depth (Laffont and Tirole 1993). This leads to a complexifi-
cation of the different situations of market failure and allows for fine tun­
ing of the applications of State policy actions listed above to specific 
contexts in terms of the information at the disposal of actors. If this is 
properly done, again, at least in theory, there is no possibility of further 
government failure. 

Similarly, at the basis of another extension of the NC analysis, and par­
ticularly important for explaining the role of cooperation, is the question of 
the transaction costs associated with market relations (but not included in 
prices) and the influence of these costs on the determination of the optimal 
mode of coordination. But, again, most of the theoretic renewal in this 
field falls within the scope of the same framework, because it does not es­
sentially preclude considering technology as information and favouring 
optimizing rationality. Therefore, we would be tempted to state that these 
approaches have not profoundly modified the NC framework. 

However, it is arguable that the State has more information than the 
market, and, moreover, that it is more able than the market to adapt its in­
formation structure. To follow this line of argument, it should also be re­
called that other developments in economic theory favour a more dynamic 
idea of competition, which would be seen as based on the continuous crea­
tion and exploitation of asymmetries, especially regarding information. As 
long as technology is treated as a set of information, and the choice of 
agents is seen as an optimization taking into account existing or anticipat-
able alternatives, these approaches still remain within the boundaries of the 
NC paradigm. Despite the progress of analytical tools and the continuous 
refinements to and complexification of contractual schemes in this field, 
there is still room for more dynamic approaches to take account of these 
asymmetries of information. 

Another instance of "government failure" emphasized by some re­
searchers in the field of public administration theory, is related to the proc­
ess of decision-making in public bodies, reflecting private interests, lobby­
ing, etc. and raising the unsolvable - at least using the NC analytical 
apparatus - problem of the aggregation of individual preferences. 
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1.3 The Evolutionary-Structuralist Framework 

1.3.1 Creation of Resources, Knowledge and "Learning 
Failures" 

Under this heading falls a constellation of approaches that have some 
strong common features. Three main approaches can be distinguished -
very artificially and for pedagogical purposes: the evolutionary approach, 
the systemic approach, and the knowledge-based approach. Often inspired 
by other disciplines than economics (sociology, history, psychology, man­
agement, epistemology, biology, etc.), they claim to be part of the Schum-
peterian heritage, and have for a long time been built against the NC 
framework. Over the last ten to twenty years, they have been developing 
and been being refined at a great rate, and have probably been gaining in 
coherence with the emergence of the knowledge-based approaches (al­
though the full implications of these for S&T policy are still to be ex­
plored). 

Again, it is beyond the scope of this study to specify the main features 
of this framework. It remains only to underline that most of them can be 
seen as being opposite to the features of the NC framework (see Table 
1.1). What is probably more relevant here is that this framework fiilly ac­
knowledges the learning capacity, or, more generally, the cognitive capac­
ity of agents and groups of agents (individual as well as collective capac­
ity). This does not only embrace a capacity to learn something that would 
exist somewhere, but also the capacity to create new knowledge, especially 
by changing ways of thinking, beliefs, visions, routines, etc. In terms of 
innovation, cognitive capacity concerns not only scientific and technical 
knowledge, but also the complementary knowledge required along the in­
novation process (organizational, management, etc). The key points are 
that on the one hand knowledge cannot be reduced to pieces of informa­
tion, but is a mix of tacit and codified knowledge, while on the other, 
knowledge is intrinsically linked to the cognitive dimension^ This has 
some decisive consequences on appropriation and diffusion phenomena: 
for example, learning is obviously a cumulative and collective, rather than 
a purely individual process. This logically leads to an acknowledgement 
that it is a context-dependent process, which varies fi-om one agent, group 

^ The economics of science and knowledge also recognizes this tacit dimension of 
knowledge, but without emphasizing the cognitive dimension associated with 
knowledge (see an analysis of problems raised by this point of view and of the 
related debate about the codification of knowledge in Ancori et al. (2000) and 
Cowan et al., (2000)). 
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of agents, firm, industry, clusters of industries, regions, institutions, etc. to 
another. 

The three approaches that we consider to be at the basis of ES thinking 
(respectively the evolutionary, the systemic and the knowledge-based ap­
proaches), more or less explicitly possess all the features mentioned above. 
But each focuses on some specific aspects and, therefore, has brought 
some decisive concepts and anal3l;ical tools to the global framework. It is 
remarkable to note that these concepts, most often with quite minor 
adaptations, have been adopted by the other approaches, which use them as 
indispensable to their own conceptual construction. 

In following the logic of our description of the NC framework, we are 
tempted to argue that the evolutionary, the systemic (including national or 
local systems of innovation, clusters, and the like) and the knowledge-
based approaches have provided respectively the "general logic" of the 
evolution, the "how it works", and the "basic engine" of evolution. But the 
main problem lies in defining what would correspond to the NC optimal 
situation. Surely there is neither a static nor a dynamic equilibrium-like 
situation, which would have very little meaning, if any, in this learning-
oriented framework. Correspondingly, there is nothing like optimality, 
even though it is sometimes possible to assess ex post if one situation is 
preferable to another. Referring to Schumpeter's cycle analysis reinter­
preted and enriched, the only apparent consensus on this would be to as­
sume that: 

- the system follows some trajectory induced by a paradigm, and there­
fore it must be able to exploit a "good trajectory" as well as to ensure a 
"good transition" from one paradigm to the other; 

- in order to be able to do so, in the whole system and at all levels of the 
system, there should be sufficient diversity to allow the selection proc­
esses to perform satisfactorily; 

- this should be accomplished without too much loss of cohesion, which 
would unbalance the system and/or prevent it from evolving well; 

- the basic engine that allows for all of this would be the maintenance of, 
or increase in, the cognitive capacity of all agents or groups of agents at 
all levels of the system. 

With an approach in which all phenomena and processes are so complex 
and intrinsically related, it is rather difficult to identify and especially iso­
late "failures", as we did for the NC paradigm. Indeed, the term failure is 
adopted for the sake of simplicity, but may be misleading. In the "market-
oriented" framework, as already stated, there is always an implicit or ex-
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plicit reference to an "optimal situation" that would be reached if all theo­
retical conditions were fulfilled, that is, if markets and behaviours were 
perfectly similar to the prediction. It is through reference to this mythical 
"optimum" that something is seen as going wrong, as "failing". Within the 
alternative framework, this reference to an optimal situation does not exist 
and it is thus not exactly appropriate to consider "failures". One should 
rather consider "traps", "dysfunctions", "gaps", or "holes", leading to "di­
lemma and trade-offs" between existing forces driving the system, rather 
than "dilemma and trade-offs" between two possible states of the system 
(as choosing between two "second-best" situations). Various authors have 
already pointed to some of them (Malerba 1996; Smith 1996; Lundvall and 
Borras 1997; Metcalfe 1998; Teubal 1998), but there is no unified and 
unanimously accepted list of failures in the evolutionary constructivist 
framework. 

We will assume here that what matters are, generally speaking, "learn­
ing failures", i.e. problems that limit (or constrain the use of) the cognitive 
capacity of agents and groups of agents. A series of failures falls within 
this type of failure; they are expressions of learning, and cognitive prob­
lems in different contexts and at different levels of analysis. We propose 
then to distinguish between: 

- exploration/exploitation failures: misallocation of efforts and of cogni­
tive attention to one activity to the detriment of another; 

- selection failures: technology, practice, firms (infant firms, for instance) 
or other sorts of "species", among which selection is at work, are elimi­
nated too rapidly (or maintained too long), or maintained based on inap­
propriate criteria; 

- system failures: lack of coordination and complementarity between the 
cognitive activities of agents and groups of agents; rigidity of coopera­
tive structures; lack of appropriate institutions allowing a collective 
creation and diffusion of knowledge; bad adjustment and desynchroniza-
tion between the evolution of institutions and technological evolution; 

- knowledge processing failures: codification problems (lack of standards 
and platforms, rigidity linked to excess of standardization, appropriabil-
ity of codes, etc.); lack of/limitation of/absence ofî control over absorp­
tive and emitting capacity; lack of capability to articulate knowledge 
coming from different sources (for instance, external and internal to a 
firm); structure of knowledge badly adapted to appropriate sharing and 
distribution. 
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As suggested earlier, the negative consequences of these different types 
of failures (and thus basically resulting from a deficit of cognitive capac­
ity) are principally lock-in to "bad trajectories", lack of diversity in the 
system, difficulty in creating new paradigms and in warranting a transition 
from the old to a new paradigm, and the existence of "gaps" in terms of 
knowledge, networks, institutions, economic and social conditions, and so 
on, all of which unbalance the evolution of the system. 

1.3.2 S&T Policy Principles and Action 

Based on the above, the basic principle of State policy should be to help, 
by all possible means, the development and the orientation of the cognitive 
capacity of actors and provide conditions conducive to the use of this ca­
pacity. The different approaches developed within the ES framework will 
put the emphasis on different aspects of this question. For instance, re­
searchers investigating iimovation systems will defend the role of institu­
tions, infrastructures and collective interactions. The supporters of knowl­
edge based economics will debate the necessity to help with the 
codification process or to support the development of a knowledge infra­
structure allowing for a better use of the increasing amount of codified 
knowledge within the whole society. Therefore, these basic principles of 
State policy can be activated in very different ways, such as the promotion 
of norms, platforms, or other knowledge-related infrastructures, support to 
communities and agents of knowledge, reinforcement and adaptation of 
the education system, renewal of the property rights system to take account 
not only of the cumulative nature of knowledge creation, but also the na­
ture of the knowledge and of its other modes of appropriation, support for 
infant firms at their different stages of development, etc. Above all, action 
must be adapted to contexts defined according to geographic, industrial, 
sectoral, market-related, and institutional dimensions. Table 1.2 and Figure 
1.1 set out these basic principles and include a list of corresponding S&T 
policy actions. Table 1.2 shows only the main S&T policy actions, which 
can be combined, adapted, refined, etc., and thus promote a wide range of 
practical initiatives. 

To close the loop, the adequate use of an appropriate cognitive capacity 
is then supposed to provide thQ conditions for appropriate selection proc­
esses, with sufficient diversity within which the selection mechanisms op­
erate, and without too many "gaps" in the system. In turn, this would guar­
antee the evolution of the system along satisfactory trajectories and 
through relevant paradigms. This rather naive picture could obviously be 
made more sophisticated by orienting it towards some specific aspects in-
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volved in learning. But, fundamentally, it would be within this argument, 
even though this argument may appear somewhat simplistic. 

In this framework, the frontiers between science policy, technology pol­
icy, and other innovation-related policy become blurred for various rea­
sons. These include the fact that the actors are interacting at different lev­
els within the system, the practices of diffusion, the incentives, and the fact 
that the activities of these actors are not strictly differentiated between sci­
ence and technology, and the nature of the knowledge produced is not fun­
damentally different. Moreover, knowledge is created everywhere in the 
system, and thus there is not an absolutely clear functional separation be­
tween activities and between actors as regards creation of knowledge, 
transformation of knowledge into innovations, and diffusion. For instance, 
the clear-cut distinction between science and technology proposed by Paul 
David and others (see above) is called into question when analyzing the 
recent trends in the way research is performed in modem economies, as 
described in Gibbons et al. (1994). Therefore, coordination, coherence, and 
complementarity of policy actions are crucial in order to make the overall 
system better able to learn. For instance, recent work by Sherer (2001) 
shows that this is probably a combination of different policy tools that fa­
vours the re-dynamization of the US economy, especially as regards its in­
novative activity. 

1.3.3 About Empirical Problems of Applications and 
"Government Failures" 

Nevertheless, we still face a situation in which it is as easy to identify, in 
the real world, traces, examples, partial assessments, and finally pieces of 
evidence about the fundamental relevance of this approach (see the vast 
number of case studies, monographs and other empirical studies produced 
since the 1980s) as it is difficult to define metrics and tools to operational-
ize and measure all the concepts that have emerged over 20 to 30 years. 
The problem is complex and located at different levels: it concerns the 
"measurement" of some aspects, even in qualitative terms (for instance, 
diversity, learning capacity), the definition of what would be a good or sat­
isfying level of the corresponding variable, and the desirability to reach 
some degree of homogeneity in the metrics, scales or analytical tools. With 
the complexity of the approach, due to its systemic and constmctivist na­
ture, this is probably the main problem encountered within this framework, 
mainly because it prevents analysts and policy makers from really envisag­
ing the policy options that would favour the right balance between all the 
trade-offs. 
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A very important difference between both frameworks lies in the very 
"place" of the State. As underlined in Part 1.1.3, in the NC framework the 
State is normally considered as "outside" the market system. Therefore, if 
markets and behaviours are consistent with the theory then the State is 
needless. Only when market failures occur, does the State "appear". Then 
questions of public/private rate of return, crowding effects, substitution, 
and the like, arise and finally questions traditionally related to additional-
ity. In the second framework, the perspective is quite different. The sys­
temic, path-dependent, and cumulative approach fully accepts State-related 
institutions as being "part of the game" and recognizes their influence on 
institutional, technological, social, and economic changes. State-related in­
stitutions learn roughly according to the same basic rules as other actors. 
They do not necessarily have more knowledge, or greater cognitive capac­
ity, or a broader vision, etc. than other parts of the system. Therefore, most 
of the "learning failures" listed above and which affect society, affect pub­
lic bodies as well, and logically entail "government failures" (Malerba 
1996). In this respect, the main source of "government failure" probably 
lies in the desynchronization of the speed of adaptation of public institu­
tions and the speed of technological and scientific change in the system. 
This default in the speed of adjustment may have some negative counter­
cyclical effects. Because of their specific role, public institutions are urged 
to develop integrative and coherent policy visions, tools and instruments, 
and to adapt constantly to the new requirements and trends in the econ­
omy. In this perspective, the "adaptive policy maker" should also continu­
ously try to implement experimental policies, to use different policy in­
struments, to change the mix of instruments, and to make use of 
benchmarking approaches as policy learning mechanisms. 

Policy learning should also encompass "diagnostic learning": it is also 
the ability to identify the changes in the environment and the changes in 
the relative position of actors (firms, countries, etc.) in this environment 
that is at stake. The recent debate about the "European innovation para­
dox" clearly shows the importance of this learning capacity upstream from 
the innovation policy itself (Muldur 2001). 

1.4 The Issue of Additionality 

1.4.1 General Remarks 

The question of additionality is obviously at the heart of the justification 
for State intervention in the field of S&T, and, thus, is intrinsically linked 
with the rationale for S&T policy. But it is also linked with evaluation and 
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assessment problems. In this section, we try to focus on the first point, but 
inevitably there will be some links with evaluation that will be addressed. 

Following Buisseret et al. (1998), the additionality problem could be 
expressed as: what difference does State intervention make? And this 
question should immediately be linked to a second one: does this differ­
ence justify State intervention? 

Additionality then is directly linked to the consequences of policy ac­
tion: but policy action aims at objectives that are defined according to the 
rationale behind each framework. This raises a double problem: 

- difference could be assessed in the light of the targeted objectives, but 
other differences may occur that are beyond the scope of the targeted 
objectives, and may be unexpected; 

- these unexpected differences can be coherent or not with the framework 
that gave birth to the objectives; if they are not, it will be necessary to 
adopt the theoretical view of the other framework to identify them and, 
if possible, to evaluate them. 

An essential dimension of the additionality problem is related to the 
situation that must be seen as an alternative to State intervention. The tem­
poral dimension is essential here. Two possibilities can be envisaged. The 
"null hypothesis" stipulates that everything would continue as before the 
public policy. The "counterfactual scenario" is a fictive construction about 
what would happen if there were no such State intervention (or, ex-post, 
what would have happened had there not been any policy implementation). 
Then ex ante, additionality is between the targeted situation (e.g. the objec­
tives) and the forecast alternative scenario. Ex post additionality is between 
the actual situation and the alternative scenario, but this actual situation 
may be better or worse than the one the objective. 

Directly linked to this question is at what level the alternative scenario is 
under consideration: project level, firm level, programme level, policy 
level, etc. As this alternative and hypothetical situation must be compara­
ble with an evaluation of the actual or anticipated situation "with" State 
policy, both must logically be analyzed at the same level. 

Another question relates to the temporal dimension: the time horizon 
over which the additonality is examined. "One-off differences" or short-
term differences are one thing; probably what is more crucial is the persis­
tence of these differences (decreasing or increasing) over time. 
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1.4.2 Different Concepts of Additionality 

For a long time, debate ranged about how to analyze policy action as a 
means of providing inputs to the innovative process resulting (or not) in 
outputs from the process. This follows NC thinking about analysis of the 
activity of the agents, which is particularly appropriate when the policy ac­
tion takes the form of providing input to the innovation process Within this 
perspective generally two types of additionality most often quoted are in­
put additionality and output additionality. It is also necessary to concen­
trate on the process itself, introducing the concept of behavioural addition­
ality. Finally, the recent development of knowledge-based economics (and 
its influence on the ES framework mentioned earlier) suggests that a fourth 
type of additionality might be envisaged, that is, cognitive capacity addi­
tionality. Each of these four types of additionality brings something to the 
global problem of additionality, but in isolation cannot address this global 
problem. Nor is the sum of the four types equal to global additionality. The 
four types of additionality are briefly defined and discussed in the light of 
the two frameworks proposed earlier. 

1.4.2.1 Output Additionality 

At first sight output additionality is the most intuitive: would we have ob­
tained the same outputs without the policy action? Clearly this question is 
related to the problem of evaluation (i.e. the definition and measurement of 
the impact of S&T policy actions), which is beyond the scope of this chap­
ter. However, some brief comments can be made. 

First, again, the notion of output is strongly connected to the NC frame­
work. Products, processes, and other physical devices, patents, articles, 
blue prints, and other forms of S&T products, can be more or less com­
patible with an output perspective (see the list of outputs adapted from the 
COMEVAL study, for instance, in (Bach and Georghiou 1998)). Knowl­
edge, standards and norms could be considered as outputs, but with spe­
cific properties sometimes far removed from those of information-like out­
puts. But, cognitive capacity and all the various types of capacities that are 
rooted in it, do not fit into this frame. 

Second, it is not possible to identify the "changes" brought about by the 
output; it is necessary to assess impact in terms of use (in production ac­
tivities, through market relations, etc) of these outputs, to derive a global 
assessment of additionality from the existence of output additionality only. 
Thirdly, it is not necessary to do detailed analysis of the alternative sce­
nario since the process involved is not so important. It is only necessary to 
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find a common definition and measure to compare the output obtained 
with what might have been obtained "if. 

Finally, as suggested above, there might be cases where there is no addi-
tionality in terms of the outputs directly related to the objectives of a given 
policy action. However, there may be additionality derived fi-om other 
types of outputs from this same policy action. This highlights the impor­
tance of choosing the relevant "array" of outputs that are considered in as­
sessing additionality. 

1A.2,2 Input Additionality 

The question here is: does public action add to the inputs dedicated by the 
agents to the innovative process or does it partially or completely displace 
these inputs? There are many arguments to explain why there could be 
displacement. The problem has been studied in depth in David et al. 
(2000), and extensively discussed fi-om an ex-ante perspective. For in­
stance, some academics have provided empirical hints (Jaffe 1996) and 
theoretical rules (Usher 1994), who employ an "incrementality test", to 
guide the choice of the appropriate public action (for instance, fiinding the 
right project). The overriding argument is that if the State financially sup­
ports actions that would have been conducted anyway by the agents, then 
these agents will be tempted to use their resources for other activities. 
Therefore, there is only additionality when the State supports actions that 
would not have been carried out by the agents (i.e. to which they would 
not have dedicated inputs), provided that the actions are socially desirable. 
In terms of the NC framework, this means that these actions result in a so­
cial rate of return higher than the private rate of return of the agent (this 
difference is often called the "spillover gap"), whereas the private rate of 
return from the same action without State support is inferior to the mini­
mum required by the agent. 

Since innovation is a risky activity, this ex-ante problem obviously is 
fiirther complicated by the fact that the investment choice criteria become 
more like a trade-off between rate of return, and risk. Public funds could 
motivate an agent to carry out activities with high risk, but a high rate of 
return, leading to complementarity rather than displacement. Apart from 
the problem of uncertainty inherent in this type of investment, there is also 
the possibility that in some instances the State favours projects that are 
profitable from a private point of view, in order to demonstrate some kind 
of success from its policy. 

But there could be other ways through which, at least, partial displace­
ment may occur. The main example is the impact of State support for in­
novative activities on the supply of inputs to innovative activities; if it is 
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inelastic, then prices could increase and make the cost of these activities so 
high that the agents reduce their efforts in this field. The support given by 
the State to one agent could convince its competitors to reduce their own 
efforts because of the fear that they will be disadvantaged in the competi­
tion. State support may be seen as a revenue from, rather than an input to, 
innovation. Or the funds provided by the State may persuade other fimders 
to reduce their requirements in terms of profitability; this is the sharing of 
risk argument. 

It is often argued that the additionality problem is envisaged from this 
input perspective because there is a lack of available materials to elucidate 
the output additionality problem: the variables (basically the respective 
public and private resources invested in innovative activities) are more 
easily defined than those required to assess output additionality. We would 
rather say that it is only when we accept the relevance of the input/output 
type of analysis that this "proxy" analysis can apply. 

It is quite clear that the application of input additionality as a parameter 
of public choice between the actions to be taken is closely linked to the 
neo-classical approach described earlier. In particular, it more or less ex­
plicitly involves the following assumptions: 

- there is a clear link between input and output of the innovation activi­
ties; 

- divisibility and constant return to scale of the innovative activity exist; 

- the nature of the output generated by public funds and private funds is 
the same. 

Naturally, advocates of the ES framework contest these views. On the 
one hand, they maintain that analysis of public financial support should 
always take into account how it is provided and the context in which it is 
used (beyond the structure of information asymmetries). On the other 
hand, they defend the complementarity of inputs rather than their substitut-
ability related to crowding effects. Apart from the question of increasing 
returns or threshold effects in the production of innovative output, other 
arguments more deeply rooted in the ES framework are, for instance, that 
public funds could help to develop the knowledge base of the agents and 
their absorptive capacity, which could even allow them to reduce their own 
investment while increasing their profitability. Another line of argument is 
that thanks to the cumulative nature of knowledge creation, public support 
could increase the efficiency of future iimovative activity by increasing the 
cognitive capacity of the firm. Therefore, input additionality has no gen­
eral application in the alternative framework: we can say that some public 
money displaces, complements, or adds to private money, but it is only 
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when looking at the specific context in which public money is used that we 
can reach any conclusions about its additionality. 

Note, that input is sometimes difficult to define in the case of policy ac­
tions that do not correspond to some sort of funding of innovative firms; 
obviously all policy actions are costly, so they always involve financial 
outlay on the part of the State, but it is not clear that this would be the best 
variable to take into account. Perhaps displacement/additivity of resources 
would be a more meaningful concept. For instance, in the case of property 
rights, comparing State investment in the legal system to the resources de­
voted by the agent to establishing some type of protection; in the case of 
cooperation, comparing State investment in the fimding of networks with 
the resources invested by firms, etc. 

f.4,2-3 Behaviour Additionality 

The concept of behaviour(al) additionality relies on the possibility that 
State policy has an influence on the behaviour of agents: in the absence of 
public action, the agents might have acted differently during the time cor­
responding to the period of the policy action (for instance, during a State-
supported project); the project could have been less ambitious, involved 
different partners, taken longer, etc. 

One problem is that investigating the behaviour of agents does not di­
rectly give information about whether the behaviour "with" State action is 
better or worse than the behaviour "without" State action, i.e. if there is 
additionality or not. Also, to a certain extent, examining behaviour addi­
tionality seems redundant in the attempt to build the alternative scenario 
mentioned above, even though it might result in a much more detailed sce­
nario than in the case of output additionality. From an analytical point of 
view, examining behaviour additionality only provides an explanation for 
the existence or the absence of input and output additionality. For instance, 
if one assumes that the objective of actions supported by the State would 
have been achieved (although perhaps later) and in a different way, even 
without State intervention, the difference looked for in the additionality 
analysis lies in the behaviour of the agents. In other words, by this means 
one could enrich the evaluation with an analysis of the innovation process 
itself, which could eventually help the policy maker to refine the way he 
implements his programme. To this extent, it does not add much to the so­
lution of the additionality problem from either a neo-classical, or an evolu­
tionary-structuralist perspective. However, it may allow us to compare dif­
ferent ways of reaching the same result, in particular different learning 
processes, if we adopt the second framework. 
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1,4,2,4 Towards a Cognitive Capacity Additionality? 

As we have seen, the first two types of additionality (and to a lesser extent 
the third) are strongly connected with the NC fi*amework and the related 
input/output method of analyzing the innovative activities. Based on the 
arguments developed in Section 2 of this chapter another focus might be 
the changes affecting the agents themselves, or, more generally, the 
changes affecting the system that runs the innovative activity. Following 
the different approaches to understanding organisations and systems, this 
could lead to the definition of organizational additionality, structural addi­
tionality, institutional additionality, behavioural additionality (in a quite 
different sense fi'om that described above, dealing with the change in the 
agents' behaviour after State intervention^), etc. From an ES point of view, 
we would argue that the fundamental issue would be that of cognitive ad­
ditionality. Does the policy action change the different dimensions of the 
cognitive capacity of the agent? It is obvious that cognitive capacity addi­
tionality is linked to those types detailed above. It depends on certain types 
of physical devices, on certain types of codebooks and codified knowledge 
(patents, publications, norms, etc.) and on certain types of explicit proce­
dures (project management methods, quality control, etc.), that all to some 
extent could be considered to be outputs of the activity supported by the 
State. But whereas such outputs are treated as independent objects in out­
put additionality, they are here context-dependent and combined with other 
dimensions of the cognitive capacity of the system affected by the policy 
action. Also, it can be argued that the changes in cognitive capacity will 
determine the future capacity to produce new outputs. But they cannot be 
reduced to some sort of discounted value of future outputs, since the cogni­
tive capacity encompasses supplementary dimensions related to creativity 
and adaptation that allow determination of (adaptation to) fiiture situations 
that cannot be envisaged. 

It must be acknowledged that the difficulty of putting this concept into 
practice relates to the difficulty in defining all the dimensions of cognitive 
capacity and of the changes to it. Only some pieces of the puzzle can be 
identified. Some important dimensions could concern the absorptive 
capacity of the agent, its ability to master the codes used to articulate the 
existing and emerging knowledge, its capacity to interact with its environ-

^ The agent will use different routines (project management, research activities, 
etc.) or will use existing ones differently; he will interact differently with his 
environment, etc. 
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ment, etc. Obviously, this is also related to the concepts developed by the 
competence-based approaches. 

Finally, it is obvious that the problem of cognitive additionality in the 
alternative scenario is more complex than output additionality, and proba­
bly much too complex to cope with. The null hypothesis, although already 
very difficult to define, would be the only solution. 

1.5 Conclusion: Beyond an Oversimplified Antagonism 
Between the Rationales for S&T Policy 

The description in this chapter has painted a picture of a radical opposition 
between the NC and the ES frameworks. However, these frameworks 
should be envisaged in terms of their complementarity, each focusing on 
one particular aspect, that is, the problem of the allocation of resources (for 
the NC framework) and the problem of the creation of resources (for the 
ES framework). The fact that, according to the frameworks, one aspect is 
often privileged to the detriment of the other should not be seen as a prob­
lem. For instance, the NC framework can help us to understand how to 
solve incentive problems by enhancing resource allocation, but does not 
explain how this will result in scientific and technological progress nor 
how it will affect economic development. And, whereas the ES framework 
proffers some ideas about networking and the evolution of research and 
innovation systems, it does not help in determining the level of resources 
that should be allocated to the system and its components. This comple­
mentarity between the two frameworks is also clear when we look at the 
role of markets and the role that the State can play in terms of market crea­
tion. Although obviously central to the NC framework, the role of the 
market is not completely denied by the alternative framework, being ac­
knowledged, for instance, to be a decisive element in the selection process. 
However, in the NC framework, the creation of markets requires the crea­
tion of demand or supply, the definition of property rights on the good that 
is exchanged, and the general conditions of market operation. In the ES 
framework the main focus is on the creation of an infrastructure and 
knowledge capacity, which are required to make the market exist. In other 
words, this framework tends to adopt a sociological view according to 
which the market is a social construct involving cognitive capacity, and 
not just a natural way of organizing the economy. 

In terms of policy analysis and policy design, this complementarity first 
entails that market failures can coexist with learning failures, and probably 
these two aspects are more intrinsically connected than has been analyzed 
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so far (possibly one reinforcing the other). But a second, and equally im­
portant conclusion, is that the S&T policy actions derived from both ana­
lytical frameworks are neither necessarily different nor antagonistic, and 
may be also complementary. What is crucial is that a given policy action 
(for instance, subsidizing firms' R&D activities), seemingly common to 
both frameworks (although a much more detailed analysis would obvi­
ously reveal some differences in the practical applications of this given 
policy principle), is differently justified by each framework, and is effected 
for different purposes. For instance, property rights tools will be con­
structed with a view to optimizing incentives for potential innovators (in 
NC oriented policy), while they will probably be designed in order to help 
knowledge sharing and combination (in ES oriented policy). Similarly, co­
operative R&D will be publicly supported to reduce risk and achieve cost 
sharing following a NC orientation, but will be supported to create or rein­
force networking and the creation of collective knowledge in an ES per­
spective. 

Much conceptual and empirical work remains to be done to thoroughly 
articulate the perspectives provided by both frameworks, and to benefit 
from a "dual use" of policy actions. Related to this question of duality is 
the question of complementarity and coherence between different policy 
actions. Facing different sorts of failures, the policy-maker is never able to 
choose one single action, but rather has to define a policy mix. This issue 
certainly needs deeper investigation. 

Another consequence of this dual dimension of most, if not all, policy 
actions is that logically the impact of any one policy action should not be 
evaluated in the same way in each framework. In other words, as S&T pol­
icy principles are based on different rationales related to different theoreti­
cal frameworks (leading to different objectives), evaluation techniques and 
tools are based on different evaluation perspectives related to different 
theoretical frameworks (leading to different "objects" of evaluation). One 
must take account of this necessary coherence when launching any evalua­
tion exercise. In this respect, the different, and surely complementary, di­
mensions of the additionality concept are particularly interesting, since 
they highlight how various rationales lead to various understandings of the 
possible "differences" generated by public intervention. 

Since the mid-1980s, policy options have also been analyzed as favour­
ing either the horizontal or, conversely, vertical dimensions. Again, in each 
framework, the alternatives could be justified, and one could not claim that 
a given option stems anal3^ically from a particular framework. Neo­
classical externalities could be higher between than within sectors, or mar­
ket failures could be more prominent and damaging in certain sectors 
(Martin and Scott 2000), and the collective cognitive capacity could be 
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more or less relevant to different sectors. Another classification of S&T 
policy orientations is to distinguish between mission and diffusion-
oriented policies (Ergas 1987). At first sight, mission-oriented policy ap­
pears to be more connected to the NC framework, while diffusion-oriented 
policy is more rooted in the evolutionary constructivist one. However, 
there may be circumstances in which the concentration of support for a 
small number of technologies, and for larger firms, is the best way to de­
velop cognitive capacities and enlarge the knowledge base. Thus, the so-
called large programmes that are frequently associated with mission-
oriented policies can find justification within both frameworks. Con­
versely, diffusion of information and cooperation are not absent from the 
neo-classical perspective (Cantner and Pyka 2001). The two distinctions -
horizontal vs. vertical policy and mission vs. diffusion policy - are a rather 
empirical orientation of policy, which always borrows implicitly or explic­
itly from both frameworks. 

In both frameworks, there is also a need to combine S&T policy with 
other policies (anti-trust, commercial, education, etc.). In the NC frame­
work, the distinction between the different policies is straightforward, 
since each of them can act on a limited and a priori defined set of variables 
of the NC model (such as incentives, price, market structure, etc.). In the 
ES framework, the differences are less evident and almost all policies can 
impact on the whole system because of all the interactions occurring at all 
stages. Recent works (Koelliker 2001) demonstrate the combined impact 
of S&T and anti-trust policies on innovation. 

More broadly, it must be stressed that the present overview only deals 
with the theoretical basis of S&T policy. Obviously, actual policy-making 
is not a simple application of these theoretical recommendations, and is 
largely influenced by other rationales, for instance, related to politics, ad­
ministration, lobbying, etc. A better knowledge of the coherence between 
those two sets of principles should certainly be developed in order to make 
the decision-making process more efficient and more beneficial for the 
whole of society. 
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Appendix A 

Table 1.1. The economic foundations of the two dominant paradigms 

Standard/Neo-classical framework: 
___mainjea5^ 
Market: unique mode of coordination 

and selection 

Equilibrium 

Static analysis 

Optimizing rationality 

Input-output perspective/linear model 
innovation 

Central focus: optimal allocation of 
resources 

Normative reference: welfare/Pareto 
analysis 

Research (S, T, I) as input-output 
system producing information + 
information as an input for 
downstream activities 

Evolutionist structuralist framework: 
main features 

State is part of the game 

No equilibrium 

Dynamic analysis/Path dependency 

Other forms of rationality 

of Inter-active model of innovation 

Central focus: creation of resources, key 
resource is knowledge + knowledge 
is different from information 

Unclear normative reference: 
"adequate" 

system/process/cognitive 
capacities? Environment ensuring 

Knowledge coming from anywhere in 
the system (not only research) 
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Appendix C 

Table 1.2. Policy tools and instruments in the two dominant paradigms 

Interpretation in the NC 
rjmewDi^ 
Reduce uncertainty and a-
symetries 

idem 

Substitute to private in­
vestment for production of 
scientific output considered 
as public good 

Partially substitute to priva­
te investment for producti­
on of technology conside­
red as non-rival and partly 
excludable good 

Substitute to private de­
mand (limited in time) 
Full guarantee of appropri-
ability of technology consi­
dered as non-rival and part­
ly excludable good 
Internalize externalities : 
monetary (vertical coopera­
tion), knowledge (horizon­
tal cooperation); diffusion 
of information; risk/cost 
sharing 
Substitute to private in­
vestment for production of 
human capital 

Basic tools and instruments 
^o£S&Tjgiolic;^ 

Diffusion of 
Information Knowledge 

Public intermediaries of 
Information Knowledge 

Public labs in Science 

Subsidy to R&D activities 
of firms 

Public procurement 

Property rights 

Cooperation 
Firms, All 

types firms 
and public labs 

Education 

Emergence of standards and 
plateforms 

Norms, regulations 

Interpretation in the ES 
raunewodc 
Change the available know­
ledge-base; involves codifi­
cation; change distribution 
of knowledge 
Idem; 
Reinforce coordination 

Increase and change the a-
vailable knowledge-base by 
reinforcing exploration; in­
volves codification; change 
emitting/absorptive capaci­
ty of labs 
Increase and change the a-
vailable knowledge-base by 
reinforcing exploration; in­
volves codification; change 
emitting/absorptive capaci­
ty of firms 
Orient selection process by 
reinforcing exploitation 
Partial change of 
emitting/absorptive capaci­
ty 

Change distribution and 
sharing of knowledge; rein­
force coordination and 
complementarity; change 
emitting/absorptive capaci­
ty 
Increase cognitive capacity 

Orient selection process; 
involves codification 
Orient selection process; 
involves codification 

lent selection 
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2.1 Introduction 

The topic of this chapter is the rationale for innovation policy in advanced 
market economies. Since innovation and its associates, invention and the 
diffusion of innovation, play such a central role in the performance of 
modem economies, indeed they constitute a defining element in the claim 
that they are knowledge-based, it is hardly surprising that this rationale 
should be an indispensable part of economic policy more generally. The 
Barcelona accord on research and development (R&D) spending^ suggests 
how important this issue is for European governments, and raises the ques­
tion of whether policy frameworks and instruments exist to reach the ob­
jectives of this accord. In particular, will it be possible to protect any sus­
tained increase in innovation expenditures from the effects of diminishing 
marginal returns in the short run and in the long run^? We shall argue that 
new perspectives are needed on innovation policy if innovation is to be 
stimulated in Europe while avoiding the spectre of diminishing returns. We 
also suggest that the traditional rationale for innovation policy, market 
failure, is flawed in its understanding of the innovation process and, more 
fundamentally, flawed in is understanding of the wider process of competi­
tion in the modem world. The reasoning behind this claim is that processes 
of innovation depend on the emergence of innovation systems connecting 
the many actors engaged in the innovation process, and that these systems 
are essentially self organizing. Innovation systems do not exist naturally, 
but have to be constmcted, instituted for a purpose, usually but not 
uniquely to facilitate the pursuit of competitive advantages by firms. To 

^ To raise European R&D to 3% of GDP by 2010 with at least two-thirds of this 
contributed by industry. 

^ Diminishing returns to the economic payoff, not diminishing returns to the 
growth of scientific and technical knowledge. 

mailto:Stan.Metcalfe@man.ac.uk


48 James Stanley Metcalfe 

anticipate the conclusion, innovation policy should be about facilitating the 
self-organization of innovation systems across the entire economy, not 
only in 'new' sectors. In sustaining this claim, we shall argue that innova­
tion is one element, perhaps the most important, of the general class of in­
vestment activities in an economy, that it is complementary with other 
classes of investment undertaken by firms and other organizations, and that 
it requires much more than expenditure on science and technology for its 
realization. A functioning science and technology (S&T) policy is in the 
first instance a stimulus to invention, in the process it facilitates innova­
tion, but the connection between the two is essentially a matter of invest­
ment, of present commitment in anticipation of future return, and it is 
equally important that policy promote the general process of investment if 
innovation is to flourish. Thus R&D spend may be a necessary underpin­
ning for innovation but it is certainly not sufficient, other complementary 
investments in skills, productive capacity and markets are also required. 
As an innovation policy lever on its own, S&T policy leaves much to be 
desired. Moreover, all investment is uncertain in its consequences, but in­
vestment in innovation is particularly prone to the unexpected and the un­
intended consequences of action, precisely because innovation is a major 
source of business uncertainty. In exploring the limits of the market failure 
doctrine we also draw attention to the general limitations of an equilibrium 
approach to the analysis of innovation and competition and suggest that an 
adaptive evolutionary process view is a far sounder framework for under­
standing and policy guidance. Innovation involves the growth of multiple 
kinds of knowledge including knowledge of how to organize and knowl­
edge of the market opportunities, and these different kinds of knowledge, 
complementary to scientific and technological knowledge, are gained in­
separably from the competitive market process. Innovation is a route to 
competitive advantage, but the converse is true also, that competition 
shapes the innovation process; the two phenomena are inseparable. In de­
veloping the argument, we will amplify the idea of innovation systems but 
not from a national perspective. Rather we emphasize the local character of 
innovation systems and the need for policy to deal with the issues sur­
rounding their birth, growth, stabilization and, if necessary, decline. Na­
tional arrangements influence the ecology of organizations and the institu­
tional rules of the game that enable innovation systems to be formed but 
innovation systems are not intrinsically national. Indeed a central implica­
tion of the unification of the European market is that 'local innovation sys­
tems' will cross national boundaries, with the prospect that national poli­
cies develop inconsistencies that are inimical to innovation performance. 
Thus, we argue that a systems failure perspective allied with notions of 
evolutionary competition will enable governments to form and implement 
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effective policies. Since innovation requires the development of new 
knowledge, typically within firms but more broadly in contributing 
innovation systems, the stimulus of innovation cannot ignore the 
conditions that facilitate the growth of knowledge and the communication 
of information. This epistemic dimension turns out to be of quite crucial 
importance in the innovation systems failure perspective. Finally, we say 
little directly about existing policies and instruments and direct the reader 
to a recent paper by Luke Georghiou for a detailed elaboration and 
evaluation of European level policies^ 

2.2 Attributes of the Innovation Process 

We begin with a brief statement of the relevant attributes of the innovation 
process. Innovation is, first and foremost, a matter of business experimen­
tation, the economic trial of ideas that are intended to increase the profit of 
or improve the market strength of a firm. This occurs in two broad sets of 
conditions, defined by innovation in existing enterprises and innovation by 
new enterprises, and the two are quite different contexts for innovation ex­
periments. Innovation, in this regard, is the principal way that a firm can 
acquire a competitive advantage relative to its business rivals. As a process 
of experimentation, a discovery process, the outcomes are necessarily un­
certain; no firm can foresee if rivals will produce better innovations nor 
can it know in advance, even when all technical problems are solved, that 
consumers will pay a price and purchase a quantity that justifies the outlay 
of resources to generate a new or improved product or manufacturing 
process. This is not a matter of calculable risk, for probabilities cannot be 
formed in respect of unique events, events that change the conditions un­
der which future events occur. There is an inevitable penumbra of doubt 
that makes all innovations blind variations in practice, and the more the in­
novation deviates from established practice the greater the fog of irresolu­
tion. Perhaps the fundamental point is that innovations are surprises, nov­
elties, truly unexpected consequences of a particular kind of knowledge-
based capitalism. This does not mean that innovation is irrational behav­
iour, firms are presumed to irmovate in ways to make the most of the op­
portunities and resources at their disposal; however, neither the opportuni­
ties nor the resources available can be specified with precision in advance. 
Innovation is a question of dealing with the bounds on human decision 
making, it is to a substantial degree a matter of judgment, imagination and 

^ See Raising EU R&D Intensity, European Commission, 2003, the report of an 
expert group under the chairmanship of Professor Georghiou. 
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guesswork, and the optimistic conjecturing of future possible economic 
worlds. Consequently, policy instruments must be subject to the same pe­
numbra of doubt in terms of their effects on the innovation process; there 
will be unanticipated consequences of innovation policy and great diffi­
culty in tracing cause effect relationships in the evaluation of policy. 

The second attribute of the innovation process is the necessity for new 
beliefs and knowledge to emerge before innovation is possible. Moreover, 
innovation requires the drawing together of many different kinds of infor­
mation, on the properties of a device or method, on the way to organize 
production and the perceived needs of the market. It is the combination of 
these elements that matters and the only locus of combination in capitalism 
is the firm'. Thus while many agencies may provide information valuable 
to the innovation in question, only the innovating firm can combine them 
into a "plan" for innovation. Neither universities, nor government laborato­
ries nor knowledge consultancies, which play an increasingly important 
role, have this final combinatorial responsibility, in this, the for-profit firm 
is unique. The corollary of this is that multiple kinds of knowledge are 
typically required to innovate and many of the sources of this knowledge 
will lie outside the firm, which has to extract the necessary information 
and integrate it into its own knowledge (Gibbons et al. 1994). Conse­
quently, the external organization of the firm and the management of its in­
ternal processes are essential elements in the innovation process and this 
insight is the foundation of the innovation systems perspective. 

The third attribute of innovative activity is its embeddedness or more 
accurately its instituted position in the competitive market process. Not 
only do firms innovate to generate market advantages relative to their per­
ceived rivals, so that the functioning of markets shapes the return to inno­
vation, but market processes and their wider instituted context of law, cus­
tom and regulation greatly influence the outcomes of innovation and the 
ability to innovate. Innovation is not a matter of market processes acting in 
isolation but of the interdependence between market and non market, and 
public and private spheres of action. Moreover, the instituted context is 
broadly based, for example, the way users respond to an innovation and 
the ability of a firm to raise capital and acquire skilled labour and compo­
nents necessary to an innovation are essential market process determinants 
of innovation activity. Yet, the fundamental test for successful innovation 
is not that it works but that it is profitable ex post, and this is a matter of 
market process. If markets are inefficient and distorted, this can only harm 

"̂  Broadly defined to include not for profit organizations that produce goods and 
services, such as hospitals, as well as the traditional for profit business organiza­
tion. 
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the innovation process and when incumbents and conservative users un­
duly control the relevant markets, the effect will be similar. It follows that 
competition policy and an efficient markets policy, more generally, are 
necessary elements in innovation policy. Conversely, a pro-innovation pol­
icy is perhaps the most effective contribution to a strong competition pol­
icy. 

Since innovation entails the acquisition of new knowledge, we need to 
be clear what is meant by knowledge, and the processes by which it is gen­
erated and diffused. Knowledge has a unique property, it always and only 
ever exists in the minds of individuals and it is only in individual minds 
that new innovative concepts and thoughts can emerge. This is fundamen­
tal, it is why we recognize the entrepreneur and the prize-winning scientist 
- they are different as individuals - and from it follows the fact that 
knowledge is always tacit it is never codified as knowledge. What is ar­
ticulated and codified is information but information is only ever a public 
representation of individual knowledge, sometimes virtually a perfect rep­
resentation, but in many significant cases not. As Polanyi (Michael not 
Karl) expressed it, we know more than we can say and can say more than 
we can write. Since economic activity in firms and beyond depends on the 
ability of teams of individuals to coordinate their actions, it follows that 
processes must exist for correlating the knowledge of the individual mem­
bers so that they understand and act in common. In regard to innovation, 
the internal organization and business plan of the firm are the primary 
means of coordinating information flow and turning individual knowledge 
into the necessary hierarchy of understanding and actions. It may be help­
ful to conceive of the organization of a firm is an operator, a local network 
of interaction through which what the individual members of the firm 
know is combined to collective effect. The spread of understanding in cor­
related minds is essentially a social process of human interaction, however, 
a chief consequence of information technology is that information can be 
communicated at a distance and this makes possible the inclusion of a firm 
in wider, less personal networks, including the scientific and technological 
networks that communicate almost exclusively in written form. To call 
these knowledge networks may be understandable, but it is a mistake. The 
relevant networks are information networks, perhaps better expressed as 
networks of understanding, and could not be otherwise, and their signifi­
cance is in shaping what individuals in firms, and other organizations 
transmit and receive as information. It is not that information is transmitted 
with error, it may be, rather, what matters is that information may legiti­
mately be 'read' by recipient and transmitter in different ways. The inter­
pretation of the message is not in the message but in the different minds of 
the parties concerned (Arthur 2000). Indeed the growth of knowledge de-
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pends on this possibility of divergent interpretation of the information flux. 
All innovations are based on disagreement, on a different reading of in­
formation much of which is currently available in the public domain. Thus, 
the prior knowledge state influences what is 'read' and what is 'expressed' 
and, as Rosenberg (1990) made clear, firms have to invest in their own un­
derstanding if they are to participate effectively in innovation information 
networks and this is why it is necessary for them to conduct their own 
R&D^ Thus while information is a public good, in the sense of being use­
able indefinitely, it is not a free good, scarce mental capacity must always 
be engaged to convert it to and from private knowledge (Cohendet and 
Meyer-Kramer 2001). Here we find one of the principal sources of varia­
tion in the innovation process, innovations are conceived in individual 
minds and these minds differ. It only needs a moment's refiection to rec­
ognize that if all individuals held the same beliefs there could be no growth 
of knowledge and no innovation and thus the beliefs in question could not 
have emerged in the first place. Idiosyncracy, individuality, imagination 
are the indispensable elements in the innovation process and the way inno­
vation policy is fi-amed must recognize this fact, indeed, without them en-
trepreneurship would not be recognizable. The obvious corollary to the 
policy process is that innovation cannot be planned from on high, it 
emerges from below. 

Scholars interested in innovation have for many years drawn upon the 
useful Polanyian (1958) distinction between tacit and codified knowledge, 
the former embodied in human skill and practice, the latter in material 
form. Tacitness is presented as a reason why information does not flow 
freely, while codification, is a process to make information public. Thus, 
Gallon (1994) is quite right to point out that the limits to excludability de­
pend upon the way in which information is embodied in different commu­
nication media, and that access to any particular knowledge depends upon 
complementary assets being accimiulated to give the capability to maintain 
and use knowledge based statements. However, it is important to recognize 
the point that the division of knowledge into mutually exclusive categories, 
codified and tacit, does not uniquely reflect properties of the knowledge it­
self. Rather, it is in part an economic decision dependent on the scale on 
which the information is to be used and the costs of codification. It is thus 

^ It is said that the British system of Industrial, Cooperative Research Associa­
tions, set up primarily in fragmented industries, failed to raise innovation per­
formance, precisely because their target firms did not invest in acquiring their 
own capacity to understand the research and development carried out on their 
behalf. 
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inextricably linked with the division of labour in the economy more 
widely, as I shall explain below. 

The distinction drawn here between information, knowledge and the un­
derstanding necessary for teamwork and cooperative endeavour, also bears 
on the question of property rights in knowledge and the assessment of the 
system of protection of intellectual property. Quite obviously, in the light 
of the above, knowledge is always proprietary it never leaves the minds of 
individuals, it is only its expression as information in a public domain that 
raises questions of intellectual property. Thus the oft-expressed view that 
secrecy is a very effective, perhaps the most effective form of protection. 
Where this is unavoidable, and in respect of product innovations it is 
nearly always so, patents protect the economic exploitation of the idea, but 
not its exploitation in a wider sense. Namely, the quid pro quo for eco­
nomic protection is the placing of an accurate description of the invention 
in the public domain thus opening the possibility that others are guided to 
the same effect, and by a different route. This is the technological price the 
inventor pays for the economic right of exploitation, and rightly so. It 
should also be remembered that patents protect the exploitation of the 
knowledge in the invention and that this is only part of the knowledge re­
quired to innovate. The firm with the excellent patent record is not neces­
sarily the firm best able to turn those inventions into profitable innova­
tions. 

A fourth implication for the innovation process is that the systemic, 
emergent nature of group understanding leads directly to the basis of inno­
vation systems. There is an increasingly elaborate division of labour in the 
generation of knowledge, to use an old economic concept, the division of 
knowledge labour is becoming increasingly 'roundabout' in nature. Since 
Adam Smith, scholars have recognized that the knowledge contained in 
any economy or organization is based on a division of mental specialism. 
It is not simply that the division of labour raises the productivity of the pin 
maker, it also raises the productivity of the 'philosopher and man of specu­
lation' and greatly augments the ability to generate knowledge in the proc­
ess. When this division of labour is not contained within the firm we have 
the conditions for an innovation system to emerge and the necessity for the 
coordination of the divers minds within that system. Innovation systems 
are the necessary consequence of this division of knowledge; and these 
systems do not arise naturally, they have to be organized and are not to be 
taken for granted. This self-organization process is a central concern of in­
novation policy from a systems failure perspective. Innovation systems 
are, in Hayekian terms, a form of spontaneous order, that is to say they are 
self-organizing. Perhaps the most obvious characteristic of modem econo­
mies is the distributed nature of knowledge generation and the consequent 
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distributedness of the resultant innovation processes across multiple or­
ganizations, multiple minds and multiple kinds of knowledge (Coombs et 
al. 2004). As a system, what matters are the natures of the component 
parts, the patterns of interconnection and the drawing of the relevant 
boundaries and each of these aspects forms a dimension of innovation pol­
icy, as we explore below. 

Fifthly, and finally, it is helpfiil to group the factors that influence the 
ability to innovate into four broad categories, perceived opportunities, 
available resources, incentives and the capabilities to manage the process. 
In principle, we could imagine policy levers for each of these elements, but 
what matters is that all four need to be addressed if policy is to be effec­
tive. Thus, increasing the resources devoted to innovation is likely to run 
into rapidly diminishing returns if new opportunities are not perceived or if 
the management of innovation is weak and poorly connected with other ac­
tivities in the firm (Carter and Williams 1957) 

With these aspects of the innovation process in mind we turn now to an 
assessment of the traditional market failure rationale for policy and then 
contrast it with the systems failure perspective before drawing general 
conclusions for policy. 

2.3 The Limits of IVIarket Failure 

The development of an economics of information and knowledge in the 
1960s led scholars to the realization that knowledge and information are 
not normal economic commodities but possess attributes that do not make 
them natural candidates for market exchange (Nelson 1959; Arrow 1962). 
The market failure doctrine and the rationale it provides for innovation 
policy have followed fi-om these insights. Central is the idea that markets 
in relation to knowledge and information have an inherent tendency to 
produce socially inefficient outcomes, inefficiencies that provide the justi­
fication for failure correcting public policies. The private hand is not 
guided to produce and use the socially optimal amount of knowledge, and 
the optimizing policy maker is justified in corrective intervention through 
the joint provision of resources and incentives at the margin. This has 
proved to be a powerfiil set of ideas for shaping policy debate, particularly 
concerning the public support of university based science and technology 
that are far fi-om market application. I shall argue that it has been a far less 
usefiil means for designing specific innovation policies in relation to pri­
vate firms. The reason is clear, the idea of a perfectly competitive alloca­
tion of resources (the doctrine of Pareto optimality) on which the idea of 



2 Systems Failure and the Case for Innovation Policy 55 

market failure is premised is a distorting mirror in which to reflect the op­
eration of a restless capitalism. This doctrine seriously misreads the nature 
and role of competition in modem societies through its failure to realize 
that capitalism and equilibrium are incompatible concepts and that innova­
tion and enterprise preclude equilibrium. 

Why does the market failure doctrine fail in respect of irmovation? The 
reasons are hidden within the properties of a perfectly competitive econ­
omy. For its realization not only must all agents be denied the power to in­
fluence prices of products and productive factors, there must also be a 
complete set of markets that values all consequences of all economic ac­
tion in the present and in the indefinite future. In general, the set of possi­
ble markets is incomplete and serious problems follow. The consequences 
of action that are not priced in the market are called externalities and, fi^om 
an irmovation perspective, the most significant externalities relate to im­
perfect property rights in the exploitation of knowledge. If the works of the 
inventor can be copied without cost, others may turn invention into inno­
vation, and erode the incentives to invest in invention. This has long been 
recognized as a justification for patent and copyright systems and rightly 
so. Nonetheless, the practical implications of intellectual property protec­
tion are less straightforward. 

The problems are two-fold. It is not information spillovers per se that 
damage the incentive to invest in knowledge production but a presimiption 
of instantaneous and complete spillover, an unlikely state of affairs for rea­
sons which become clear belov^. Absent this and the existence of many 
practical ways that firms have developed for protecting knowledge ac­
quired privately, and it becomes clear that inventors and innovators may 
still gain an adequate return from their investments without patent protec­
tion. Secrecy and a short product lifecycle, are familiar examples and help 
explain why patent protection is only considered significant in a small 
number of industries, those with high invention costs and long lead times 
to market. Secondly, this doctrine is far too negative, not all information 
spillovers are between direct competitors or diminish innovation opportu­
nities. The difficulty arises fi-om thinking that all firms are the same, losing 
sight of the fact that they read the information flow with different 'minds'. 
Spillovers can, and generally will, have positive benefits in stimulating the 
differential creation of new knowledge, which should not be underesti­
mated, indeed, this is why patents are designed to put inventive ideas in the 

^ I note in passing that what is spilt is information (messages) not knowledge. The 
knowledge content of any information flow is, of course, notoriously unpredict­
able as any university examiner knows only too well. That this is so is essential 
to the emergence of novelty. 
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public domain. There is no reason why an alert firm should not gain more 
than it loses from the unplanned flow of information and so enrich its in­
novative capacity. In this regard, information spillovers are to be encour­
aged and one might expect firms to try to manage this process through 
links with other knowledge generating institutions, which is precisely what 
we observe in practice^. What is interesting about the idea of property 
rights in commercially valuable knowledge is that they sit side by side 
with very imperfect property rights in economic activities more generally^ 
Copy my invention and I can pursue you in the courts. Make a better, but 
unrelated, equivalent and there is nothing we can do except compete. In­
deed if it were otherwise, it is difficult to see how capitalism could have 
been the source of so much economic change and development. This 
means of course that competition is a painful process. Investors, whether 
their assets are in paper titles or human skills, are ever open to the erosion 
of their worth by innovations made by others, this is why innovation 
driven capitalism is, from a welfare point of view, an uncomfortable rest­
less system. The fact that, on average, innovation enhances the standard of 
living should not blind us to this fact and to the inherently imcertain, po­
tentially painful nature of innovation related economic processes. From a 
policy viewpoint, one immediate implication is that the scope of patents 
should not be drawn too broadly, for this simply limits the ability of others 
to creatively explore the design space which any patented invention has 
placed in the public domain. A world with no spillovers simply restricts, 
perhaps makes impossible, the wider and deeper growth of knowledge. 
Thus, broad patents have the potential to damage the creativity of the capi­
talist model (Merges and Nelson 1990). 

Externalities do not exhaust the idea of missing markets. Perhaps more 
important is the absence in general of futures markets to guide investment 
decisions. All innovations are investments, activities that require current 
outlay in advance of the economic return. Yet the markets to trade these 
future outputs, by establishing the price today for an activity to be sold say 
a year hence, exist only for a narrow range of standardized commodities 
that are broadly speaking unaffected by the prospect of innovation. In the 
absence of known prices, the only recourse is to substitute the judgment of 
entrepreneurs. This uncertainty is intrinsic to the market process, for the 

^ Hence the increasing volume of work which points to the role of knowledge 
spillovers in productivity growth. Cf. Griliches (1998) for an authoritative treat­
ment. 

^ It is worth noting that competition authorities in the UK have taken a dim view 
of firms that refuse to grant licences to exploit their patents and of attempts to 
use Hcences to distort the competitive process. 
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most significant sources of micertainty relate not to whether it will rain a 
year from today, but whether others will have developed superior innova­
tions by that date. It is not the game against nature that matters but the 
capitalist game of innovation, of rival against rival. In modem capitalism, 
genuine uncertainty is 'built in', as it were, and its consequences for the 
willingness to invest in innovation are far more difficult to cope with, be­
cause innovations, like all discoveries, are unique events for which the 
probability calculus is an inappropriate method of analysis. Much decision 
making about knowledge creation is at root an act of faith, it is a matter of 
the conjecture of imagined future worlds with necessarily unpredictable 
time delays between knowledge creation, application and market testing 
(Loasby 1999). Keynes's much ignored notion of animal spirits is certainly 
appropriate as a route to understanding innovation in capitalism. More­
over, it is not at all obvious that the process of accumulation of scientific 
or technological knowledge is any less hazardous than the accumulation of 
market knowledge (Gallon 1994). A central implication of this theme is 
that investment becomes impossibly difficult in perfectly competitive mar­
kets as pointed out by Richardson (1961). Current market prices do not 
convey the information required to invest since they do not convey infor­
mation about the investment plans of rivals. Consequently, firms seek 
other ways to tacitly or explicitly coordinate their activities whether com­
plementary or competitive and these necessitate deviations from the atom­
istic competitive ideal. Although Richardson directed his analysis at in­
vestment in productive capacity, it applies equally well to investment in 
innovation, and one would predict a need for market imperfections if such 
investment is to be stimulated. One consequence of all this is that innova­
tion processes are mediated by a range of non-market methods, primarily 
involving information networks and other forms of arrangement between 
organizations and individuals, procedures that build confidence and trust 
and work to limit the damaging consequences of uncertain, asymmetric in­
formation. These arrangements are precisely contrary to the idea of compe­
tition between isolated, atomistic, independent firms. Without market 
power, innovation becomes an unlikely occurrence, and collaborative 
R&D arrangements, for example, are one way of dealing with the implied 
coordination failures. 

However, it is not at all obvious from a wider view that the missing 
markets constitute market failures in the narrow sense that we have used so 
far. Uncertainty and asymmetries in knowledge are direct consequences of 
a market process in which innovation is the driving force for competition. 
Without innovation, it is possible that a richer ecology of futures markets 
would come into existence, but this is not the market capitalism we know, 
it is rather a picture of a stationary state. It is surely perverse to label as 
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market failures phenomena that are integral to the competitive market 
process and which give modem capitalism its unique dynamic properties. 
Nor is there any obvious way that policy could 'correct' for lack of futures 
markets, they are simply intrinsic to the process of innovation and eco­
nomic change. The fundamental fact is that profits follow from the de­
ployment of ideas that others do not have, with the consequence that the 
whole system dynamic depends upon the generation of unquantifiable un­
certainty and asymmetries in information. One cannot sensibly argue that 
the economy would perform better if innovation related uncertainties were 
reduced, for the only way to reduce these uncertainties is to reduce the in­
cidence of innovation and thus to undermine the mainspring of economic 
progress. This does not deny that radical uncertainty can be a justification 
for policy intervention. Indeed the rationale for the public support of fun­
damental research in science and technology lies in the fact that the links 
between these general categories of knowledge and market exploitation of 
specific innovations is often so tenuous that private firms would, quite le­
gitimately, find no justification for investing in these kinds of knowledge. 
Even here, the matter is not clear-cut. For by no means all university re­
search in fundamental science and technology is funded by government, 
and of that which is, a proportion is directed at meeting the mission objec­
tives of government agencies in such areas as defence or health. Con­
versely, non-academic organizations carry out a substantial portion of 
work on fundamental science and technology; indeed large private firms, 
usually multinational firms, can often boast far more advanced research fa­
cilities than can universities^ 

Having dealt with the problem of missing markets, consider next the 
idea that perfect competition requires an absence of market power, in par­
ticular that each firm be small relative to the scale of market to make this 
possible. It is recognized that a major reason this condition will not be 
achieved is the presence of some form of increasing returns in the use of 
resources. Yet, fundamental to the economics of knowledge production 
and dissemination is the fact that the exploitation of all knowledge is sub­
ject to increasing returns: the fixed cost of producing an item of knowledge 
can be spread over a greater volume of output, as it is used more widely 
and more intensively in the production process. Since one cannot innovate 
on the basis of a fraction of a technology or a quarter of a scientific fact, 
there is necessarily an indivisible cost of creating the complete set of 
knowledge behind an innovation. Consequently, the costs of exploiting an 

^ Narin et al. (1997) find that of the US scientific papers cited by US industrial 
patents only 50% came from academic sources while 32% came from scientists 
working in industry. 
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innovation fall with the scale of exploitation, precisely the condition that 
removes the possibility of perfect competition. Furthermore, every invest­
ment in innovation nov^ requires its own expected minimum scale of ex­
ploitation if an adequate return is to follow .̂ The result of these considera­
tions is the complete inability of the perfectly competitive model to 
provide guiding iimovation policy principles in a w ôrld w ĥere firms are 
required to innovate in order to compete (Stiglitz 1994). The overhead in­
novation costs that firms must incur unavoidably mean that their behaviour 
v îll at best be imperfectly competitive and that there will be systematic 
and uneven deviations between prices and marginal production costs 
across the economy. The only way the fixed costs of knowledge produc­
tion could be recovered, independently of prices and outputs, would be for 
public laboratories to develop that knowledge, or for all private research 
and development expenses to be fiilly subsidized from the public purse. 
This is not a model for iimovation likely to commend itself outside of very 
special cases such as metrology and public technical standards (Tassey 
1992). 

Nor do missing markets and market power exhaust the difficulties in us­
ing perfect competition to reflect modem capitalism. There is also the, so-
called, public good problem. All knowledge and information has the in­
triguing property that it is used, but not consumed in its using and that, 
once discovered, it is in principle useable by any individual on any number 
of occasions to any degree. In the terminology of economics, there is non-
rivalry and non-excludability of knowledge. This terminology is not well 
chosen in relation to knowledge and information. We argued in the previ­
ous section, that knowledge is only ever private and is certainly excludable 
by choice of the knowing individual. It is a representation of that knowl­
edge, information that is placed in the public domain, but this is only ac­
cessible to everyone in principle. In practice, and as a direct consequence 
of the division of knowledge labour, to gain knowledge from information 
requires prior background knowledge to read that information and this 
knowledge has not been acquired without opportunity cost. There is much 
more to the transfer of knowledge than the costs of communication in the 
narrow sense. In many cases the interchange of knowledge requires com­
munication between correlated "like minds" only open to those who have 
acquired comparable abilities to understand the significance of new scien­
tific and technological information. Self-exclusion follows from an inabil­
ity to make the necessary background investments; information may be 
"free" but the ability to extract knowledge from it is not and it is the 
knowledge that matters for innovation (Mowery and Rosenberg 1989; 
Rosenberg 1990; Hicks 1995; Veugelers 1997). 
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To a degree, these different dimensions of market failure are interre­
lated. The public good aspect of information links directly to information 
spillovers and the externality problem. The fact that knowledge can be 
used repeatedly connects to the increasing returns dimension of the exploi­
tation of information, whether in producing goods or, more significantly, 
in the further production of knowledge. In each case, we are led to devia­
tions from the perfectly competitive market ideal, but it is not at all obvi­
ous that affairs can otherwise be arranged. All economies are knowledge 
based and the problems of the economics of knowledge are not an optional 
extra, they are intrinsic to the nature of a capitalist, market economy. 
When we turn to innovation policy, it is apparent that we are in difficulty 
in basing the rationale on a model of perfect competition. Leaving aside 
the well recognized imperfections that governments can be subject to when 
they intervene, backing the wrong horse too quickly or maintaining pro­
grammes long after the evidence against continuation is conclusive 
(Walker 2000), it is clear that market failure as a policy framework leaves 
much to be desired (Metcalfe 1995a,b). Market failure is a general rubric 
not a recipe for stimulating individual innovations. The logical underpin­
ning it provides tells us nothing about the precise design of policy instru­
ments, or their appropriate method of implementation or the firms that are 
most appropriately in need of support in their attempts to innovate. Is the 
focus to be on new knowledge, new skills or new artefacts? Is it to be con­
cerned with design, with construction or with operation? Is it to focus on 
the creation of innovation or upon the diffusion of innovation? The an­
swers to these questions could generate very different policy initiatives 
that bear no particular relation to specific innovation activities. The infor­
mation to provide the answers is simply not available to the policy maker, 
nor for that matter to anyone else. The market failure fi-amework, despite 
its formal elegance, is an empty box. In the presence of the apparent mar­
ket distortions in relation to knowledge and information, there is no war­
rant for the idea that piecemeal policy can improve economic welfare, the 
world is simply too complicated to avoid these problems of the second 
best. Perhaps the problem is deeper, in that the issues of uncertainty, 
"spillovers", increasing returns and "publicness" are not failures at all but 
vital elements in the evolutionary process that is capitalism. This thought 
takes us to the nature of competition and the idea of innovation systems 
and their failure as the basis for policy. 
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2.4 Innovation Systems and the Competitive Process 

The foundation of an alternative approach is that of competition as an evo­
lutionary process not as a state of equilibrium. In this perspective innova­
tion plays the central role as the source of the differences in firm behav­
iours that give rise to competitive advantages. Rivalry depends on 
differential behaviour and these differences are resolved into differences in 
profitability and the consequential differences in the relative grov^h of ri­
val producers. If markets are working well from an evolutionary perspec­
tive, firms with superior competitive knowledge and thus practice are able 
to grow at the expense of less competitive rivals. This is the central dy­
namic of evolutionary competition as a dynamic discovery process. All 
that competition requires is rivalry, and two firms can be as competitive as 
many and have a greater impact on the long run capacity to use resources 
efficiently. In such a view, the role of markets is to coordinate and evaluate 
rival business conjectures and so guide the economic change we (partially) 
measure in rising standards of living. This involves adaptation to new op­
portunities, new needs and new resources and market institutions are to be 
judged not by the canon of Pareto optimality, but by their openness in 
stimulating innovation and adapting to change (Metcalfe and Georghiou 
1998). 

Thus, the central weakness of the market failure approach is not its lack 
of precision, but its attempt to establish a policy perspective within the 
confines of the static equilibrium theory of markets and industry. The mar­
ket failure arguments identify significant features of the production and 
use of knowledge, but these features have their fiill impact only in relation 
to the dynamic nature of the competitive process. Economic progress de­
pends on the ongoing creation of private, asymmetric knowledge, knowl­
edge that is sufficiently reliable and defendable to justify the original in­
vestment, yet has prospective returns that are not only uncertain to the 
investor but create uncertainty in complementary and competitive fashion 
to other investors. The imperfections identified in the market failure ap­
proach are to be viewed now in a different perspective, as integral and nec­
essary aspects of the production and dissemination of knowledge in a mar­
ket economy. From this perspective, it is surely perverse to call them 
imperfections or market failures. This is, of course, not a new point: for 
those who have studied Schumpeter they are the natural features of an 
economic process driven by creative destruction. Another way of putting 
this is to say that without asymmetries of knowledge and the correlated 
uncertainties and indivisibilities the competitive process has nothing with 
which to work. The quasi-public good nature of knowledge, indivisibility 
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and increasing returns, the inherent uncertainties of creative, trial and error 
processes and the imperfect nature of property rights in knowledge are es­
sential if market capitalism is to function. They are not imperfections to be 
corrected by policy. 

Several important themes now fit into place in a way that is impossible 
with the market failure doctrine. First and foremost among them is entre-
preneurship a phenomenon, which has no meaning in economic equilib­
rium of any kind. Entrepreneurs introduce novelty into the economy, they 
disrupt established patterns of market activity, they create uncertainty and 
they provide the fuel that fires the process of economic evolution. The fact 
that the framework of perfect competition cannot incorporate the entrepre­
neur is a telling statement of its inapplicability to an innovation driven 
economy. Secondly, the reward for entrepreneurship is the differential 
economic reward that comes from introducing economic improvements 
relative to existing practice. Such abnormal rewards are not the conse­
quence of market imperfections, they do not necessarily reflect the unde­
sirable use of market power; they are instead the rewards for superior per­
formance and are to be judged as such. It is a view that abnormal profits 
are the socially undesirable consequences of market concentration that is 
the real Achilles heel of the market failure approach and which denies it 
anything useful to say in the appraisal of knowledge-based, innovative 
economies. 

Thirdly, this perspective of competition and innovation as a coupled dy­
namic process provides us with a framework to formulate iimovation pol­
icy. Innovations create the differences in behaviour, which we identify as 
competitive advantages, and the possibility of competition provides the 
route and the incentives to challenge established market positions. More­
over, to the extent that market institutions function properly, firms with 
superior innovations will command an increasing share of the available 
scarce productive resources, the process that is the link between innova­
tions in particular and economic growth in generaP^. 

This suggests that innovation policy and competition policy are com­
plementary, indeed that a pro-innovation policy may be the surest form of 
competition policy, and that its broad purpose is to ensure that conditions 
remain in place for the continued creation and exploitation of asymmetries 
of knowledge. In truly competitive markets, all established positions are 

^̂  As an aside here, we note that competition is not to be judged by market struc­
ture. Two rivals may compete far more intensively than many. The way to 
judge the efficacy of competitive arrangements is to consider the degree to 
which rivals can gain market share at the expense of each other and the degree 
to which they are innovating in the pursuit of competitive advantage. 
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open to challenge and it is this link between innovation and competition, 
v^hich has proved to be the reservoir of economic grovv1;h. Thus, capitalism 
is necessarily restless, occasionally kaleidoscopic, and competition is at 
root a process for diffusing diverse discoveries, the utility of w ĥich cannot 
readily be predicted in advance. The market mechanism is a framework 
within which to conduct innovative experiments and a framework for fa­
cilitating economic adaptation to those experiments^ ̂  The key issue, there­
fore, is how this competitive process interacts with the conditions that 
promote innovation. 

2.5 Increasing Returns, 'Roundabout' Knowledge 
Production and Innovation Systems 

We have referred already to the inevitable presence of increasing returns in 
a knowledge-based economy, the fact that the returns to investments in in­
novation increase with the scale of their exploitation. That this rules out a 
perfectly competitive allocation of resources is well understood but there is 
much more to the phenomena than is suggested by this partial and static 
perspective. The point is a more general one. As Adam Smith understood 
so clearly, increasing returns applies to the generation of knowledge as 
well as to its exploitation precisely because of the increasing specialization 
of bodies of knowledge and knowledge generating institutions. What we 
are observing in modem innovation systems is the increasing roundabout-
ness of production, not of material artefacts but of knowledge in general 
(Young 1928). 

It can be argued that two features shape the modem innovation process; 
namely, increasing complementarities of different kinds of knowledge to­
gether with increasing dissimilarity of these bodies of knowledge, a reflec­
tion of an increasingly fine division of labour in knowledge production 
(Richardson 1972). Innovating firms need to draw on and integrate multi­
ple bodies of knowledge, whether scientific, technological or market 
based, produced in an increasing range of increasingly specialized con-
texts^ .̂ At the same time to understand the significance of and contribute to 

^̂  This theme of the experimental economy has been particularly important in the 
work of Eliasson (1998). It has an inevitable Austrian hue, that markets are de­
vices to make the best of our limited knowledge (Rosenberg, 1990). 

2̂ Cf Grandstrand et al. (1997) for evidence that large corporations are increase-
ingly diversified in the technological fields which they employ, and more diver­
sified relative to their product fields. See also Kodama's (1995) work on tech­
nology fusion. 
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advances in these various kinds of knowledge is increasingly beyond the 
internal capabilities of the individual firm. Consequently, firms must in­
creasingly complement their own R&D efforts by gaining access to exter­
nally generated knowledge and learn how to manage a wide spectrum of 
collaborative arrangements for knowledge generation (Coombs and Met­
calfe 2000) The consequence is that innovations take place increasingly in 
a systemic context with respect to the use of new technologies and their 
generation. How they occur is a question in the coordination of the divi­
sion of labour in innovation systems. This is a central difference from the 
market failure approach, in which innovation is treated as a problem inter­
nal to the firm. Instead, we have to enquire how groups of organizations 
are coordinated to give innovation processes a systemic dimension. 

The essential point is the distinction made above between private 
knowledge and public understanding. All new knowledge arises only in the 
minds of individuals and if it is to have a wider effect it must not only be 
communicated to other minds but these minds must absorb it and reach 
similar imderstanding of the phenomena in focus. In short, knowledge 
must be correlated across individual minds. This is essential for any joint 
action and it is essential to the further growth of knowledge, as enquiring 
minds respond to the information that constitutes the testimony of others. 
The consequence of this is that what is understood is systemic, covering 
multiple individuals, it is combinatorial and it is emergent. Not only is un­
derstanding complicated, in the sense of the multiplicity of minds in­
volved, it is also dynamically complex, in the sense that it its development 
generates novelty in impredictable and unintended ways; this is one foun­
dation for the uncertainty that underlies innovation-led capitalism. Capital­
ism is a restless evolving system precisely because its knowledge founda­
tions are restless and adaptive too. The process of correlation of 
knowledge is complicated further by the fact that individuals typically ex­
press and communicate their knowledge in the context of the organizations 
of which they are members, and the rules and routines of these organiza­
tions shape the interplay of information both within and without that or­
ganization. Thus, all knowledge systems are constructed around multiple 
minds in multiple organizational contexts and here we should distinguish 
invention systems from innovation systems proper. The science and tech­
nology systems composed of universities and public and private research 
laboratories are primarily invention systems^^ and, as Schumpeter insisted, 
invention is conceptually distinct from innovation. Innovation systems de­
pend on additional sets of actors in relation to the availability of productive 

^̂  See, in particular, Carlsson (1995,1997) for a detailed exposition of the related 
concept of technological systems. 
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inputs, the design of organization and the engagement with customers and 
they depend on the unique role of the firm to combine the knowledge of 
these elements to achieve innovation. The knowledge and ability to organ­
ize a productive activity, to identify markets and to mobilize resources, are 
essential elements in the innovation process; for innovations are not only 
about the generation of knowledge, but also the economic application of 
knowledge. Thus, innovation systems are embedded in the market process, 
with customers, suppliers and even rivals on occasion, acting as important 
system components (Lundvall 1986, 1992). Markets are the context in 
which resource problems in relation to innovation are solved and in which 
innovation opportunities are identified. 

However, systems are not defined only in terms of their components, in 
this case knowledgeable individuals in organizations; the nature of the sys­
tem also depends on how these individuals are connected by flows of in­
formation and the purpose that lies below the flow of information. That 
correlation of knowledge requires communication of information indicates 
the importance of the connections in the innovation system, and the need 
for these connections to change as the innovation problems change. In 
many important cases, communication requires personal interaction and its 
correlates of trust and empathy between the individuals. In other cases, 
particularly in regard to science and technology, communication can rely 
on communication technology so that much of the information considered 
reliable comes from minds that are distant and anonymous. Indeed, it is 
these non-social forms of communication, information technology broadly 
defined, that have transformed knowledge generation. By permitting con­
nection between a far greater number of minds than is possible through 
personal interaction alone, information technology has been of vital impor­
tance not only to correlate knowledge more widely but also to stimulate 
the further growth of private knowledge within innovation systems. 

Yet science and technology systems are not innovation systems, the lat­
ter are far more focused in scope and directed to business objectives, that 
is to say they are focused around very specific, local problem sequences 
reflecting the proprietorial concerns of the innovating firm. The most ap­
propriate way to conceive of these systems is that they self-organize and 
that private firms take the lead in stimulating the self-organization of the 
knowledgeable minds in the system. This means that innovation systems 
are locally dynamic entities, they are bom, grow, stabilize and ultimately 
decline and fail and that the basis for the dynamic of self-organization is 
the evolution of the particular innovation problem sequence. Part of the 
dynamic of system change is that the growth of knowledge depends on 
disagreement across individuals and the fact that the solution to one prob­
lem typically opens up new problems that may require different kinds of 
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knowledge in their solution. As Cohendet and Meyer-Kramer (2001) are 
right to point out, innovation systems operate as recursive trial and error 
processes for stimulating the growth of knowledge in relation to specific 
problems. The consequence of this is that as the problem sequence evolves 
so too do the components and connections defining the particular innova­
tion system. Thus, there seems great merit in seeing innovation systems as 
a form of self transforming, spontaneous order that interacts with the proc­
ess of market competition outlined above. Perhaps the key point to note is 
that innovation systems are the constructed bridges between invention sys­
tems and market systems (Carlsson et al. 2002). 

We can summarize the focus of this perspective in terms of the devel­
opment of the innovation infrastructure in the economy; an information in­
frastructure that facilitates the intercommunication of existing knowledge 
and mutually shapes the future agendas of different organizations around 
innovation problem sequences. In short innovation systems are devices to 
correlate knowledge and in the process advance knowledge in regard to 
specific innovations. It is an infrastructure to correlate knowledge through 
communication and to coordinate access to complementary kinds of 
knowledge required to innovate and it is more than the infrastructure for 
science and technology (Edquist 1997; Carlsson 1997; Nelson 1993). 
Many organizations are involved, private firms operating in market con­
texts, universities and other education bodies, professional societies and 
government laboratories, private consultancies and industrial research as­
sociations, but only the first of these is in the unique position to combine 
the multiple kinds of knowledge to innovative effect. Between them there 
is a strong division of labour and, because of the economic peculiarities of 
information noted above, a predominance of coordination by networks, 
public committee structures and other non-market mediated methods 
(Tassey 1992; Teubal 1996). The division of labour is of considerable sig­
nificance for the degree to which the different elements of the system are 
connected. Different organizations typically have different cultures, use 
different "languages", explore different missions, operate to different time-
scales and espouse different ultimate objectives. Consequently, informa­
tion is "sticky", it is partially unintelligible, it does not flow easily between 
different institutions or disciplines and thus it is difficult to correlate 
knowledge to the desired degree. Therefore, there is a major problem to be 
addressed in seeking to achieve greater connectivity of information flow 
processes^" .̂ 

14 

Cf. Andersen et al. (1998) and Green et al. (1998) for further elaboration of the 
systems perspective. Also see Edquist (1997) for a quite excellent overview of 
the current state of the art. 
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One influential strand of thinking in this area has been to emphasize the 
national domain of the science and technology infrastructure, and rightly 
so (Freeman 1987, 1994; Lundvall 1986; Nelson 1993)^^ Policy formula­
tion and implementation is essentially a national process, reflected in lan­
guage, law and the nature of national institutions and conventions. Hov^-
ever, there are good reasons to elaborate the national perspective both 
downwards and outwards. It is important to recognize that different activi­
ties have different supporting knowledge infrastructures so that a sectoral 
innovation system perspective becomes essentiaP^. This is simply one way 
of recognizing the specificity of the broad innovation opportunities facing 
firms (Carlsson 1995; Malerba et al. 2004). On the other hand, it is clear 
that the sectoral infrastructures frequently transcend national boundaries; a 
firm may draw on several national knowledge ecologies in its pursuit of 
innovation depending on where the knowledgeable individuals are located. 
Gibbons and colleagues (1994) draw attention to the emerging characteris­
tics of new models of knowledge production, a view that fits exactly with 
the view that innovation requires many kinds of knowledge for its success-
fill prosecution. What they term "mode-2" knowledge is produced in the 
context of application, seeks solutions to problems on a transdisciplinary 
basis, is tested by its workability not its truthfulness and involves a multi­
plicity of organizational actors, locations and skills. Together this entails a 
distributed system for iimovation with no one-to-one correspondence with 
traditional national or sector boundaries. 

To summarize the argument thus far, while nations and sectors contain 
the ecologies of knowledgeable individuals usually within organizations 
these ecologies do not constitute innovation systems. Systems require con­
nections as well as components, and it is the formation of the connections 
that is the necessary step in the creation of any innovation system. Innova­
tion systems do not occur naturally, they self-organize to bring together 
new knowledge and the resources to exploit that knowledge, and the tem­
plate they self-organize around is the problem sequence that defines the 
innovation opportunity. Hence, innovation systems are emergent phenom­
ena, created for a purpose, they will change in content and pattern of con­
nection as the problem sequence evolves, and they are constructed at a mi-

^̂  Carlsson (2004) has found 750 studies of innovation systems published in the 
past 15 years, half of which relate to national innovation systems. 

^̂  There is a growing literature on regional innovation linkages in which an at­
tempt is made to correlate innovation clusters with the processes of university 
based scientific activity. See Varga (1998) for a review and empirical study of 
linkages in the USA. The paper by Malerba et al. 2003 is a comprehensive sum­
mary of these sectoral perspectives. 
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cro scale. Within these networks, firms, the unique organizations that 
combine the multiple kinds of knowledge to innovative effect, play the key 
role in the self-organization process. Science and technology systems, 
networks and communities of practice, are necessary parts of the innova­
tion networks but they are not sufficient. 

2.6 Policy for Systems Failure 

Reflection on the above leads to a new rationale for innovation policy one 
that subsumes science and technology policy within its remit; this is the 
rationale based on system failure. It takes for granted the significance of an 
economic climate, with low real interest rates and stable macroeconomic 
and monetary conditions that encourages investment in all forms. Here the 
primary role of the state is to facilitate the emergence of innovation sys­
tems. In so doing it takes responsibility for the ecology of public organiza­
tions and institutions that facilitates business experimentation but recog­
nizes that without the necessary interconnections the ecology is not a 
system. Since competition depends on innovation and innovation depends 
on the emergence of distributed innovation systems, it is clear that this 
provides an interesting alternative to the market failure perspective on in­
novation policy^ .̂ We call this the system failure perspective. The state is 
not promoting individual innovation events in this view; rather it is setting 
the framework conditions in which innovation systems can better self-
organize across the range of activities in an economy. Moreover, whereas 
the market failure approach leads to instruments that allocate resources to 
firms in the form of R&D grants or tax incentives, the systems failure ap­
proach leads to instruments that enhance innovation opportunities and ca­
pabilities. Because systems are defined by components interacting within 
boundaries, it follows that a system failure policy seeks to address missing 
components, missing connections and misplaced boundaries. Each of these 
is a problem associated with the division of knowledge labour and the in­
creasingly roundabout knowledge production processes, and the location 
of relevant knowledge in specialized organizations. 

The availability of components is none other than the availability of 
knowledgeable individuals that can be allocated to an innovation process 
either in a firm or some other knowledge organization. The supply of 
knowledgeable minds to which innovating firms have access is perhaps the 
most crucial aspect of the innovation systems approach and of innovation 

^̂  Cohendet and Meyer-Kramer (2001) use the phrase knowledge oriented policies 
to capture much of what is meant here. 
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policy for it is individuals within organizations who are the elemental 
components of innovation systems. There availability is, in part, a general 
question about the wider education and capability formation process but, 
more specifically, it concerns the quality of the science and technology 
system in a country. "Are there sufficient knowledgeable individuals in re­
lation to multiple branches of knowledge, in place or in training, on which 
firms can draw to solve innovation problems?" This is the question that 
governments need to answer. Capabilities may be weak in some areas and 
non-existent in others and government has a role to ensure that a suffi­
ciently rich knowledge ecology is available from which innovation sys­
tems can be assembled. 

The availability of knowledgeable individuals is a necessary but not suf­
ficient condition for the emergence of innovation system. In relation to 
some kinds of knowledge, the required information may be in the public 
domain in published form, papers, reports, patents, in which case the trans­
fer process is effectively anonymous and impersonal. In many other cases, 
the information has to be elicited in some form of implicit or explicit con­
tractual arrangement through a direct process of personal interaction. This 
is the social network basis for innovation systems. In all cases, the knowl­
edge of the existing members of the firm is crucial to the ability to identify 
and absorb external information (Cohen and Levinthal 1990) If the indi­
viduals are not employed by innovating firms, then only an external trans­
fer arrangement can communicate what they know to the firm and here 
there is a wide spectrum of possibilities, not only in relation to the external 
organization of the firm, but also in relation to the external organization of 
other knowledge holding organizations. All the organizations in a systemic 
context must be consciously outward oriented if system failure is not to 
occur. Self-organization can fail because the different individuals are 
within organizations whose agendas and practices are misaligned in re­
spect of a particular innovation problem sequence. The rules that shape 
each knowledge organization are often effective barriers to communication 
with other organizations, a natural consequence of the different purposes 
of each organization and the primary need to focus on internal procedures. 
Thus, firms and universities are remarkably different kinds of knowledge 
organizations, they reflect a natural division of specialization and each is 
to be presumed appropriate to task; consequently, it would be as inappro­
priate to make universities operate like firms as it would be to attempt the 
converse. These differences are a potent source of iimovation system fail­
ure, and the systems failure policy response to this problem is the design of 
effective bridging arrangements, notionally between different organiza­
tions, but ultimately between individuals. 
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In the past two decades, policy makers in the USA and Europe have fol­
lowed such an approach without perhaps realizing its systemic founda­
tions. The current emphasis on collaborative research programmes includ­
ing firms, customers, suppliers and universities, the incentives to set up 
science parks or university incubators, the emphasis on cluster develop­
ment programmes, the establishment of technology transfer offices in uni­
versities, the funding of major industrial R&D programmes within univer­
sity laboratories and the intensive national efforts at Foresight activity are 
important examples of bridging mechanisms^^ Each of these is a device, 
whether conscious or not, to deal with a systemic failure in the innovation 
process, a failure in the self-organization of connection and interaction. 
Bridging processes are not designed to generate passive flows of informa­
tion but to engage all the parties in an alignment of knowledge generating 
and information sharing processes, that is, to create a distributed innova­
tion system (Coombs, Harvey and Tether 2004). Distributed innovation 
processes are partnerships with reciprocal obligations as well as collabora­
tions in pursuit of shared objectives. Since firms are likely to be the lead 
partners in defining the innovation problem sequences it is vital that they 
have the internal capabilities to interact with other knowledge agencies. 
There is consequently little point in governments supporting S&T in uni­
versities and public laboratories in the hope that this will lead to greater 
wealth creation unless private firms throughout the economy have the 
R&D capacity to ask the right questions of external individuals. This is one 
reason why tax credits for R&D, for example, may be a useful complement 
to an innovation systems policy. 

However, the fact that problem sequences evolve implies that the related 
innovation systems need to evolve also. Policy can only facilitate, it cannot 
design because design is always emergent. The members of a system and 
their connections will change over time and eventually any system be­
comes redundant as its underlying innovation opportunities are exhausted. 
It is important, therefore, that innovation systems are seen as transient, that 
they have useful lives, and that they need to be dissolved when their pur­
pose is fulfilled. In innovation policy as elsewhere, there is an ever present 
danger of preserving arrangements designed and instituted for yesterday's 
problems not the problems of the future (Walker 2000). 

Within this systems failure framework, there is a predominant emphasis 
on supply side measures directed primarily at the invention system with lit­
tle attention given to the wider market context of the innovation process. 
From a policy viewpoint this misses an opportunity for a complementary 

^̂  See the 'Georghiou Report' (footnote 2 above) for a comprehensive summary of 
such policy initiatives in Europe. 
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demand side approach that focuses on the procurement of innovation 
through public expenditure programmes. To recognize this is to recognize 
the significant role that users and consumers play in the innovation proc­
ess, they are not obviously the passive elements described in the Schum-
peterian approach. In respect of health, education and transport as well as 
defence, public agencies account for substantial proportions of national 
expenditures and even a small proportion of this fimding could be used to 
contract for iimovation and provide a degree of market stability. As in the 
case of the USA, with the SBIR programmes, public procurement can also 
be used to stimulate innovation in SMEs, since they face greater difficul­
ties in participating in innovation system arrangements by virtue of their 
limited managerial resources. 

2.7 Conclusion 

In this chapter I have reviewed recent developments in iimovation policy 
thinking and attempted to view them through the lens of new develop­
ments in our understanding about innovation systems and the processes 
that form them. Here the fundamental insight is the experimental, evolu­
tionary nature of a market and network economy. As Schumpeter aptly ob­
served capitalism works by means of creative destruction, and we have 
suggested that innovation systems are created and destroyed as part of that 
process, a process that is played out on a global scale nowadays. Patterns 
of international competition are ever changing and an advanced country 
must be ever aware of new opportunities and threats if its standard of liv­
ing is to be sustained. Central to this must be the rate of innovative ex­
perimentation and I have suggested that a consistent thread to policy has 
emerged in the past twenty years based around a distributed innovation 
systems perspective and innovation-led competition. In this new approach, 
it is the transient, institutionalized basis of innovation that is the focus of 
attention, rather than expenditure on research and development. I have 
called this the system failure perspective. From a political point of view 
this raises an interesting problem. Experimental economies experience 
many failures as well as successes, blind variation means that a great deal 
of effort is wasted, but this is a necessary part of the process of knowledge 
accumulation. As a general rule concerns for public accountability within 
the political process do not easily accommodate the notion of misdirected 
effort, which often appears with the benefit of sufficient hindsight. Gov­
ernments must learn to be experimental and adaptive too, just like the 
firms and other organizations whose innovative efforts they seek to jointly 
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stimulate. In this way they can expect to facilitate the self-organization of 
innovation systems that imderpin the future self-transformations of the 
economy on which standards of living will continue to depend. 
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3.1 Introduction 

Traditional research, technology and development (RTD) policies are in­
spired by the vision of (partly) linear models of innovation, where the pro­
duction of new knowledge can be reduced to mere information. The ra­
tionale for designing traditional policy instruments is that it is necessary to 
compensate for market failures that arise from the externalities of new 
knowledge production. When knowledge is regarded as information its 
easy reproduction fosters externalities (others may readily access and use 
it) and market failures (the ability of others to use the information reduces 
the incentives to invest in its creation). Several types of intervention have 
been proposed, and even tested, in a bid to come closer to the optimal level 
of research. David (1993) refers to 'Hhe three P's"': public Patronage 
(prizes, research grants, subsidies, etc.), state Procurement (ov Production^ 
and the legal exclusive ownership of intellectual Property that shape gov­
ernment interventions designed to counter the failures of the market. The 
focus of traditional RTD policies is essentially, therefore, on the conditions 
of production of new knowledge, and not on the ways that the knowledge 
is assimilated and diffused through society: according to the traditional vi­
sion, agents are supposed to be able to assimilate new knowledge without 
significant costs. 

We believe that these results need to be revisited and radically revised in 
the context of the knowledge based economy (KBE). As the KBE emerges 
and grows, there is an increasing need to think in terms of knowledge-
oriented policies (KOP), which will take account of the specific character­
istics of knowledge. As long as RTD policies based on a restricted vision 
of knowledge as mere information continue to be applied, the need to build 
new policy tools that take account of the key properties of knowledge such 
as tacitness, cumulativeness, path dependency, and contextualization be-
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comes more urgent. In contrast to traditional RTD policies, KOP refer to 
the non-linear interactive models of innovation, in which knowledge and 
competencies, rather than physical resources, are the factors that are cru­
cial for production, innovation, and competitiveness. In highlighting the 
interactions that promote the generation and diffusion of knowledge, this 
approach differs from the linear models (science-push, market-pull) in 
which knowledge constitutes only one input among others intervening in a 
sequential process. A particular, and key, difference is that in terms of 
KOP, the way the knowledge is assimilated and acquired by agents (the 
ways competencies are built), are as important as the conditions of produc­
tion of new knowledge (the ways innovations are produced). 

Moreover, we argue that one of the main limitations of RTD policies is 
that they are conceived in a universe that considers only markets and or­
ganizations as being active units of knowledge. The difficulty here is that 
the usual categories of markets and organizations are not fully adapted to 
capturing these essential characteristics of the production and circulation 
of knowledge in a decentralized learning society. From this perspective, 
we consider that in the classical frame, a key intermediate role is missing: 
the role of communities. The main hypothesis underlying the contribution 
in this chapter is, thus, that in a KBE context, an important and growing 
part of the process of generation, accumulation, and distribution of knowl­
edge is achieved through the functioning of "knowledge-intensive com­
munities", which complement the functioning of markets and organiza­
tions. As an example of a knowledge intensive community, which 
exemplifies a "stylized fact" in the literature, one can take the case of 
Linux, which demonstrates how knowledge can be produced, accumulated, 
and diffused in a competitive way through the function of non-formal in­
teractions between members of a specific community (of "hackers" in this 
case). The rationale for KOP is that neither purely private forces, nor gov­
ernment intervention can guarantee satisfactory conditions for the produc­
tion, mediation, and use of knowledge in the economy. Not only is there a 
risk of market failure when dealing with knowledge generation and diffu­
sion in society, there could also be potential learning failures in the ways 
the knowledge is acquired, assimilated, and used. In this chapter, we de­
scribe how knowledge intensive communities can compensate for some of 
the learning failures of markets and organizations. 

To be more precise, we would maintain that knowledge intensive com­
munities play an increasing role in the KBE, because they can be responsi­
ble, through the passion and commitment of the members of the commu­
nity to a common goal or practice, for some significant parts of the "sunk 
costs" of the process of generation or accumulation of specialized parcels 
of knowledge. These communities, thus, can be considered to be key build-
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ing blocks of knowledge formation in the KBE. We propose, therefore, to 
focus on some of the most radical implications of public policy in placing 
the notion of learning by community at the very centre of the scene of pro­
duction and exchange of knowledge in society. This will allow us to recon­
sider the foundations of public policies in the KBE through a careful ex­
amination of the role of knowledge intensive communities, as a 
complement to the classical functioning of markets and organizations. 

One major implication of this novel approach is that the production of 
knowledge in society is not dichotomous: it is not marked out, on the one 
hand, by high-tech or elite-based production of knowledge in the scientific 
domain, or, on the other hand, by the day-to-day or marginal production of 
lay knowledge at lower levels of society. On the contrary, our argument is 
that in future years, there will be an increasing need as well as an opportu­
nity to innovate through the interactions in society between scientific 
knowledge and lay knowledge. As Nowotny et al. (2001, pp. 246-247) ar­
gue, "as expertise becomes socially distributed" in an economy marked by 
the proliferation of knowledge across the social and institutional spectrum, 
one consequence is that synthesis and authority depend on the ability "to 
bring together knowledge which is itself distributed, contextualized and 
heterogeneous", rather than through expertise located at one specific site, 
or through the "views of one scientific discipline or group of highly re­
spected researchers". In this regard, "science and society have both be­
come transgressive; that is, each has invaded the other's domain, and the 
lines demarcating the one from the other have all but disappeared". 

In order to define the main properties and characteristics of KOP, and to 
design appropriate policy recommendations in a KBE context, we propose 
to develop the following points. First, we define the notion of knowledge 
intensive communities (Section 3.2); then we propose in this new perspec­
tive to revisit the conditions of the production of new knowledge (Section 
3.3), and the conditions of diffusion of this new knowledge (Section 3.4), 
before turning to policy issues in the KBE (Section 3.5). 

3.2 Knowledge-Intensive Communities 

We start by delineating precisely the type of community we are consider­
ing. The clarity of this at the level of the firm is not matched by a similar 
clarity at a more general level, where the idea of community has become 
fashionable in many disciplines. This interest can be related to a significant 
degree to the concept of social capital, which has taken a firm hold across 
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the social sciences and within the public policy realm, as Bowles and 
Gintis (2000, p. 3) explain: 

"...the social capital boom reflected a heightened awareness in policy 
and academic circles of real people's values, which are not the empirically 
implausible utility fiinctions of Homo economicus, of how people interact 
in their daily lives, in families, neighborhoods, and work groups, not just 
as buyers, sellers, and citizens, and of the bankruptcy of the ideologically 
charged planning-versus-markets debate. [...] Perhaps social capital, like 
Voltaire's God [needed] to be invented if it did not exist. It may even be a 
good idea. A good term it is not. Capital refers to a thing that can be 
owned, even a social isolate like Robinson Crusoe had an axe and a fishing 
net. By contrast, the attributes said to make up social capital describe rela­
tionships among people. 'Social capital' has attracted so many disparate 
uses that we think it better to drop the term in favor of something more ac­
curate. 'Community' better captures the aspects of governance that explain 
the popularity of 'social capital', as it focuses attention on what groups do 
rather than what people own. By community we mean a group of people 
who interact directly, frequently and in multi-faceted ways. People who 
work together are usually communities in this sense, as are some 
neighborhoods, groups of friends, professional and business networks, 
gangs, and sports leagues. The list suggests that connection, not affection, 
is the defining characteristic of a conmiunity." 

Seen in these terms, community can be acknowledged as a concept that 
pre-dates the modem values of markets and planning, but for all that, is 
condemned to history as "the anachronistic remnant[s] of a less enlight­
ened epoch that lacked the property rights, markets and states adequate to 
the task of governance" {ibid, p. 15). In particular, the parochialism of 
community has been considered antithetical to modem institutions, an old 
fashioned idea in the context of market and state institutions. However, 
communities have survived the emergence of modem social institutions, 
not least because of their important contribution to governance when mar­
ket contracts (in the provision of local public goods, for example) and gov­
ernment fiats, have failed. Associations, neighbourhood groups, and other 
forms of grouping offer efficient arrangements that are not plagued by the 
usual problems of moral hazard and adverse selection, or by the illusion 
that governments have both the information and the inclination to always 
offset market failures. 

However, an important part of the process of generation, accumulation, 
and distribution of economic knowledge is achieved through communities 
acting as "a nucleus of competence through the daily practices of the 
community" (Cowan and Jonard 2001, p. 19). The types of knowledge 
problems that communities solve, and which escape government and mar-
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ket solutions, are those that arise when individuals interact in forms of 
knowledge exchange that cannot be regulated by complete contracts or by 
external fiat. However, the generic value of communities lies in their abil­
ity to absorb a significant proportion of the unavoidable sunk costs associ­
ated with building and exchanging knowledge. 

Epistemic communities and communities of practice are the most com­
mon types of knowledge intensive communities, since they are the place 
where knowledge creation occurs on a regular basis, independent of any 
hierarchical decisions. Epistemic communities are truly oriented toward 
new knowledge creation, whereas communities of practice are oriented 
toward the achievement of an activity. In this latter case, knowledge crea­
tion is an unintended spillover. It must be emphasized that these communi­
ties are not at all exclusive of an elitist scientific universe. The communi­
ties of scientists may be the paradigm of epistemic communities, but these 
communities can be found in diverse economic activities such as painting, 
music, cooking, etc. Similarly, communities of practice can be found in all 
domains of social life. 

An interesting example of a community of practice concerns the role of 
the community of patients associations in advancing medical knowledge. 
Gallon (1999b) showed that in areas of medicine, such as the treatment of 
rare genetic diseases which are poorly understood by medical and pharma­
ceutical institutions, lay associations have forced the pace and direction of 
research and remedy by engaging in a primitive accumulation of knowl­
edge: researching and identifying diseases; organizing and effectively par­
ticipating in the collection of DNA; producing films or compiling photo 
albums designed to be effective observation tools for monitoring and com­
paring clinical developments of the disease and establishing the effects of 
certain treatments; recording testimonies, which transmit life experiences; 
and carrying out surveys among patients, which sometimes lead to the 
publication of articles in academic journals (Gallon 1999b, p. 90). In the 
area of muscular dystrophy, such lay knowledge in France, enshrined in 
the power of the French Muscular Dystrophy Association, has produced 
pioneering advances in understanding and treatment, through research 
commissioned by the Association, the availability of a historical records of 
evidence, patient experience and lay knowledge, the constant interactions 
between patients, doctors, and biologists, a division of labour and power 
play between the lay organizations and public bodies, and other aspects of 
what has become a model of hybrid and collective learning (Rabeharisoa 
and Gallon 2002). 

This role of communities in knowledge formation forces the public pol­
icy discussion far beyond the traditional "market versus public interven­
tion" dualism. In what follows, we outline the general principles of a new 
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policy approach through a reconsideration of the domain of science and 
technology policy in community terms. Then we consider the growing sig­
nificance of lay knowledge communities and their interaction with com­
munities of expert knowledge, a phenomenon that raises some of the most 
critical issues for public policy towards economic knowledge today. 

3.3 The Production of Knowledge: a Renewed Vision of 
tlie Classical Frame, Which Takes Account of the Role of 
Communities 

3.3.1 The Traditional Vision 

The traditional vision of knowledge production dates back to Arrow's 
(1962)^ seminal contribution dealing with knowledge creation in the firm. 
For Arrow, the process of invention can be interpreted as the production of 
new knowledge, which, in its turn, is assimilable as information. Arrow 
stressed that in such a context, the production of new knowledge faces the 
key problem of appropriability. He emphasized that it is difficult or even 
impossible to create a market for knowledge once it is produced, so it is 
difficult for producers of knowledge to appropriate the benefits that flow 
from it. Arrow's proposals rely on a body constituted of several hypothe­
ses, some very explicit, some rather implicit, but important to underline for 
our purpose. These are detailed below: 

1. Knowledge treated as "information" possesses the generic properties of 
a pure "public good". It exhibits the two conditions for being considered 
as a public good (non-rivalry and non-exclusion): 

- First, codified knowledge is a non-rival good, that is, a good that is infi­
nitely expansible without being diminished in quality, so that it can be 
possessed and used jointly by as many as care to do so. 

- The second property concerns the characteristics of information as a 
non-exclusive good. A good is exclusive if it is relatively easy to ex­
clude individuals from benefiting from the good once it is produced. A 
good is non-exclusive if it is impossible or very costly to exclude indi­
viduals from benefiting from the good. 

One could also mention Nelson's (1959) seminal contribution on the production 
of knowledge in basic science. 
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2. The only incentive that matters for the producer of knowledge is experi­
encing Ml ownership of the new piece of knowledge produced. There is 
no trade-off between the incentive to be the sole owner of the innovation 
and other forms of incentive that could influence the behaviour of the 
producer of new knowledge. 

3. The producer of new knowledge is solitary. In Arrow's perspective, the 
producer of knowledge acts in isolation. Nothing is said about the com­
plementary forms of knowledge that have been necessary for him to in-
vent^. Nothing is said about the community of agents who supported 
him in the process that led to the invention. Nothing is said about the in­
terest to him of the new piece of knowledge that has been produced. (Is 
it an incremental invention aiming at improving a current process? Is it a 
radically new invention opening the perspective of new fields of re­
search?) Such a solitary perspective has the important consequence that 
the producer of knowledge is in a position to claim the totality of the in­
vention. 

4. The producer of new knowledge is facing the market. More precisely, 
the agents who may capture for fi-ee the new piece of knowledge, are 
anonymous. The mechanisms of externalities generated by the producer 
of knowledge, on which the diffusion process relies, are "isotropic". As 
in a market mechanism, one can refer to a "representative agent", who 
benefits from the knowledge spillovers emitted by the producer of 
knowledge. 

5. The producer of knowledge is not supposed to have emitting capacities. 
In other words, he has no the ability to "tune" the disclosure/secrecy 
dimension. He is merely supposed to try to avoid loss of the integrity of 
the piece of new knowledge produced. 

6. All the agents in the economy have the absolute capability to absorb the 
innovative idea emitted by the producer of knowledge. Any buyer of the 
knowledge can effectively destroy the market, since he can reproduce 
the knowledge at very low cost. 

7. The epistemic content of knowledge does not matter. The content of 
knowledge exhibits a "cognitive" equivalence, which means that in such 
a context it is impossible, for instance, to distinguish between the ge­
neric and specific forms of knowledge. 

2 We could assume either that he had all the capacities to invent, or that the com­
plementary forms of knowledge he needed to achieve his invention have been 
bought on a market. 
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These hypotheses of Arrow's show that the characteristic of knowledge-
reduced-to-information as a pubhc good implies the existence of some ma­
jor positive externalities that prevent the effective functioning of a market 
for knowledge. Any buyer of the knowledge can effectively destroy the 
market, since he can reproduce the knowledge at very low cost. If the pro­
ducers of knowledge cannot appropriate the benefits of that knowledge, 
then they have no incentive to produce it. Without external intervention, 
the incentives for doing research are not sufficiently high and the level of 
the research in society will be sub-optimal. 

The consequences of this broad traditional vision, which reduces knowl­
edge to mere information, were considerable. Since the knowledge gener­
ated by the different research activities possesses the generic properties of 
a public good, it cannot be optimally produced or distributed through the 
workings of competitive markets. Here is the justification for government 
subsidization of scientific, technological, and engineering research, and for 
innovative activity more generally (the "3Ps"). This vision shaped the con­
ception of public intervention in R&D for decades. It justified the role and 
creation of public laboratories, of centres of research, of public R&D pro­
grammes, of public institutions (patent offices, for instance), of a public in­
frastructure for the transfer of technology. It explained why public R&D 
efforts were generally disconnected from applications, and why arguments 
about the existence of spillovers from public research programmes were so 
important in justifying the public money being spent on R&D. It suggested 
that scientific production was in fact considered as exogenous to the eco­
nomic sphere, and governed by rules and behavioural norms (reputation ef­
fects, peer reviews, etc.) that are radically different from the norms and 
behaviours of industry (seeking profit and technical efficiency). In particu­
lar, from this perspective, academics' choice of research themes should 
remain independent of the objectives of industry. 

3.3.2 Questioning the Traditional Vision 

The idea that research produces only codified information is increasingly 
being questioned. Dosi (1988) and Pavitt (1984) amongst others, stated 
that research produces not information, but knowledge, some of which is 
coded and the rest is tacit. Cohen and Levinthal (1990) argued that the de­
gree of spillovers and imitation depends on both the nature of the knowl­
edge and the absorptive capacity of firms. All things being equal, the more 
codified the knowledge, the easier will be its absorption. But, even in the 
case of codified knowledge, the user or imitator needs a certain amount of 
know-how and technical ability to benefit from the knowledge. To appro-
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priate the results of academic research, even if they are codified, one has to 
know the code^ 

Public policy has moved on from the top-down model of science and 
technology-based innovation and learning that dominated policy discourse 
during the 1980s. Much of this shift has been supported by the OECD, 
which has come to accept insights fi^om evolutionary and institutional eco­
nomics that see innovation as an embedded, path-dependent, bottom-up, 
and tacit process. There is now an explicit recognition of innovation and 
adaptability based on craft, apprenticeship, learning by doing, work rou­
tines, informal networks, employee competences, basic and applied learn­
ing, experiential knowledge, and other dimensions of learning as an on­
going and grounded process. Thus, for example, the recognition of infor­
mal local conventions and tacit knowledge in both craft industrial districts, 
as well as high technology regions, such as Silicon Valley, has forced a re-
evaluation of purely science-based models of innovation and learning. 

In practical terms, this has led to policy suggestions aimed at strengthen­
ing technical and craft colleges, continual learning, employee participation, 
the areas between research institutes/academic organizations and the world 
of entrepreneurship and work, and policy learning based on reflexivity and 
ongoing monitoring of goals and routines. No longer is policy practice 
confined to support for the production of new codified knowledge, the 
transfer of technology, or reforms to the formal education and training sys­
tems. 

For all the above reasons, the different hypotheses of the traditional 
model of knowledge production should be carefiilly reconsidered, within 
the theoretical framework described in the introduction, and based on the 
following assumptions concerning the production of knowledge in a KOP 
context: 

1. Knowledge is not a pure public good. There is a range of situations 
varying from the completely appropriable to the completely public. 
Thus, to sum-up this discussion and try to categorize the different kinds 
of economic forms of knowledge, following Romer (1993), we can con­
sider that: 

^ From this point of view, to quote Joly and Mangematin (1996) research activity 
has two complementary facets: It naturally contributes to the creation of informa­
tion and knowledge, but it is also a leaming process, which helps to increase ab­
sorptive capacity. Not only, are extemalities not evenly distributed, but they in­
crease when the knowledge bases of firms are similar. In such contexts, extemal 
research cannot be substituted for by intemal research: the two are complemen­
tary. 
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- knowledge expressed in codified statements ("strings of bits") consti­
tutes the prototype of a non-exclusive and non-rival good, which exhib­
its a completely public character. If one renders such goods appropri­
able, which is always possible, but which implies the costs of 
reconfiguring them or giving them legal protection, one would create a 
sub-optimal situation; 

- knowledge expressed as information codes or encrypted messages is in­
trinsically non-rival, but exclusive; 

- knowledge expressed tacitly is a rival good, with a wide range of mo­
dalities from pure personal tacit knowledge to shared tacit forms of 
knowledge. 

2. Appropriation is not the only incentive for knowledge production. Firms 
do have other incentives than the direct exploitation of the monopoly 
rent, the sale of licences, or the advantage in negotiations, offered by 
patents. The willingness to keep the firm at the technological frontier^, 
the search for reputation, the objective of signalling^ the need to build 
absorptive capacity, and, more generally, the endeavours of agents in 
building competencies, are amongst the other main incentives for firms 
to invest in R&D. 

3. The production of knowledge is not a solitary venture. Knowledge is 
generally produced within a community. The community could deliber­
ately aim at producing new knowledge, as is the case in the epistemic 
community (Cowan et al. 2000). However, the building of knowledge 
could also be made within other types of communities, such as commu­
nities of practice. Networking between academic institutions and private 
enterprises is a growing phenomenon that takes different forms. Net-

^ As Schumpeter argued, competition is about new products, new innovations. It is 
a dynamic process: '7w capitalist reality as distinguished from its textbook pic­
ture, it's not price competition which counts but the competition from the new 
commodity, the new technology, the new source of supply, the new type of or­
ganisation... This kind of competition is a much more effective than the others as 
a bombardment is in comparison as forcing a door" (Schumpeter 1942, pp. 84-
85). Therefore, it would be suicidal for a firm not to invest in knowledge produc­
tion. 

^ The growing number of publications by firms can be interpreted (Hicks 1995; 
Meyer-Krahmer 1997) as an attempt to find new access to extemal knowledge 
and to signal the existence of tacit knowledge and other unpublishable resources. 
By becoming a "member of the club" of academic activities, by paying an im­
plicit fee to access the epistemic communities of researchers, the firm clearly ex­
pects a right of access to the tacit academic knowledge in a particular field. 
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works can offer a way to share knowledge complementarities. They can 
also enable the building of collective forms of knowledge, and generate 
a sufficient level of trust between partners to facilitate the collective 
creation of knowledge. 

Table 3.1. Public and private forms of knowledge 
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4. The producer of knowledge is not facing the market, but a specific 
structure of interaction of economic agents. As Nonaka and Takeuchi 
(1995, p. 59) state, "organisational knowledge creation should be under­
stood as a process that organisationally amplifies the knowledge created 
by individuals and crystallises it as a part of the knowledge network of 
the organisation. This process takes place within an 'expanding commu­
nity of interaction', which crosses intra and inter-organisational levels 
and boundaries". 

5. The producer of knowledge has emitting capacities. An agent producing 
new knowledge will generally operate a process of selection between 
commimities: on the one side, he will take into account which communi­
ties the new knowledge is addressing, and, on the other side, he will 
give consideration to those communities that he chooses to exclude. 
This raises, in particular, the disclosure/secrecy dimension (David and 
Foray 1995). 

6. Other agents do not possess the full absorptive capabilities to absorb the 
innovative ideas emitted by the producer of knowledge. First, firms can­
not assimilate - absorb - knowledge without effort. In order to absorb 
new external information, the firm needs to develop what Cohen and 
Levinthal (1989, 1990) call an absorptive capacity. The principle is that 
we cannot understand something if we know nothing. Firms need to 
build a knowledge background, based on knowledge previously ac­
quired, to be able to absorb the external knowledge (^'the two faces of 
R&D"). This not only creates new knowledge, it also helps firms to as-



86 Patrick Cohendet and Frieder Meyer-Krahmer 

similate external knowledge. Thus, Cohen and Levinthal show that 
spillovers do not necessarily have a negative impact on R&D. 

7. The epistemic content of knowledge matters. As noted by Gallon 
(1999a), we should distinguish the case of knowledge with a high de­
gree of generality (knowledge that can be potentially used in various 
contexts by a large variety of agents) from the very specific forms of 
knowledge that can be absorbed and used by only a few other agents. 

This realigned set of hypotheses provokes the following remarks in 
terms of KOP. We can now begin to outline a radically different public 
policy model, which recognizes and supports the material practices and 
material cultures of learning in networks of communities. What the above 
suggests is that an essential part of the process of production of knowledge 
can be interpreted as resulting from the dynamics of the interactions be­
tween communities. These interactions can be approached through the 
principle of "translation/enrolment", elaborated in particular by Gallon and 
Latour. According to these authors, the innovative diffusion of ideas (for 
example, from the laboratory to the market) can be interpreted as a process 
of progressive contagion of communities, where each community makes 
efforts to "command the attention" of other communities to convince them 
of the relevance of the knowledge it has elaborated. Gallon and Latour 
suggest that the producer of knowledge faces not an anonymous competi­
tion, but a specific structure of interaction among economic agents. The 
group of agents that succeeds in expressing and formalizing an innovative 
idea faces a major problem: not the risk of being copied (at no cost), but 
the risk of being misunderstood by others (including agents belonging to 
the same institution). There is a risk that their procedures and experience 
will not be reproduced by others. Inventors will thus make considerable ef­
forts to alert other communities in order to convince them of the utility and 
potential of their discoveries. 

3.4 The Main Determinants of KOP in a Knowledge-Based 
Perspective 

It must be emphasized that the hypotheses outlined above, of the condi­
tions of production of innovative ideas in a KOP context do not invalidate 
the traditional hypotheses. In fact, the traditional context appears as a par­
ticular case of the more general one. This implies that the traditional policy 
instruments (3Ps) elaborated within the traditional context will still be 
valid as instruments in a KOP context. However, the ways of interpreting 
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them, of designing and implementing them, and the ways of using them 
will be different. This very difference lies in the fact that the KOP hy­
potheses take into account both the tacit and the collective dimensions of 
knowledge. Thus, any "classical" policy instrument needs to be reconsid­
ered in the KOP context. 

For example, in considering the key question of "appropriability", this is 
resolved within the traditional technology policy perspective, through pat­
ents, which are viewed as strong property rights instruments. In a KOP 
context, patents naturally keep their (necessary) appropriability dimension 
to protect the innovator, but they reveal other dimensions. Patents, for in­
stance, are assuming a more and more important strategic role in negotia­
tion. Very often patents are the first sign of cooperation or knowledge ex­
change. Thus, they determine the strength of the rapport between the 
members of a network. Patents may be used as signalling devices within 
complex negotiations related to the building of networks. On the other 
side, the collective dimension of the building of knowledge introduces new 
ways to look at appropriability. When the incentives for efforts to build 
knowledge within a given community are strong enough (for instance, to 
gain membership to specific communities of practice), the necessity to de­
cide, at least temporarily, on the question of appropriation could be mar­
ginal. An extreme example is the recent case of "free software" develop­
ment, such as Linux. The members strongly believed that property rights 
were a threat to the user's freedom and the dynamic of innovation in the 
industry. In order to allow free use of all their software, they adopted the 
"copyleft" system, in contrast to copyright. In short, these developments 
suggest that in order to understand these recent issues requires in-depth 
analysis and a redefinition of the incentives applying in a new mode of 
production of knowledge. 

3.4.1 Reconsidering Incentives in a KOP Context 

The introduction, as well as the appropriability dimension, of other charac­
teristics of the production of knowledge (signalling, voluntary disclosure, 
increase of absorptive capabilities) leads to key consequences in terms of 
the incentives for producing new knowledge. It underlines the key role of 
institutional settings in shaping the incentives to innovate. The institutional 
settings, as expressed by the norms, rules, and standards to be adhered to, 
govern, to a large extent, the incentives to produce and distribute knowl­
edge among members of different social organizations. The institutional 
settings also contribute to shaping the nature of the codification processes 
that take place. In particular, the modes of organizing research activities 
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strongly influence the costs of transferring the knowledge that has been 
produced. As an example, with regard to the differences between funda­
mental and applied research, Gallon (1999a) recently emphasized what he 
considers to be two extreme visions among economists of the main ways 
to produce knowledge. 

- On the one hand, there is the vision proposed by Romer (1993), for 
whom the main difference between basic research and applied research 
resides in the difference in the content of the knowledge produced (basic 
science consisting essentially in codified statements having a large de­
gree of generality, and applied research consisting essentially in ma­
nipulating private tacit knowledge in forms of know-how incorporated 
in workers or equipment). 

- On the other hand, there is the vision proposed by Dasgupta and David 
(1994) that the difference is not to be found in the content of knowledge 
(which, a priori, would exhibit a "cognitive equivalence" that leads to a 
strong substitutability between the two forms), but instead lies in the in­
stitutional settings. The incentive schemes and norms laid down by the 
institutional settings are the main reason why codified forms are pre­
ferred by some agents (researchers who have incentives to publish arti­
cles, theorems, treaties, etc.) while tacit forms are preferred by others 
(engineers working in private firms)^. 

The above considerations emphasize the role of incentives as shaping 
the nature of the production of knowledge. For example, when considering 
the status of incentives for research in the US, Stephan and Levin (1997, p. 
54) asked: 

"Why have researchers in the US focused so extensively on individuals 
as opposed to groups and why has this focus persisted despite widespread 
evidence that science is becoming increasingly a collaborative effort? It is 
virtually impossible for a scientist to survive and have a career at a univer­
sity without becoming a "principal investigator" (PI) and directing a lab. 
The research the PI directs is collaborative, but the majority of the collabo­
rators are graduate students and post-docs statuses which by their very 
definition are temporary. This individualistic vision of incentives is in ac-

6 As expressed by David and Foray (1995), "The true nature of new knowledge 
does not stem from any intrinsic differences between knowledge that is scientific 
rather than technological, nor between basic and appHed scientific knowledge. 
The critical factor governing the distribution and the utilization of new findings 
are those regarding the rules structures and behavioral norms about information 
disclosure that dominate in the particular social organizations within which the 
new knowledge is found or improved" p. 24. 
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cordance with the Mertonian model of scientific activity, where the indi­
vidual trajectory of the researcher and his/her capacity to accumulate a 
stock of credibility is the main driver of the academic domain. This leads 
for instance to the well known "Matthew effect": as public fundings of sci­
entific research is related to previous accomplishments, the system may 
give disproportionate recognition to scientists who attained early discover­
ies" 

Codified 
knowledge 

Tacit Ktt owl edge 

Codified 
knowledge 

Tacit Knowledge 

Scientific 
Listituti ons 

Industry 

ROMER'S Approach 

The production of knowledge by scientific institutions and 
industry differs because of the differences in the content of 
knowledge 

DASGTJPTA and DAVID'S Approach 

The production of knowledge by scientific institutions and 
industry differs because of the differences in the incentive 
schemes 

Fig. 3.1. The role of incentive mechanisms: Differences between Romer's and 
Dasgupta and David's approaches conceming the production of knowledge (Gal­
lon 1999a) 

Gallon and Foray (1997) pointed to some other t3^es of issues related to 
the setting up of incentive mechanisms. In particular, they refer to a series 
of recent works (Hanson 1997) that raise the question of the differences 
between a system of awards (ex-post recognition) and a system of grants 
(ex-ante stimulation), and their implications for the efficiency of research. 

3.4.2 The Role of Trust 

Besides the institutional setting, we must consider another variable that in­
fluences the behaviour of the innovator in a KOP context: the degree of 
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trust between the different agents involved in the production of knowledge. 
Taking account of the degree of trust raises an important issue, which con­
tributes to influencing the choice between specialization and cooperation 
in the production of knowledge. As stated by Zuscovitch (1998, p. 256): 

"Trust is a tacit agreement in which rather than systematically seeking 
out the best opportunity at every instant, each agent takes a longer perspec­
tive to the transactions, as long as his traditional partner does not go be­
yond some mutually accepted norm. Sharing the risks of specialization is 
an aspect of co-operation that manifests an important trust mechanism in 
network functioning. Specialization is risky business. One may sacrifice 
the 'horizontal' ability to satisfy various demands in order to gain 'verti­
cal' efficiency in an effort to increase profitability. Any specializing firm 
accepts this risk, network or not. A risk-sharing mechanism is essential be­
cause, while aggregate profits for participating firms may indeed be supe­
rior to the situation where firms are less specialized, the distribution of 
profits may be very hazardous. To make specialization worthwhile, the di-
chotomous (win-lose) individual outcome must be smoothed somehow by 
a cooperative principle of risk sharing." 

The choice made by agent A to specialize in one domain of knowledge 
(and to bear the sunk-costs involved) in cooperation with others agents 
who would agree, in turn, to specialize in the complementary types of 
knowledge needed by A (A's knowledge being considered as complemen­
tary fi-om the point of view of other agents) seems to be one of the main 
lines of research that explains the management of knowledge by organiza­
tions. 

The question of trust in relation to the production of knowledge raises a 
key topic in the KOP context: the problem of access to knowledge. Within 
networks, there is a considerable amount of negotiation, decentralized to 
the level of economic units that takes place with the objective of determin­
ing the mutual degree of specialization necessary to produce the knowl­
edge and the mutual rights of access to knowledge that are compatible with 
the system of specialization. The key variable in this perspective is the de­
gree of trust between economic units. This is by nature a very decentral­
ized process; however, a policy that adequately favours an efficient co-
determination of specialization and system of rights of access to knowl­
edge in society, would go a long way towards promoting a "climate" of 
trust between economic units. Networks, therefore, are the institutional 
framework within which economic units realize a trade-off between prop­
erty rights and rights of access to knowledge. 

The above discussion on trust, in line with the analysis of incentives, 
leads to the following table, which summarizes four types of cases of the 
use of property rights instruments, when considered from two dimensions: 
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trust, and the nature of incentives of economic units. In this table, the first 
case (absence of trust, appropriability is the only incentive) equates to the 
traditional context^. 

Table 3.2. Trust, appropriabihty and incentives 

Appropriability is the only 
Incentive in the Production 
Of Knowledge 

Different Incentives in the 
Production of Knowledge 

Absence of Trust in the 

Use of patents as pure 
Property Rights 

Use of patents as Property 
Rights, Signalling, and 
Reputation 

Existence of Trust in 

Trade-off between using Pure 
Property Rights and Rights of Access. 

Complex use of Patents 
and Rights of Access 

Public policy must find a way to build trust between economic units, or 
at least, acknowledge that this is what some initiatives are about. For ex­
ample, stimulating the participation of public laboratories, private firms, or 
public research units in complex networks of innovation (such as the in­
dustrial networks financed by the EU programmes) can be considered as a 
way of increasing the level of trust in the daily functioning of the network. 
Individual units in such a network of collective knowledge formation can 
actively build trust by shouldering the risk of high specialization, while 
remaining open to the wide dissemination of results throughout the net­
work (following the rules of "open science communities"). They can also 
absorb the sunk costs of building a common architecture of knowledge 
within these networks, thus facilitating the building of a common trust. 
These aspects require in-depth investigation to establish an appropriate di­
rection for public policy. 

3.5 Selected Conclusions for KOP 

The above leads to a renewed fi'amework for designing appropriate KOP 
initiatives in a knowledge-based context. To a large extent, this frame­
work, which severely questions some of the results of traditional theory, 
could be seen as complementing the way that policy instruments are con­
ceived within an evolutionary perspective. However, we consider that the 
KOP vision, based on the concepts of the economics of knowledge, em-

^ In this figure we only consider distinct economic units, we do not consider mem­
bers of some specific communities (for whom the incentive mechanisms are 
driven by the fimctioning of the community). 
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phasizes, more than does evolutionary theory, the active units of knowl­
edge (communities), which constitute a nucleus for the formation of com­
petencies in the economy. While evolutionary theory focuses on the inter­
play between routines (and derives from it some fundamental results for 
technology policy, such as the formation of standards), the KOP vision fo­
cuses on what happens "behind the scenes" where, through their everyday 
practice, members of cognitive communities shape the domains of knowl­
edge. We propose in the following paragraphs to investigate some of the 
main KOP initiatives that can be derived from the theoretical framework 
that has been presented. 

3.5.1 Patents Revisited in a KOP Perspective 

In the new knowledge context, patents retain their essential feature of pro­
tecting the innovator, but the discussion in this chapter reveals new roles 
linked to the practices of the active communities that develop the new 
knowledge. Patents begin to play a more important strategic role in nego­
tiations and often are the first signs of a cooperation or knowledge ex­
change. In this capacity, they determine the balance of power between the 
members of the network. Patents may also be used by a community to sig­
nal the existence of a given competence, in order to enter complex negotia­
tions related to building networks^. These multiple potential uses of patents 
can be linked to the overlapping interactions that lead to innovation. The 
property rights nature of the patent can be tied to the "innovator", tradi­
tionally viewed as the embodiment of "possessed knowledge". The strate­
gic role in negotiation can be recognized through the organization that 

As Foray (2002, p. 3) notes, the intensity of signalling depends on the institu­
tional context: "the institutional articulation of [patents] that can vary a great 
deal across countries. For example, the information disclosure rules matter: The 
Japanese system is effective for sending signals and placing a large amount of 
information in the public domain, thus contributing to the essential objective of 
'collective invention'. While the European system tends also to have an effective 
signalling function (though less powerful), the U.S. system, until recently, was 
not effective in terms of signalling. Minor institutional differences are important 
to explain the disparities of the value of patents as a source of information and, 
thus, as a mechanism for efficient co-ordination. When information is properly 
disseminated (as in the Japanese system) and when the nature of the protection 
granted is specified in ways that encourage patentees to make their innovations 
available for use by others at reasonably modest costs (narrow patent as well as 
weak degree of novelty are crucial in this way), the patent system becomes a ve­
hicle for co-ordination in expanding informational spillovers, rather than for the 
capture of monopoly rents". 
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owns the patent (e.g. a patent can be an important asset for a start-up com­
pany when dealing with financial institutions, or seed capital companies). 
The signalling nature of patents can be acknowledged through a recogni­
tion of the specific community involved in the innovation, which needs 
protection for its competence in order to enter into collaborative ventures 
with other communities. 

The need for appropriation might even be marginal when incentives to 
build knowledge within a given community are already strong (e.g. the de­
sire to belong to specific communities of practice). In this case, at least 
temporarily, members of the community might voluntarily focus on build­
ing a common architecture of knowledge, without any explicit regard for 
appropriation. The "free software" development by Linux is a good exam­
ple. The participants in this network had a strong conviction that property 
rights were a threat to user fi-eedom and the dynamics of innovation in in­
dustry. Linux adopted the "copyleft" (as opposed to copyright) system in 
order to allow free use of their software. 

Communities, thus, can be seen as semi-public entities, holding some­
thing in common, but something, which is not available to all. This is a key 
aspect of the production of knowledge that public policy needs to grasp. 
The growth of copyleft systems, and also the increase in many industries 
of "knowledge platforms", show that in the emergent stages of innovation, 
when the boundaries and definitions of products and objects are still fiizzy, 
there is a strong need for a common platform of knowledge, from which 
interfaces, standards, and designs will progressively emerge. Thus, at first 
glance, certain aspects of the behaviour of communities, in particular their 
contribution freely of knowledge as a semi-public good, contradict or rein­
terpret standard micro-economic rules. 

All these arguments force a fundamental reconsideration of the tradi­
tional view of patents, which historically have been criticized for hamper­
ing the diffiision of innovation owing to their emphasis on individual ap­
propriation. What the above discussion suggests is that strong patents can 
also hamper \hQ production of knowledge. As Foray (2002, p. 3) remarks: 

"an excess of privatization relates to excessive fi*agmentation of the 
knowledge base, linked to intellectual property rights on parcels and frag­
ments of knowledge that do not correspond to an industrial application. 
This situation is described by the concept of an anti-commons regime and 
illustrated with the case of biotechnology: when private rights are granted 
to fragments of a gene, before the corresponding product is identified, no­
body is in a position to group the rights (i.e. to have all the licenses) and 
the product is not developed". 

Box 1 summarizes Foray's suggestions on property rights policies in the 
new knowledge context. In the same vein, what the example of Linux sug-



94 Patrick Cohendet and Frieder Meyer-Krahmer 

gests is that, in certain contexts, when some emerging technological devel­
opments need common cognitive platforms of knowledge, the "price free" 
development by communities could be an efficient solution to the produc­
tion of new knowledge. 

Box 3.1 Intellectual Property Rights Policies in The Knowledge-based Econ- j 
omy 
Extract from Foray (2002) 'Intellectual Property and Innovation in the Knowl­
edge-based Economy' Canadian Journal of Policy Research (Isuma), vol 3, nol: 
www.isuma.net, Spring , pp 1-12. 

In the knowledge economy: "good fences do not make good neighbours". 

As Paul David (2001) claims, good fences probably make good neighbours when 
the resource is land, or any other kind of exhaustible resources. But, simple con­
siderations of the "pubhc good" nature of knowledge suggest that this is not the 
case when the resource considered is knowledge. Knowledge is not like forage, 
depleted by use for consumption; data-sets are not subject to being "over-grazed" 
but, instead, are likely to be enriched and rendered more accurate, and more fully 
documented, the more that researchers are allowed to comb through them. 

Thus, the shift toward a new policy mix is raising many problems and may lead 
ultimately to major social losses. In most research fields, "creative discovery 
comes from an unlikely journey through the information space". If too many 
property rights are assigned to the micro-components of the information space, 
travelling through it proves to be extremely costly, even impossible, because at 
every point the traveller must negotiate and buy access rights. We are facing here 
a great paradox that IPRs [intellectual property rights], which are traditionally 
used to support the exploitation of knowledge, are ultimately acting to shrink the 
knowledge base. 

Of course, the new system of knowledge production generates its own regula­
tion, which can bring about a certain equilibrium in some instances. We can list 
four classes of solutions, dealing with the various problems developed below. 

Mechanisms are devised to support, in certain circumstances or for certain 
classes of economic agents, the fast dissemination and free exploitation of private 
knowledge. There are three main mechanisms: 

Compulsory licensing (compulsory diffusion of private knowledge for the gen­
eral interest). 

The state or international foundations buy patents to put them back in the public 
domain. To illustrate this mechanism Kremer (1997) uses the historical case of 
Daguerre, the inventor of photography who neither exploited his invention, nor 
sold it for the price he wanted. In 1839 the French government purchased the pat­
ent and put the rights to Daguerre's invention in the public domain. The invention 
was developed very rapidly! 

Ramsey pricing rule suggests price discrimination between users whose de­
mands are inelastic and those for whom the quantity purchased is extremely price-
sensitive. The former class of buyer, therefore, will bear high prices without cur­
tailing the quantity purchased of the goods in question, whereas the low prices of-

http://www.isuma.net
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fered to those in the second category (e.g. scholars and university-based research­
ers) will spare them the burden of economic welfare reducing cutbacks in their use 
of the good (David 2002). 

Granting non-exclusive licences, presumably with minimal diligence or exclu­
sive licences with diligence, offers a partial solution to the problem of licensing 
knowledge produced by publicly funded research programmes in universities. 

Cross-licensing mechanisms may be a way out of the anti-commons trap. 
Transactions costs can be reduced through mutual concessions and through the 
trading of rights (for example, within a consortium). However, this is a solution 
that can only work with a small number of companies. Thus, the rapid growth of 
new kinds of firms does caution against over-confidence that anti-commons prob­
lems can be surmounted. For example, the computer hardware industry had few 
problems with its cross-licensing arrangements, until new kinds of semi-conductor 
companies appeared. 

There is a great deal to be done in terms of the ways in which patent offices en­
force patent requirements (i.e. make their assessments of utility requirement, non-
obviousness, patent scope). One should note however that hybrid and complex ob­
jects — such as genes, DNA sequences, software, databases — generate a lot of 
uncertainty about what fPR policy is appropriate, making the tasks of patent of­
fices very difficult. It is difficult to provide non-ambiguous and clear answers to 
the question of whether these new objects should be privately appropriated; and, if 
yes, what class of IPR should be used. 

3.5.2 KOP Within a Decentralized Innovation Policy Model 

We have already seen that one tool is new usages of patents, for example, 
use by a community that has produced a new piece of knowledge to con­
vince others of the value of the novelty. Patents can be viewed as visible 
artifacts designed to command the attention of others and become their 
frame of reference too. But, for those communities that agree to participate 
in an "expanding community of interaction"(Nonaka and Takeuchi 1995, 
p. 59), which leads the innovative idea to the market, patents have a lim­
ited role to play in coordinating the interactions of knowledge intensive 
communities. Other means and mechanisms are necessary, notably the 
construction of a cognitive web that allows the different communities to 
communicate effectively. 

Such a cognitive web is composed of material mediaries (currency, ma­
terial goods, books, articles, patents) as well as intangible mediaries (crys­
tallized collective beliefs, negotiated and accepted conventions, internal­
ized values). These mediaries underpin the efforts of a community to 
interest others in their knowledge activities, by forcing engagement, adher­
ence, a conmion language, common beliefs, and an alignment of interests 
in general (Gallon 1999a). The procedural construction of a cognitive web 
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between communities makes it possible to code the experiences and the 
history of the network and, therefore, to give the sense, ex post, of the con­
struction and stabihzation of a common vision or culture assuring the 
global consistency of the distributed venture. 

In such a perspective, how can public policies aid in the translation and 
alignment process? Through state funded intermediaries? Through incen­
tives to help build meta-narratives? Through fimds to help communities 
sell their ideas? The answer, to a large degree, depends on the nature of the 
community-based projects, since each reveals its own idiosyncrasies and 
challenges, which can only be addressed in specific ways (as illustrated in 
Box 2). But, in general terms, policy recognition might learn to accept the 
inadequacy of actions centred on individual elements of a string of knowl­
edge (e.g. particular technologies or particular know-how), and appreciate 
the centrality of the varied and often unpredictable mediaries - human and 
non-human - that hold networks together, as well as the significance of en­
rolling others into a knowledge network to make it effective (e.g. through 
publicity, political influence, indispensability, cultural dominance). 

Box 3.2 Examples of Community-Based Research Projects 
Extract from the appendix to the Executive Summary of the report 'Community-
based Research in the United States', by Richard E. Sclove, Madeleine L. Scam-
mell, and Breena Holland, The Loka Institute, Amherst, Massachusetts, USA, July 
1998 (www.loka.org). 

Harvard School of Public Health, Boston: Helping citizens link leukemia to 
industrially contaminated wells: During the 1970s, parents in Wobum, Massa­
chusetts noticed an alarming pattem of leukemia, urinary tract and respiratory dis­
ease, and miscarriages in their town, and wondered if the water supply was con­
taminated. State officials told them the water was safe. With the help of scientists 
at the Harvard School of Public Health, they initiated their own epidemiological 
research and identified industrial carcinogens in the town's well water. Their civil 
suit resulted in an $8 million out-of-court settlement (detailed in the best-selling 
book and Hollywood movie, A Civil Action) and provided major impetus for Con­
gressional action to reauthorize federal Superfund legislation. 

Neighborhood Planning for Community Revitalization: Minneapolis: 
Planning to revitalize an industrial area: Residents and business owners in the 
South East Industrial Area (SEIA), just outside Minneapolis, were concemed that 
their area's viability was threatened by increasing pollution, over-strict zoning, 
crime, and the lack of sidewalks, bike paths, and park space. In addition, various 
groups affected by the SEIA had a contentious history and had not worked to­
gether for years. The SEIA community appealed to Neighborhood Planning for 
Community Revitalization (NPCR) for assistance. NPCR facilitates collaborative 
research between universities and local community-based organizations. Re­
searchers working jointly through NPCR and the SEIA community members con­
ducted a research project which established that an urban area can compete with 

http://www.loka.org
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the suburbs and still retain industrial and heavy commercial business. As a result, 
the city, county, and state agencies formed the South East Economic Development 
Steering Committee, charging it to prepare a master development plan for the area. 
This project was funded by NPCR and involved 960 hours of time contributed by 
graduate student researchers. 

Center for Neighborhood Technology, Chicago: Maintaining jobs and en­
vironmental standards in the metalworking industry: In Chicago, metal finish­
ing provides many jobs in low income neighborhoods. During the 1970s and 
1980s, two waves of environmental regulation caused the immediate loss of 2,500 
metal finishing jobs when non-complying plants were forced to shut down. It be­
came clear that environmental regulations threatened this key industry and thou­
sands of related jobs. The non-profit Center for Neighborhood Technology (CNT) 
collaborated with industrial development organizations to conduct an in-depth 
study of options for bringing Chicago's remaining metal finishers into regulatory 
compliance. CNT helped the groups identify the problems facing metal finishers, 
access free environmental audits of their plants, investigate alternative technolo­
gies for compliance, determine criteria for a centralized approach that would offer 
economies of scale, and secure financing for implementation. This effort repre­
sented a remarkable collaboration between manufacturers and environmentalists. 

Crucially, however, what needs attending will vary according to the 
character of the network. In the context of supporting the creation and 
translation of community-based knowledge, we can consider, along with 
Gallon (1999a), two extreme situations. 

The first is a situation of "emergent relations", corresponding to cases 
where the process of creation is at an embryonic stage, so that only a 
community (usually epistemic) has experimented and validated the crea­
tive idea. The problem here is to design incentive schemes for other com­
munities, as well the means of translating emergent creativity. The degree 
of uncertainty is so high that agents cannot anticipate the behaviour of oth­
ers. Agent behaviour remains largely opportunistic. It is deliberately pro­
cedural: through processes of negotiation and continuous sets of feedback, 
the community initiates a process of convergence and formation of collec­
tive beliefs to reach stabilization. This period of convergence (of elimina­
tion of uncertainty) is a fertile period in the process of formation of collec­
tive beliefs. The collective beliefs are more likely to converge if a 
"metacode" has been established between communities, helping to develop 
"compromises between the need to make knowledge more explicit and the 
need to avoid excessive technicalities and local jargon" (OECD 2000, p. 
27). 

In the context of emergent relations, public policy could respond, firstly, 
by directly financing communities. The recent policy adopted in the 6* 
Framework Programme of the EU, in the domain of science and technol­
ogy, is a significant example of the shift in focus of European public pol-
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icy from financing individuals or institutions towards directly stimulating 
the functioning of communities. This programme is designed to directly fi­
nance large communities of scientists who will have the opportunity to de­
cide among themselves the type of collective work to be done. Secondly, 
public policy could steer meta-codes and collective beliefs, in order to 
support a discourse of emergence through community, inter-community 
collaboration, and meta-code construction. The development of reference 
standards by public bodies could also serve to simplify communication be­
tween communities and to increase compatibility of systems designed in 
different countries by reducing non-strategic varieties in design. Thirdly, 
public policy could facilitate the "distributive power of knowledge" (David 
1995) by encouraging the development of modem information infrastruc­
tures, such as uniform protocols and formal standards, alongside providing 
opportunities to researchers and scientists to build careers across national 
systems (allowing them to go back and forth without having to build up 
nationally-based accreditation). 

Also, there could be a situation of "consolidated relations", in which the 
existence of common codes and languages allows the different communi­
ties to share their respective knowledge on a particular innovation domain, 
and to interact by continuous feedback to improve the creative principles. 
Here, the degree of uncertainty is considerably reduced: the individual 
agents act based on their past experience. Therefore, when interactions be­
tween communities are consolidated, agent behavior is conditioned by his­
tory and past experience. Thus, individual behaviour converges more and 
more towards a pattern of substantive behavior: through a set of tacit or 
casual elements translating the simplified diagrams that one develops to in­
terpret experiences (routines, conventions, heuristics, etc.), the environ­
ment becomes consolidated. Thus, the stabilization of interactions between 
communities plays an important role in stabilizing the collective beliefs of 
the agents and in sense making. 

In this context, in order to stabilize the different interactions in a com­
munity of communities, the role of public policy could be to set standards 
and norms of quality, to enact the efficient practices and routines by diffus­
ing them, to recognize the outcomes of the complex process of interactions 
that leads to innovation. In particular, as we have seen, patents in this 
process are important signalling devices. Thus, an instrument, originally 
designed for its property rights characteristics, has assumed a new role. 
However, an important question for public policy is whether there are less 
costly instruments than patents that could be used, reserving patents for 
their original purpose? For example, in other domains of the economy, 
there are such things as "public or community utility merits" applying to 
certain non-profit organizations, or "certificat d'appelation controlee" ap-
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plying to wines, and so on. These types of measures help to underpin the 
work of communities and protect them from the erosion of diversity that 
tends to accompany the development of market mechanisms. 

Perhaps the most crucial aspect of policy, though, lies in achieving full 
public recognition that innovation is an emergent process based on the 
gradual introduction of interactions that link previously unconnected 
agents, knowledge, and goods in order to produce a relationship of inter­
dependence: the network, in its formal dimension, is a powerful tool for 
making these connections and for describing the forms that they take. 
What produces innovation is the alchemy of combining heterogeneous in­
gredients within a process that cuts across institutions, forges complex and 
unusual relations between different spheres of activity, and, at the same 
time, draws on inter-personal relations, the market, the law, and science 
and technology. Given all of this, the aims of public policy must be modest 
in terms of the effectiveness of top-down interventions; there needs to be a 
move away from detached and pre-conceived science and technology pro­
grammes towards a hermeneutic approach based on providing nodal sup­
port for existing and emergent networks. 

Finally, turning to firm-specific policies, perhaps a prime general prin­
ciple should be the reversal of a public policy culture of market-driven or 
efficiency-driven restructuring programmes that have reduced redundancy, 
'slack', and memory in the pursuit of the lean organization, and maximized 
labour flexibility, and short-term profit. That employees - especially in the 
lower tiers - should enjoy some social interaction, should be content to in­
teract without utilitarian gain, should be given autonomy, and allowed to 
develop their own creativity, have come to be seen as counter-efficient and 
wasteful. Our analysis points to the reasonableness and benefits of having 
public incentives in support of industrial democracy, employment security, 
cultural development in firms, knowledge "vacations", competence-
enriching mobility, and grass-roots experimentalism; in other words, for all 
those things that have become taboos in the contemporary repertoire of 
corporate efficiency and competitiveness. This is not an argument between 
the deficiencies of the short-term obsession with "leanness and fitness" 
and the virtues of a longer-term horizon. It is primarily about recognizing 
that a distributed system of knowledge production requires inputs from 
those engaged in the everyday practice of doing. 

The above examples suggest that some of the elements that are fi'e-
quently found in well-managed communities might be adopted by a public 
policy aimed at enhancing the desirable aspects of community governance. 
As Bowles and Gintis (2000, p. 16) argue, some major shifts need to be 
made. The first, strongly supported by experimental evidence, is that 
members of the community should own the fioiits of their success or failure 



100 Patrick Cohendet and Frieder Meyer-Krahmer 

in solving the collective problems they face (this is consistent with our 
suggestions regarding the use of patents). Second, well-functioning com­
munities require a conducive legal and institutional environment. It is 
widely recognized that at times government intervention has destroyed 
community governance capacities. Third, it seems clear that the ability of 
communities to solve problems can be impeded by hierarchical divisions 
and economic inequalities among its members. Thus, an institutional envi­
ronment that complements the distinctive governance abilities of a com­
munity and underpins a distribution of property rights such that its mem­
bers can become the beneficiaries of community success, seem key aspects 
of policies designed to foster community-based problem-solving. 

3.5.3 KOP Initiatives to Bridge Between "Expert" and "Lay" 
Knowledge 

The implication, then, is that public policy will have to take account of 
these aspects. Gallon et al. (2001, p. 140) emphasize this growing potential 
to associate scientific (in their terms "confined" research) with lay (or 
"profane") research: 

"The main weakness of confined research does not reside in the risk of 
being in a total isolation, though this risk should not be underestimated. It 
resides essentially in the great difficulty that this type of science faces 
when it has to reduce the world, and then to reconstitute it. A laboratory, 
even if well connected to the outside world, as well researchers, even if 
fiiUy convinced that they alone can achieve the translations that allow them 
to work efficiently, face insurmountable obstacles if they refuse to build 
and co-operate with those with profane knowledge". 

Accordingly, Gallon and colleagues call for hybrid forums (with the 
support of public agencies) to bring together, in innovative ways, the in­
sights of the scientific and the lay communities, leading to the encapsula­
tion of useful pieces of practised knowledge in day to day activities. For 
instance, it is accepted that some disease-specific patient organizations of­
ten know more than do the doctors about the specific traits of a disease, 
and thus produce knowledge that complements the theoretical and practical 
knowledge held by the physicians. To a large extent, the establishment of 
hybrid forums could be at the level of society, mirroring the "modular plat­
forms" that are developed in some industries (such as in the automobile 
industry) to cope with the generation of complex projects. In terms of pub­
lic policy, this move has important implications: hybrid forums, like 
modular platforms, do not just bring communities together in the hope that 
some positive outcome will result from the matching of active knowledge 
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units. Their success requires a cognitive architecture to be built between 
the particular communities, the implementation of which involves sunk 
costs and requires time. Hybrid forums must have established procedures, 
a common grammar and rules, and specific interfaces between the com­
mon platform and each community. To achieve this there must be strong 
public policy willingness to modify the nature of the knowledge architec­
tures of the "expert" and "lay" communities of knowledge. 

Lay knowledge across the ever-widening realms of society where it is 
developed and held - in the workplace, in associations, in interest groups -
must, therefore, be recognized, in terms of public policy, as being one of 
the mainstays of a knowledge society and its innovative arenas. This im­
perative, plus the various new policy orientations outlined, that follow 
from serious acknowledgement of the powers and potential of learning in 
doing through community forms of social organization, will radically alter 
the work of government in the knowledge economy. Science, education, 
and technology policies will have to focus more and more on the social 
foundations of learning and creativity, the task of joining up and aligning 
distributed pieces of knowledge, and eliminating the historical hierarchy 
between expert and lay knowledge. They will have to accept the centrality 
of the democracy of the commons and of grounded practical knowledge, 
for survival in the knowledge economy. 

3.5.4 KOP and Access to Knowledge and Co-Evolution of 
Emittive and Absorptive Capacities: Technology Transfer 
Revisited 

A re-thinking of recent trends in technology transfer policies will be at the 
top of the agendas of policy-makers in relation to KOP initiatives. As an 
example, in a case study of the locality of Brescia in Italy, Lissoni (2001) 
rejects the typical description of (Italian) clusters of small and medium 
sized enterprises (SMEs) (especially industrial districts) as homogeneous 
cultural settings, wherein technological findings are quasi-public goods. 
Rather than flowing freely within the cluster boundaries, knowledge re­
lated to technological findings is shown to circulate within a few smaller 
"epistemic communities", centred around the machinery producers that the 
research chose to investigate, but often extending outside the cluster's 
geographical boundaries. We can see therefore that: 

- such communities are better seen as being composed of people, linked 
by personal ties of trust and reputation, rather than of inter-firm ar­
rangements, although they arise out of successful commercial partner­
ships and deals, and respect firms' appropriation strategies; 
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- the localization of members of the epistemic communities is affected by 
the frequency of contacts required for transmitting information effec­
tively, as well as by the size of the members' companies; 

- public laboratories and universities seem to be ahnost totally absent 
from those communities. 

From this it follows that epistemic communities might be a better policy 
target than either firms or specific geographical units, which require spe­
cific policy actions: new firms may be established as a result of commu­
nity members seizing a technological opportunity, which was the basis for 
many SME clusters. Allowing community members to access knowledge 
from other sectors or from academic research may help, although policy 
measures in this direction may contrast sharply with the appropriability 
measures and staff management practices of employees of the epistemic 
community members. It should be noted that many technology transfer ac­
tions that currently target existing SMEs as potential innovators, could in­
stead be directed towards giving members of local epistemic communities 
the chance to found their own start-up. 

More generally, within a KOP concept, it is necessary to distinguish 
between traditional technology transfer and knowledge transfer. The target 
groups for technology transfer are mainly users and practical communities 
- generally epistemic communities. Technology transfer policies, which 
focus on specific sectors and locations, but do not arise out of an agreement 
with local members of the existing epistemic communities, will likely 
result in very generic, and possibly irrelevant services being offered (as 
many assessments of technology transfer policies have demonstrated). 
Since knowledge circulates within a number of relatively close networks, 
policy initiatives have to focus on access to knowledge and inter-personal 
networks, the degree of geographical dispersion of the relevant epistemic 
community, and the extent to which knowledge can be considered as 
"public" (i.e. shared by different communities) or "semi-public" (i.e. 
circulating within only one community). Some of the links between SMEs 
and larger firms, which many technology transfer policies try to enable, are 
already in place within the existing epistemic commimities. 

Amesse and Cohendet (2001) view the process of technology transfer as 
one that depends on the ways firms and other institutions deal with 
knowledge. On the one hand, they underline the role of absorptive 
capacities as essentially active within the perspective suggested by Cohen 
and Levinthal. They show that the more groups, teams, and communities 
within the firm are receptive to new ideas, the higher are the chances of an 
efficient absorption of technologies from outside. On the other hand, the 
quality of the process of technology transfer is fundamentally dependent 
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on the firm's capabilities to emit knowledge beyond its frontier. When 
firms provide significant assistance to their strategic partners, through 
multiplying functional interfaces, and investment in knowledge sharing 
routines, for instance, they in fact are deliberately contributing to 
enhancing the absorptive and emittive capacities of their key suppliers. 
These authors also show that, when negotiating within networks rights of 
access to the complementary forms of knowledge that they need, firms are 
making a detailed assessment of the absorptive and emitting capacities of 
the other members of the network. In other words, the management of the 
technology transfer process is essentially bi-directional. What matters is 
the co-evolution of the mutual absorptive and emitting capacities between 
partners, rather than the mere observation of the technology flow between 
an emitter and a receiver. 

Similar conclusions can be drawn about university/industry linkages, 
and the dense interactions between knowledge intensive services and their 
customers (Cohendet and Meyer-Krahmer 2001). D'Adderio's (2001) 
study of software development demonstrated that standardized, "coded" 
procedures and models are of little use unless they are locally appropriated 
and effectively transformed into actional routines and prototypes. Diffu­
sion of standardized practices, models and methodologies runs the risk of 
seriously misrepresenting the organizational costs and productivity effects 
of software adoption processes. As a consequence, her study shows that 
software producers need to build greater flexibility and potential for cus­
tomization into their systems in order to facilitate the process of adaptation 
of generic systems to local, context specific, circumstances and require­
ments. These emittive and absorptive capabilities lead to specific require­
ments, to dynamic learning, to translation routines, etc. All these cases 
demonstrate that policy needs to go beyond just R&D and to focus more 
on competencies. 

3.5.5 KOP Initiatives for SIVIEs: Shifting from R&D to 
Competencies 

Within their analysis of knowledge intensive businesses (KIBS), MuUer 
and Zenker (2001) underline that, compared to medium-sized manufactur­
ers, small enterprises are involved in a lower level of knowledge-intensive 
interactions. This means that generally small firms acquire less innovation-
related information from competitors, suppliers, and research institutes and 
thus have more limited access to external knowledge than do large firms. 
The consequences of this are twofold: first small firms have less knowl­
edge to draw on for innovation projects, and, second small firms have 
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fewer opportunities to improve their absorptive capacities. These aspects 
and their small number of personnel, especially marketing experts, are the 
major obstacles to iimovation for small manufacturing firms. Small firms 
carry out R&D on an occasional basis, which provides fewer opportunities 
to codify the knowledge produced, whereas large manufacturing firms, that 
are permanently engaged in development activities, are able to codify most 
of the knowledge produced in the fi-ame of these activities. Through the 
development of routines, it can be assumed that large firms will find it eas­
ier to codify their knowledge. Therefore, the strategic aims for policy in re­
lation to small fiurms should be: to raise awareness about the significance of 
knowledge and learning, and to compensate for their relative weaknesses 
in terms of knowledge codification. 

One important way to raise awareness about knowledge codification, 
and iimovation issues in general, is to provide manufacturing firms with 
information on iimovation projects and on the importance of knowledge. 
This includes the introduction of routines, such as knowledge monitoring 
tools in the firm, involving organizational, technical, financial, and human 
factors. In order to distinguish their competencies, firms must identify their 
specific strengths and define the contents of their knowledge bases. This is 
an important process, which requires in-depth examination of firm 
activities with equipment and capital goods suppliers and with staff. Firms 
must find a way to organize their knowledge flows and to manage their 
knowledge base. These activities will need to be supported by available 
tools such as computer networks, or specific software tools, and require a 
certain technical standard. All these aspects mainly refer to codified 
knowledge rather than to technical, social, or organizational knowledge. 

Policy measures in this direction would include incentives and project 
support for introducing knowledge monitoring routines in small and 
medium-sized firms, which lack the (financial) means to purchase 
equipment and to train their employees. Innovation policy should also 
support "knowledge managers", i.e. persons that visit firms and raise firms' 
awareness about the importance of these aspects. In addition, the 
development of - at least partly - standardized knowledge monitoring 
tools would help firms, since the "barriers" to firms developing their own 
measurement tools are high. Organizational skills and appropriately 
qualified personnel are necessarily accompanied by the technical skills and 
experience that are important for research and development activities, for 
conducting successful innovative projects, and for the absorptive capacity 
of firms. Some recent studies have talked about the phenomenon of 
"iimovation without research" emphasizing firm networks as a knowledge 
source. This means that individual firms are, to a lesser extent, being seen 
as research performers , but the innovation networks in which firms act 
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and interact are emphasized as being a pre-requisite for innovative 
activities. Nevertheless, a "non-researching, but innovating" firm still has 
to acquire external knowledge and apply it to its individual problems, 
which means that the firm must have knowledge appropriating capability. 
Therefore, the absorptive capacity of firms' employees, i.e. the capacity to 
"know-what", to become familiar with external knowledge, and to be able 
to apply it internally, are of crucial importance. Also, a certain level of 
skills and knowledge is necessary for employees to acquire new 
knowledge. Thus, political measures should increasingly include support 
for fostering skill levels in firms, for a qualified human capital base in 
firms, and for human capital mobility, for instance, through exchange 
programmes with research organizations. 

3.5.6 KOP and New Agents of Knowledge 

The new agents of knowledge are not really "new". What is new is that as 
economic actors they play a far greater role than in the past. The new ac­
tors are mostly small firms characterized by skilled knowledge workers. 
Creplet et ah (2001) analyze in more detail the role of two specific new 
agents of knowledge from a cognitive point of view. MuUer and Zenker 
(2001) focus on KIBS in general, and on their characteristics in creating, 
reengineering, and diffusing knowledge. The core characteristics of these 
new agents are a very high level of interactions with customers, a deep ac­
cess to the knowledge structure of these customers, and significant capa­
bilities in knowledge re-engineering. It is essential that policy takes ac­
count of the very different characteristics of their target group compared 
with the traditional target groups, such as R&D performing firms within 
manufacturing industries. 

Creplet et al. demonstrate the differences between consultants and 
experts from a cognitive dimension: a simple definition is that consultants 
contribute to the problem-solving process of their customers by applying 
standardized methods, routines, and processes, and through their 
knowledge of best practice. The development of their competencies is 
mostly based on links with communities of practice. Experts, on the other 
hand, mainly intervene in complex situations and create and operate 
relatively new knowledge. The development of their learning process is 
mostly based on links with epistemic commimities. This study 
demonstrates how differently the new agents of knowledge behave due to 
their different roles and roots in epistemic communities or communities of 
practice. It is not possible, therefore, to draw simple policy conclusions. 
Nevertheless, it is obvious that several policy shifts will be needed. The 
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KOP must put more emphasis on skills, competencies, and personnel 
(rather than R&D), on soft factors, such as management organization and 
training (rather than hard factors), on changes of behaviour (rather than 
achieving technological advances), and on knowledge management (rather 
than R&D projects). 

In relation to KIBS, MuUer and Zenker reach the following conclusions: 
KIBS perform knowledge processing, re-engineering, and diffusing for 
innovation. In order to fulfil this function they must have the capability to 
achieve knowledge transformation from its generation to its application in 
client firms. KIBS thus act as go-betweens between research organizations 
that produce scientific results and firms that use and apply this new 
knowledge. Since firms generally are unable to directly apply new 
knowledge, and since KIBS are familiar with firm-internal processes and 
demands, they process the "new" knowledge, diffuse it among their clients, 
and support its application in firm innovation processes. This knowledge 
transformation process consists to a large extent in a modification and re-
engineering of the codified knowledge made public by research 
organizations, into tacit (or specific) knowledge that is communicated to 
firms and can be applied by them. Interactions between KIBS and SMEs 
produce a circle based on the exchange of knowledge in both directions. 
This fosters innovations in both types of firms and can be described as the 
mutual activation of knowledge resources. Cooperating manufacturing 
SMEs and KIBS treat certain problems in the same way and participate in 
shared learning processes. Very close interaction, a wide access to the 
knowledge structures of their customers, and re-engineering of knowledge 
are the specific characteristics of KIBS as the new agents of knowledge. 
KIBS may also be able to compensate for regional weaknesses in the 
research infrastructure since they appropriate scientific results and make 
them accessible for application in manufacturing firms. As a consequence, 
one strategic aim will be to support the expansion of the KIBS sector in 
Europe, and to acknowledge their contribution to "boosting" innovation, 
both internally and among their clients. 

This has two implications for innovation policy: on the one hand, policy 
should pay more attention to these new agents of knowledge as a new tar­
get group. On the other hand, in order to stimulate cooperations between 
KIBS and other types of firms, the visibility of the former firm type should 
be raised, especially for small and medium-sized firms, which often lack 
information concerning cooperation partners. One way to achieve this 
visibility would be some type of certification for KIBS that indicated their 
competencies. This would help KIBS to market themselves while at the 
same time providing information to manufacturing SMEs about what par­
ticular KIBS could offer them. Furthermore, innovation policy could in-
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crease collaboration by providing incentives for exploiting KIBS services. 
The benefits of this kind of support would be seen in the innovation activi­
ties of manufacturing SMEs, and also in the internal innovations of KIBS, 
"nurtured" by the knowledge acquired through cooperation with manufac­
turing partners. The emittive capacities of KIBS, the absorptive capacities 
of SMEs, and the level of interaction between both types of firms must be 
the main targets of policy. 

3.6 Conclusion 

The state of the art in KOP is far from being comprehensive, coherent, or 
mature. This is mainly because this field of research is at an early stage. 
Therefore, our policy conclusions are selective, preliminary, and inevitably 
lack very specific proposals within detailed policy actions. Nevertheless, 
we believe that we could develop some elements of a conceptual frame­
work, which would bring to the relevant actors, their processes and con­
texts, a broad and rich set of empirical evidence. 

As emphasized in the above, the conceptualization of knowledge pro­
duction based on the notion of community, suggests an entirely different 
set of policy principles to those applicable to the traditional theoretical 
context, where the agent at centre stage in the knowledge production proc­
ess is the individual. 

Acknowledging the key role of communities in the production of 
knowledge indicates the need for institutional norms that can support 
communities. Public policy instruments are still very far from achieving 
this aim. In many research settings (including the academies), the style of 
public incentives is still to focus on individual publications and publicity, 
which, in our view, is a major barrier to the diffusion of the community-
based knowledge economy. But some change is discernible. For example, 
a very different approach to incentives has been adopted recently in the 
UK, where the "laboratory" is increasingly being taken in science and 
technology policy as the unit of reference for reputation-based and other 
non-financial incentives. A focus on communities suggests the desirability 
of extending incentives beyond the boundaries of the laboratory, to reward 
the network of research centres and laboratories that produce new knowl­
edge^. How far incentives can move in this direction will be crucial in de-

^ A revealing example cited by Joly (1997) is an article in Nature on the sequence 
of chromosome III in yeast that was signed by 147 researchers from 40 different 
research institutions - one among many signs of the need for research and sci­
ence policies to acknowledge and reward knowledge chains. 
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termining whether the trend of indisputable achievements in production in 
research. 

From a theoretical point of view, work still needs to be done in order to 
clearly distinguish the KOP vision from other theoretical visions, for in­
stance, the policy instruments arising out of evolutionary theory. Our be­
lief is that the KOP vision usefully complements the results of the evolu­
tionary approach in terms of policy instruments, but, to be confirmed, this 
aspect requires further and in-depth analyses. 
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4.1 Introduction 

Public support for research and development (R&D) can be oriented to­
wards various objectives: at early stages of the innovation process, explo­
ration of technological opportunities is sought. Indeed, short run, profit 
oriented research strategies might lead to too early a focus and to lock-in to 
an inferior solution (Cowan 1991). At later stages, public support often 
seeks to foster the adoption of the new technology. There are situations 
where private incentives lead to under-adoption of the new technology 
(Farrell and Saloner 1986). Even though these objectives may be distinct, 
they can overlap, for instance when several technologies are supported si­
multaneously. The purpose of this chapter is to shed some light on the dif­
ficulties that could be encountered in such situations. 

This we do by studying the case of the German high-speed train pro­
gramme. Several stages have been identified since the launch of this pro­
gramme in the early 1970s: in the first (1971-1977), innovations in the 
Magnetic Levitation (at that time a very "un-mature" technology) and 
Wheel/Rail technologies were pursued under the sponsorship of the Fed­
eral Ministry for Research and Technology (BMFT). The splitting of the 
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"generic" programme into two separate projects took place in 1977. The 
BMFT was responsible for the further development of the Magnetic Levi-
tation technology, with a short term marketing objective, while the Federal 
Ministry of Transports (BMV) took responsibility for the development of a 
more traditional Wheel/Rail system. We interpret this bifurcation as insti­
tutional specialization of the innovation oriented research ministry and the 
diffusion oriented transport ministry. 

From that time, the two projects followed separate paths: the Wheel/Rail 
technology was marketed under the ICE label; the Magnetic Levitation 
(MagLev) technology became stable and incremental improvements were 
embodied in the various Transrapid versions. However, at the end of 2000, 
despite the maturity of the technology, the Transrapid was not adopted for 
the Hamburg-Berlin line. Some of the reasons given were the high costs of 
the technology, its small performance advantage over the existing ICE, and 
demand uncertainty. An alternative outlet for this technology, namely the 
31.5 km Chinese project linking Pudong airport to the Long Yang road-
station in Shanghai, was found only recently. 

In our view, the difficulties encountered by the Transrapid are associ­
ated with the type of policy that was followed. While it may seem a "natu­
ral" way to cope with technology evolution, the German policy of provid­
ing parallel support for "a-synchronic" technologies (Wheel/Rail being is 
seen as the "old" technology and MagLev as the "new") raises several 
non-trivial issues. First, evaluation of the merits of the respective tech­
nologies must be conducted at "comparable levels of knowledge". At some 
point, acquisition of new knowledge requires commercial exploitation be­
yond the laboratory. Second, implementation of a transport system re­
quired high investment in network infrastructures. The need for compati­
bility with existing infrastructures heavily influences the operator's choice 
of a technology. Finally, we would argue that delays in technology adop­
tion could have irreversible consequences, as (i) improvements to the un­
adopted technology do not occur and (ii) the "window of opportunity" for 
its diffusion might be missed. 

4.2 The German High-Speed Train Programmes 

The Wheel/Rail technology (presently marketed under the name ICE) fol­
lowed an incremental development path with the primary consideration be­
ing compatibility with the existing rail infrastructure. To a large extent, in­
novations took place within a pre-defined framework. In contrast, MagLev 
was a radical innovation, at both system and component levels. According 



4 Technology Policy and A-Synchronic Technologies 117 

to Biillingen (1997), the MagLev technology emerged from an innovation 
process which sequentially followed fairly well defined stages: invention 
(1922-1940), innovation (1960-1967), consolidation (1968-1978), and, 
finally, implementation (1979-present). 

Public support was important in converting what was primarily a tech­
nological challenge into an economic one. We therefore look first in our 
historical analysis at the implications of involvement of public institutions. 
Two main periods can be identified in the history of the German high­
speed train: in the first (1971-1977), MagLev and Wheel/Rail technologies 
were developed within a global programme. The second period began in 
1977 when the programme was split into two separate projects. MagLev 
was seen as a technological breakthrough project, and Wheel/Rail was 
considered to be a project of incremental innovation. 

4.2.1 The Generic High-Speed Train Programme 

The initial German high-speed train programme was launched after a study 
commissioned by BMV, which identified a need for high-speed guided 
transports. 

4.2.f.f The HSB Study (1969 - 1971) 

The time that public authorities became involved in high-speed guided 
transports is clearly identifiable. In 1969, the HSB group (HSB is the 
German acronym for High-Speed Trains), which had been established two 
years earlier by Bolkow, Krauss-Maffei (KM) and the Deutsche Bundes-
bahn (DB), was commissioned by BMV to conduct a study with the objec­
tive of reducing the gap between the speeds of land and air transport. 

The final report of the HSB group was delivered in 1971. Parallel de­
velopment of the Wheel/Rail and the MagLev technologies was advocated. 
This raises several points. At that time, it was considered that due to its in­
trinsic characteristics (and especially the physical contact between wheels 
and rails), Wheel/Rail technology would not allow a commercial operating 
speed exceeding 300 km/h. The MagLev system (which had entered the 
consolidation phase, see Biillingen 1997) offered the possibility of higher 
commercial speeds (500 km/h was considered feasible). Despite this, both 
these technologies were seen as being possible substitutes for air transport 
for distances of less than 500 km. It should also be noted that the HSB 
study was based on the Hamburg-Koln-Stuttgart-Munich corridor (known 
as the "C line", and which would later have a connection to Frankfurt). 
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The HSB group's recommendations had one major consequence, 
namely the involvement of the BMFT in a high-speed train research pro­
gramme. In addition, the DB launched a programme for modernization of 
the rail infrastructure (this programme was known as the "Ausbaupro-
gramm 1970"). The modernized network was designed to support speeds 
up to 300 km/h. 

4.2.1.2 The "Technologies for Transport Systems" Programme 

The purpose of the BMFT funded research programme was to find me­
dium and long term answers to the problems raised by the increasing de­
mand for transport. Based on the recommendations of the HSB group, the 
programme had two essential components: 

- developing the MagLev technology up to technical maturity (from 1970 
onwards); 

- identifying the technical and economic limits of the Wheel/Rail tech­
nology (from 1972 onwards). 

Five research stages were scheduled for each technology: 

- Conceptual study 

- Components study 

- System development and experimentation 

- Exhibitions under commercial conditions 

- System validation by trials in "reality-like" environments. 

The funding scheme adopted by the BMFT was the following: 

- Financing of all research concerning the MagLev technology: this was 
justified by the high immaturity (at that time) of the technology, and the 
(commercial and technical) risks associated with it; 

- Financing of academic research: the argument was that academic insti­
tutions had a priori no financial interest in either of the projects; 

- Financing of 50% of the research undertaken by the private sector into 
Wheel/Rail technology, which had short term commercial perspectives. 

The overall BMFT funding for the 1970-1991 period amounted to 1.56 
milliard DM (approximately 780 million Euros) for the MagLev technol­
ogy and 0.64 milliard DM (approximately 320 million Euros) for the 
Wheel/Rail. 
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The BMFT programme enabled the construction of a dual-purpose trial 
circuit in Donauried. The construction of a Wheel/Rail prototype was 
scheduled for 1977, with a target speed of 400 km/h. The MagLev tech­
nology remained unchanged at a speed of 500 km/h, establishing a trend 
that would be reconfirmed over time, namely a reduction in the (perceived) 
speed gap between the MagLev and the Wheel/Rail technologies. Para­
doxically, this did not translate into the DB policy. In the mid 1970s, the 
high-speed ambitions of DB were revised: instead of the initially planned 
speed of 300 km/h, the redesigned network was only capable of supporting 
speeds up to 250 km/h. This conservative policy had dramatic conse­
quences for the development of the high-speed Wheel/Rail system. At that 
time, the conventional El20 locomotive was able to achieve 200 km/h. 
Thus, the need for a breakthrough technological solution decreased as the 
revised target speed became achievable through incremental innovations. 

The Donauried trial circuit project was abandoned in 1977. This can be 
explained in part by certain exogenous factors: low social acceptance of 
the project, a cut in the public budget, etc. However, it can also be seen as 
a willingness on the part of BMFT, as the main financial contributor to the 
project, to focus on breakthrough technologies. Although BMFT's financ­
ing of the Wheel/Rail research continued to increase up to 1980, institu­
tional specialization had begun in 1977: BMFT increased its commitment 
to the MagLev technology, while the conventional Wheel/Rail players 
adopted an incremental approach to innovation. 

In addition, the diffusion and the rapid growth of air transportation (in­
creased number of airlines and routes and significant decreases in fares) 
were having an effect. This increased the pressure to develop high-speed 
trains, with the focus being on the competing alternative high-speed train 
technologies. Thus, high-speed train technologies were seen as defining a 
new generation of land transportation, the various alternatives being re­
garded as competitors of, but not exactly substitutes for, air transport. 

4.2.2 High-Speed Trains in an Institutional Specialisation 
Context 

From 1977 onwards, the MagLev and the Wheel/Rail technology projects 
followed different paths. A decision to build a 31,5 km long MagLev cir­
cuit in Emsland was made in 1977. In 1978, the DB provided what was at 
the time an unused line (the 23 km long Rhein-Fehre section) for the con­
struction of a Wheel/Rail trial line. 
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4.2.2.1 Incremental Innovations to the Wheel/Rail Technology 

The purpose of this trial line was to improve the knowledge about the ef­
fects of certain parameters (ground stability, rail inclination, etc.) on the 
Wheel/Rail system and to check the operational character of new informa­
tion and guidance systems. The decision to interrupt the construction of the 
Rheine-Fehre section was quickly taken by BMFT. But when the French 
TGV came into service (in 1981), the DB launched the "Hochgeschwin-
digkeits Verkehr" programme, out of which was bom the ICE project 
(1982). In 1991 (i.e., 10 years later), the ICE train was put on the market 
on the Hannover-Wurzburg and Marmheim-Stuttgart lines. 

The ICE demonstrated the willingness of the DB to benefit from a solu­
tion, which was compatible with the existing infi*astructure. This led to a 
partial disengagement of the BMFT. To an extent, the ICE development 
was seen as the answer to international competition constraints. 

4.2.2.2 Emergence of the Transrapid: Elimination of Options 
and Implementation 

In 1970, and following the HSB group's recommendations, the BMFT 
launched a research programme aimed at supporting development of the 
MagLev technology. The BMFT policy had two stages. The first involved 
preservation of the technological options. The second was characterized by 
a focus on two specific solutions, namely the Electro Magnetic System 
(EMS) technology (supported by the so-called Transrapid EMS consor­
tium and by Thyssen-Henschel) and the Electro Dynamic System (EDS) 
technology (supported by the AEG-BBC-Siemens consortium). The main 
principles of the EMS and EDS technologies are depicted in Figure 4.1. 

The decision to build a specific MagLev trial circuit in Emsland came 
about because of the adoption of the Thyssen-Henschel EMS technology. 
This final reduction of the "technology space" was justified by cost mini­
mization considerations. Also, it could be argued that the exploration pe­
riod had yielded "sufficient" knowledge concerning the comparative ad­
vantages of the competing technologies. Finally, in 1977, the BMFT 
expressed its desire to accelerate the pace of development of the technol­
ogy in order to achieve rapid commercialization of the MagLev. Therefore, 
the decision favoured the least risky, most economic, technology, which, it 
was considered, could be implemented in the short term. 

It is interesting to draw a parallel between what happened in Germany 
and the choice made by the Japanese in favour of the EDS technology 
(embodied in the MLX prototype). The difference can be explained by 
such factors as the lower sensitivity of EDS to earth tremors and Japan's 
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larger potential market. However, it can also be seen as the result of a di­
vergence in terms of the willingness to develop a breakthrough technol­
ogy: the EMS had always been a more mature technology than EDS, and 
was generally seen as a "low breakthrough" technology^. 
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Source: http://inventors.about.com/library/inventors/blrailroad3.htm 

Fig. 4.1. MagLev technologies 

The BMFT decision gave rise to the emergence of the Transrapid Inter-
nationaP (TRI) consortium in 1982. The MagLev technology then entered 
into the maturation stage characterized by a sequence of incremental inno­
vations. This period officially ended in 1991 when the Deutsche Bahn con­
firmed the maturity of the technology. 

4.3 The Role of Institutions in the IVIanagement of Options 

Institutional specialization between the Ministry of Transport and the Min­
istry of Research allowed various options to be retained. Option preserva­
tion is particularly relevant in mission-oriented projects, which are subject 
to a conflict between increasing information and the degree of freedom 
concerning the future course of the project. 

2 The EDS system relies on superconducting magnets, while the EMS employs 
electromagnets. A brief description of MagLev technologies can be found at 
<http://inventors.about.com/library/uiventors/blrailroad3.htm>. 

^ Composed of Krauss-Maffei, Messerschmitt -BoUcow-Blohm and Thyssen. 

http://inventors.about.com/library/inventors/blrailroad3.htm
http://inventors.about.com/library/uiventors/blrailroad3.htm
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4.3.1 The Importance of Maintaining Options 

Experience reported by ECOSIP (1993) show that the dynamics of a pro­
ject are constrained by a conflict between the willingness to reduce uncer­
tainty (i.e., to acquire various forms of knowledge) and the desire to pre­
serve a sufficient degree of flexibility (or freedom) concerning the future 
course of the project. Those strategies that reduce the conflict between the 
level of knowledge and flexibility either delay the "freezing" of designs 
(i.e., irreversibility), thereby maintaining options, or enable a faster reduc­
tion of uncertainty regarding possible options. ICTs, for instance, the use 
of virtual prototyping, can be seen as allowing these targets to be achieved 
more or less simultaneously. 

The usual investment evaluation methods (such as those based on in­
vestment rate-of-retum) are not suited to analysis of option preserving pro­
jects, since they do not account for the fact that a particular decision may 
shape the set of future opportunities. One method that can be used is to ap­
ply option theory (Kester 1984; Cohendet and Llerena 1989). On this ba­
sis, an investment will be considered if future options are given a high 
enough (subjective) value. Conversely, abandoning a particular techno­
logical option should be seen as a reduction in the future opportunity 
space, and evaluated as such. Unfortunately, difficulties in parameter 
measurement make the application of option theory problematic" ,̂ but we 
consider that the mode of reasoning it involves is crucial for understanding 
the German policies under consideration. We argue that the option preser­
vation policy should be linked to the institutional framework that sur­
rounded high-speed train developments in Germany. 

4.3.2 The Differentiated Role of Institutions 

In the early phases of the projects (and essentially during the 1970s) nei­
ther the BMV nor the DB played an active role in the development of 
high-speed train technologies. All the projects we have mentioned were 
dependent on financial support from BMFT. It is fairly clear that BMFT's 
aim was primarily to promote exploration of different technological op­
tions (including the Wheel/Rail technology). 

Basically, BMFT wanted to maintain all the technological options. In 
particular in the 1970-1977 period, BMFT's policy reflected a willingness 
to preserve all the options associated with the MagLev. Keeping all the op-

"̂  Bowe and Lee (2004) apply a real option methodology to evaluate the Taiwan 
high-speed rail project (THSRC). 
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tions meant that a final decision could be postponed allowing the projects 
to profit from new knowledge. Such a strategy can be particularly relevant 
in the case of breakthrough (and immature) technologies. Indeed, in this 
case, preserving all the options enabled the acquisition of knowledge relat­
ing to the various MagLev solutions. In 1977, the BMFT decided to put its 
main focus on the EMS solution. However, the BMFT continued to ac­
tively support the MagLev project (e.g., by financing the Emslang trial cir­
cuit), even after the ICE project was launched in 1982. The BMFT had al­
ways been optimistic about the opportunities that a MagLev technology 
would open up, even though some economic and technological uncertain­
ties persisted. Supporting the MagLev was seen as maintaining a short 
term option to make it possible to switch to a new trajectory were it to 
prove viable and profitable. 

When the international competition and the technological trials showed 
that the high-speed Wheel/Rail system was workable and even economi­
cally interesting, the BMV and the DB adopted leading roles. 

In this historical process, the BMFT was the manager of options and the 
BMV/DB jointly acted as the "adopting institutions". The BMFT was re­
sponsible for keeping the MagLev option alive until a higher level of ma­
turity was reached. We would contend that this specialization by the dif­
ferent public institutions involved in the high-speed train projects favoured 
the preservation of technological options. 
However, the necessity for options to be preserved only exists if there is 
the expectation of adding knowledge in the future, i.e. to the expected 
learning processes, either through continued research or through experi­
mentations and/or commercialization. 

4.4 Why and how Learning is Done ? 

Learning appears to be a central element of technological evolution, and 
even more so in the context of breakthrough technologies. Whether done 
consciously or not, learning may serve several purposes. The first is to ac­
quire information as to the approximate performance, and the potential of 
alternative technologies. We define this type of learning as "exploration". 
The second is to enhance the performance of a particular technology. We 
define this as "exploitation" (the distinction between exploration and ex­
ploitation was developed by James March (1991) in an organizational con­
text). Whatever its general aim, learning may occur through several modes. 
For our purpose, we adopt a classification of learning modes based on their 
degree of "representativeness" of the real environment. Representativeness 
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is the extent to which experiments are conducted in conditions that mirror 
the real life environment (Pisano 1996). How representative a learning 
mode should be is, in turn, related to the existence (or not) of the relevant 
scientific knowledge (Pisano 1996). 

4.4.1 Exploration vs. Exploitation 

By definition, exploration requires that a diversity of options prevails. 
Conversely, exploitation is the outcome of focused learning within a re­
duced set of options. Exploration and exploitation are usually considered 
as being sequential (exploitation follows exploration). This raises the issue 
of timing: when should exploration be stopped? From a decision theory 
point of view, the situation can be modelled as a stopping problem, the 
point being to identify the time when "enough" information (e.g., as to the 
merits of the technologies) has been acquired. Formally, this issue may be 
solved by means of bandit theory (see Cowan (1991) for an application to 
the Technology Policy dilemma). 

The question of timing is crucial for several reasons. First, it is argued 
that, eventually, both types of learning are subject to diminishing returns. 
Moving from exploration to exploitation learning is one way to overcome 
decreasing returns and follow an "optimal" learning curve. The distinction 
between exploration and exploitation learning is not sufficiently fine, how­
ever, to allow an analysis of how learning takes place in a breakthrough 
technology context. In the following, we look at the environment in which 
learning takes place. 

4.4.2 The Learning Environment 

Exploration and exploitation learning may occur in various environments. 
Following Pisano (1996), we focus on the ability of various environments 
to represent "reality". Table 4.1 presents a classification of learning envi­
ronments in terms of their representativeness. The efficiency of a particular 
learning context depends on the knowledge structure that characterizes the 
sector being considered. In sectors where a strong base of scientific and 
organizational knowledge exists, problem identification and problem solv­
ing are likely to be conducted "in the laboratory". Conversely, in emerging 
sectors, characterized by a low level of relevant knowledge, problem iden­
tification and problem solving are likely to require commercialization. 

Relevant elements of a sector knowledge structure include the theoreti­
cal understanding of fundamental processes, the ability to fully character-
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ize intermediary and final products, and knowledge concerning possible 
scale and second order effects (Pisano 1996). 

Table 4.1. Representativeness of learning environments (based on Pisano 1996) 

Representativeness Learning environment 

High 

Low 

Commercial exploitation 

Experimental running on "production" site 

Experimental running on R&D site 

Laboratory experiments 

Computer aided simulations 

The choice of a specific learning environment can be trivial, as in the 
case of very mature technologies where low representativeness environ­
ments yield interesting outcomes. However, it can be a strategic decision, 
which may involve several trade-offs. Especially relevant for our study are 
the trade-offs between 

- cost of experimentation and representativeness of its results; 

- flexibility (due to, e.g., technological or investment irreversibility) and 
representativeness of the learning environment. 

As a further step in our analysis, we recapitulate some elements of the 
role of "doing" in the learning process. 

4.4.3 Learning-by-Doing 

The issue here is to what extent learning requires some form of "doing". 
Following Rosenberg (1982) or Habermeier (1990), it is commonly ac­
cepted that practice is an essential element of learning, since interactions 
between products and their use environments are often too complex to be 
predicted. Von Hippel and Tyre (1995) propose a further development of 
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this proposition by analyzing the role of doing in processes of problem 
discovery and problem solving. Indeed, they argue that doing entails the 
juxtaposition of two complex elements (e.g., a machine-tool and a factory 
environment). Doing provokes the "precipitation of symptoms" (e.g., a 
weak performance), which, in turn, reveal unexpected interferences be­
tween the product and its use environment. It should be noted that this ar­
gument is far from being obvious: as doing implies increased complexity, 
it might well reduce one's ability to identify problems. 

Following Von Hippel and Tyre (1995), we argue that in stable envi­
ronments (i.e. environments that are under the control of the decision 
maker under either perfect expectations or knowledge of the probabilistic 
distribution of events), leaming-without-doing can be achieved, provided a 
sufficient number of possible interactions within the system is investi­
gated. Although not a necessary step for learning, doing remains a candi­
date learning device as it can reduce learning time and/or monetary costs. 
This is probably even more so in the case of highly complex systems (or 
technologies). However, the importance of doing seems much higher in 
unstable environments (i.e. environments that are out of the decision 
maker's control, where events are unexpected, and there is high non-
probabilistic uncertainly). Here, symptoms emerge as the outcome of an 
endogenous conflict between the system (or the technology) and what Von 
Hippel and Tyre (1995) define as "autonomous problem solvers". This 
conflict gives rise to problems that are difficult (if not impossible) to an­
ticipate and generates sets of solutions that are a priori non-predictable 
from the developers' standpoint. 

In turn, we are led to conclude that assessing the weight of "doing" in 
the learning process requires an evaluation of the level of scientific knowl­
edge and of the stability of the system environment. 

We have argued that the timing of the switch from exploration to exploi­
tation could have an infiuence on the competition between technologies. 
We can now push this argument fiirther: considering complex systems 
(technologies), which benefit from a limited level of scientific knowledge, 
and which are developed within an imstable environment, an anticipated 
switch to practice can be considered as a source of competitive advantage 
as it can speed up the learning process. And, if this is the case, it means 
that the institutional specialization mentioned earlier also becomes crucial, 
because it is related to the nature of the learning processes. 



4 Technology Policy and A-Synchronic Technologies 127 

4.5 Technology Competition 

While it may seem a "natural" way to cope with technology evolution, the 
German policy of giving parallel support to "a-synchronic" technologies 
(Wheel/Rail is seen as the "old" technology and MagLev as the "new") 
raises several issues. First, evaluation of the merits of the respective tech­
nologies must be conducted at "comparable levels of knowledge". At some 
point, acquisition of new knowledge requires commercial exploitation be­
yond the laboratory. Second, the implementation of a transport system re­
quires heavy investment in the network infrastructures. The operator's 
choice of technology is inevitably influenced by the need for compatibility 
with existing infrastructures. Finally, delays in adoption of new technology 
might have irreversible consequences, as (i) improvements to the un­
adopted technology will not occur and (ii) the "window of opportunity" for 
its diffusion might be missed. 

Even though the public authorities (BMV and BMFT) did not initially 
consider them as such, the Wheel/Rail and MagLev technologies should be 
seen as virtual competitors in the market for guided transport. Therefore, 
we would argue that the timing of the projects, especially in terms of 
commercial exploitation, has an influence on the eventual outcome of the 
competition between these technologies. 

4.5.1 The Role of Learning 

The description of the German experience in section 4.2 and the theoretical 
framework presented above are a first step in the appraisal of the German 
high-speed train technology policy. 

Following the earlier arguments, we present a (very) schematic repre­
sentation of the learning experienced for the systems considered in Figure 
4.2. The first step refers to the simultaneous development of candidate so­
lutions (exploration period), mostly "in the laboratory". After a certain 
amount of information has been acquired concerning the merits of the 
technologies, elimination of candidate technologies enables acceleration of 
the learning process. This might be due to a concentration of financial ef­
forts. A few technical solutions are first tested experimentally on a trial 
circuit. Finally, commercial exploitation enables learning on the basis of 
"real experience". 
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Fig. 4.2. Successive learning steps 

Next we consider the parallel development of the Wheel/Rail and the 
MagLev technology as represented in Figure 4.3. Both projects were 
launched in 1971 as part of a global research venture, but, due to accumu­
lated knowledge in similar applications, the Wheel/Rail technology un­
derwent a rapid learning curve. The "Hochgeschwindigkeits Verkehr" pro­
gramme laimched in 1982 gave rise to the ICE project and the ICE train 
was put into service on the Hannover-Wtirzburg and Mannheim-Stuttgart 
lines in 1991. This meant that diminishing returns from the learning period 
were minimized. 

The most important decisions (focusing on the EMS technology and 
construction of the Emsland trial circuit) concerning the MagLev technol­
ogy were taken in 1977. We contend that commercial exploitation of the 
Transrapid would facilitate the acquisition of new knowledge. As long as 
there is no "real scale" development and commercialization, the MagLev 
technology will not embark on a new "learning curve". 

The consequences of delaying the implementation of the Transrapid are 
manifold. First, it is still not possible to evaluate the merits of the MagLev 
and Wheel/Rail technologies on the basis of "common experiences". Sec­
ond, after more than 500,000 km of cumulative trials, the MagLev dis­
played low returns to outlays on experimentation, while the ICE has re­
mained the subject of (incremental) improvements (Jansch and Keil 1999). 
This is likely to result in a "learning gap", which may have consequences 
for the opportunities of diffusion of the Transrapid, in particular in those 
markets where the technologies are in direct competition. 
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Fig. 4.3. Learning curves for the MagLev and the Wheel/Rail technologies 

The German case demonstrates a contradiction, which can be observed 
more broadly at the European level. On the one hand, Wheel/Rail tech­
nologies, such as the French TGV and pendular systems in France, Italy, or 
Sweden, benefit from similarities with existing systems. In these cases, in­
novations raised some specific (technical or organizational) problems, but 
they were developed within (more or less) established boundaries. There­
fore there was a degree of predictability, giving greater opportunity for 
leaming-without-doing (see section 4.4). On the other hand, MagLev tech­
nologies, such as employed in the German Transrapid and the Swiss 
Swissmetro, did not benefit from previously acquired knowledge^ 

The effects of these differences are far-reaching. First, identification of 
the "relevant" MagLev technologies required the exploration of nimierous 
a priori feasible options. This led to a costly and lengthy exploration pe­
riod. Second, learning in a context where little previous knowledge exists 
requires highly "representative" learning environments. In addition to cost 
considerations, the timing of the learning sequences becomes more impor­
tant. Finally, we would argue that there are differences between break­
through and continuity oriented technologies in terms of the need to carry 
out a "full sequence" of learning steps. 

Due to the structure of the knowledge and considerations of cost, learn­
ing in the German MagLev technology was conducted through a complete 

' See in particular Foray (2001) for an analysis of these cases. 
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sequence of steps. For instance, the propelling technology a set of rules 
concerning the infrastructure and control electronics. The necessity for 
learning to follow the full sequence is lessened in relation to Wheel/Rail 
systems since spill-overs from other similar projects can be expected. This 
was the situation that occurred in the late 1990s: before the French pendu-
lar system was developed, there had been several trials conducted in 
France (e.g., Lyon-Modena) based on the Italian ETR460 pendular system 
(cf. Saubesty and Vemimmen 1999). In Germany, the various MagLev 
technologies did not benefit from cross-learning because the systems were 
at a very early stage of maturity and embodied few common characteris­
tics. 

This section has introduced some of the elements that can be used as the 
basis for an appraisal of the role of "doing" in learning processes. We ar­
gue that this is of particular significance in the switching time from pre-
commercial exploitation to commercial exploitation. The arguments de­
veloped by Von Hippel and Tyre (1995) and Pisano (1996) suggest that 
doing plays a crucial role in the learning process involved in "break­
through" technologies. But, the necessity for "pre-doing" learning should 
not be underestimated. First, evaluation of the various learning environ­
ments must account for the (direct or indirect) costs entailed. Further, in 
the context of high-speed train technologies, factors such as "acceptable 
risk" must be considered. More precisely, the possibility of "catastrophes" 
tends to reduce the decision makers' flexibility in determining the duration 
of the pre-doing learning process. Whether the development of ICTs will 
enhance the efficiency of the learning process substantially (for example, 
through the use of virtual prototyping and computer simulations) is an 
open question worthy of further investigation (see, e.g.. Nightingale 2000). 

Doing and access to a representative learning environment are strongly 
correlated with the existence of a "lead user" (Von Hippel 1988). In this 
respect, the contexts within which the two alternative technologies were 
developed were different. 

In the case of the ICE, the DB had a greater commitment after 1977 to 
the development of the technology. Under pressure from BMV, the DB 
participated directly in the design and experimentation phases of the ICE, 
mostly as a reaction to the development of the TGV in France. In this re­
spect, the experimental platform (Rheine-Fehre section) and later the first 
commercialization on the Harmover-Wiirzburg and Mannheim-Stuttgart 
lines, were critical for the fine tuning of the technical and operational solu­
tions. In addition, DB's support was essential in providing commercial 
credibility and increasing take-up by other users. 

The Transrapid case stands in stark contrast. The project has never been 
able to attract or integrate a significant "lead user". The position of DB in 



4 Technology Policy and A-Synchronic Technologies 131 

relation to this project has always been ambiguous, probably because the 
MagLev technology was judged to be too "disruptive". Moreover, the Luf­
thansa airline company, which was involved in the process (especially in 
the latest phase), was unable to provide the necessary knowledge and sup­
port (in terms of infrastructure, for instance) to enable improvements and 
the fine tuning of the technology to user needs. Partially as a consequence 
of this, the Transrapid, up to the time of writing, has never been able to 
demonstrate its feasibility and economic viability, and thus has lacked 
credibility. 

In this section, we have focused on the learning processes supporting the 
development of technologies. We consider that the "efficiency" of a learn­
ing process is closely related to the "correct" management of learning en­
vironments, which, in turn, is related to commercial exploitation. 

However, such commercial success of a technology is also dependent on 
effective diffusion opportunities. This issue is particularly relevant to the 
Transrapid case: even though competition between the Transrapid and the 
ICE is officially precluded, the established ICE network is likely to have 
an effect on the diffusion opportunities for Transrapid, particularly because 
of the increasing returns to adoption that occur in network technologies (c/ 
Arthur 1989). 

4.5.2 Network Competition 

Guided ground transport systems comprise complementary elements, such 
as infrastructures, rolling stock, etc. In this context, the geographic diffu­
sion of a particular technical system in part defines its economic value: a 
better diffused system enables the junction between more sites, which 
would be expected to increase demand. As a corollary to this, the eco­
nomic value of any technical system depends on its ability to become inte­
grated into established ones. The deciding factor is the compatibility be­
tween established and new systems (see, e.g., Cohendet and Schenk 1999), 
a characteristic of systems that exhibit network effects: the "value" of a 
technology increases with the size of the associated network. The "associ­
ated network" can be a technology-specific network when there is incom­
patibility with existing technologies, or a shared network when there is 
compatibility with the existing technologies. 

As we have seen, the solutions adopted for the ICE favoured continuity 
(and compatibility) with traditional Wheel/Rail systems. Thus, the high­
speed network that was developed during the 1970s provided the base for 
the initial commercial exploitation of ICE, with specific parts being devel­
oped incrementally. The rationale for this approach was the low deploy-
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ment costs and the speed of diffusion it allowed. Moreover, the compatibil­
ity enabled its speedy implementation on the high-traffic lines, and espe­
cially along the Koln-Rhein-Main corridor. 

There are consequences in terms of the opportunities for diffusion of the 
Transrapid in Germany. For both economic and "political"^ reasons, in the 
short run, the opportunities for diffusion of ths Transrapid lie in connec­
tions where the ICE does not operate: the fall of the Berlin Wall produced 
some good prospects since at the time there were no high-speed connec­
tions between the former East and West Germany. A Hamburg-Berlin 
Transrapid project was launched in 1992, but was abandoned in 2000 after 
re-evaluation. 

The ICE has the benefit of "first mover advantage" over the Transrapid, 
which considerably reduces the latter's scope for diffusion in Germany. 
However, although the incompatibility of the Transrapid with established 
systems is a drawback from a network effect standpoint, it does have some 
positive effects. For the ICE, compatibility generates incentives to exploit 
the existing network. In other words, there is little motivation for DB to 
develop a specific ICE network. Therefore, we would argue that the poten­
tial of ICE is not being fiilly exploited: heterogeneity in terms of network 
quality, high and low speed trains using the same tracks, and the con­
straints imposed by the frequency of stops, are all handicaps to higher 
transportation speeds. Such constraints would not apply to the Transrapid, 
since its incompatibility would necessitate development of a specific net­
work^. 

Since the abandonment of the Hamburg-Berlin project, export has been 
seen as a credible alternative to national implementation of the Transrapid. 
China is constructing a 30 km Transrapid connection between Pudong air­
port and the Shanghai Lujiazui financial district, and this should become 
commercialy operational in 2004. Other projects in the United States and 
in the Netherlands have been positively evaluated. 

The Chinese Transrapid project demonstrates a change to the initially 
perceived opportunities for MagLev technology: short distance connec­
tions (e.g., airport-city connection) are now being given deeper considera­
tion. Such a "re-encoding" is linked to a re-evaluation of the competitive 
advantage of MagLev: flexibility, space saving and ecological aspects (low 

^ Several actors (such as Siemens, Adtrans and the DB) are engaged in both the 
Transrapid and the ICE. 

^ As an instance, the transportation time on the actual ICE Hanover-Frankfurt line 
(339 km) is over 2 hours, while the Transrapid Hamburg-Berlin connection (292 
km) would take 1 hour. 



4 Technology Policy and A-Synchronic Technologies 133 

energy consumption and minimal noise) and not just commercial speed are 
being classed as essentials. 

Our analysis suggests that, in the short term, implementing the Trans­
rapid was of particular importance since its commercial exploitation acts 
as a "technological display" and enables new technological learning. In the 
longer term, the successful introduction in China of the first Transrapid 
connection could open the way for its further exploitation, and once again, 
particularly in China where many high-speed connections are still needed. 

4.6 Conclusion 

The history of the German high-speed train offers rich opportunities for 
analyses. Observation of the development of "a-synchronic", but poten­
tially competing technologies led to our focus on the interplay between 
learning and adoption processes. The main point that this chapter has tried 
to emphasize, is that the timetable of these projects, especially in terms of 
commercial exploitation, had an influence on the competition between 
these technologies. 

On the one hand, delaying the commercial implementation of the Trans­
rapid has prevented "real scale learning" from taking place and may lead to 
a learning gap between the MagLev and the Wheel/Rail technologies. On 
the other hand, the Wheel/Rail technology benefited from increased net­
work advantage, which made the adoption of the MagLev even less likely. 
Excessive specialization between research oriented and implementation 
oriented institutions and difficulties in "relay transmission" makes the 
management of these aspects even more intricate. 

Thus, designing policy recommendations in this context is a very com­
plex business. The optimal decision sequence is determined by the value 
that public decision makers (and, by extension, society) attach to the pres­
ervation and the eventual exercise of options. This study could be helpfiil 
for anticipating the difficulties that might be encountered in innovation 
processes. 
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5.1 Introduction 

The importance of the development of a Digital Switching System (DSS) 
lies in its positive effect on the entire telecommunication network. DSS 
has provided greater reliability and speed, and enabled the introduction of 
new value added services, all of which have benefited the entire economic 
system. This chapter focuses on the development of DSS in France and It­
aly. We analyze how the 'organization' of a public research and develop­
ment (R&D) programme can influence the relative success of a policy. By 
organization we mean coordination of the actors involved, and also the dif­
ferent technological options involved in innovation in telecommunications, 
which emerge, and should be publicly supported. Based on previous theo­
retical development, we state that the organization of a mission-oriented 
programme (such as the DSS) depends mainly on the learning ability of 
the policy maker and its proximity to the participating firms and institu­
tions. Moreover, the management of technological diversity may have im­
portant impacts in terms of timing, costs, competition, technological diffu­
sion and lock-in phenomena. The purpose of this chapter is to use this 

1 The empirical research had financial support from the EU-TSER Programme, 
under the project "Innovation Systems and European Integration", coordinated 
by C. Edquist. We would like to thank all participants in the project for helpful 
comments. We also profited from discussions with Dominique Foray and Patrick 
Cohendet. Earlier versions of the paper were presented at the Interdisciplinary 
Seminar at Compiegne University, 1998; and at the Santa Anna School of Ad­
vanced Studies, Pisa, 1998. 
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dynamic framework and evolutionary concepts to assess the relative suc­
cess of the French and Italian DSS public programmes. 

To understand the importance of DSS development and, thus, the criti­
cal role of technology policy, we will briefly set it within the broader con­
text of technological developments in telecommunication, i.e. the para­
digm shift from electromechanical to digital technologies. Between the 
mid 1950s and the end of the 1980s, the telecommunication industry was 
at the centre of a technological revolution with the shift from the electro­
mechanical to the digital paradigm. Electronic devices were gradually in­
troduced in the three main sub-sectors of the telecommunication industry: 
transmission, switching and terminals. This chapter focuses essentially on 
the switching part of the network. 

The possibility of introducing electronics into the telecommunication 
network was first conceived in the 1940s. But it was not until after the 
Second World War that the Bell Laboratories in the US and the research 
laboratory of the UK Post Office began to work on an electronic switching 
system. The discovery of the transistor by the Bell Laboratories in 1948, as 
a by-product of this research, was a fundamental step. However, it was 
over 20 years before a completely digital switching system was realized. 
The main problem was the reliability of the electronic components. In 
England, the first ambitious attempt in 1962 to introduce a totally elec­
tronic switching system failed. The research path followed by the US Bell 
Labs was more successful. Instead of being oriented towards a completely 
digital switching system. Bell Labs incrementally introduced new sophisti­
cated devices in a traditional electromechanical switching system: the first 
prototype of a semi-electronic switch (ESS 1) was installed in 1965. 

To understand the technological choices made by Italy and France it is 
worth describing briefly the two main trajectories within the digital para­
digm: the space division and the time division trajectories. A space divi­
sion switching system is characterized by a physical connection between 
the entry and the exit of the signal. It is thus possible to follow the path of 
the signal through the space by the means of contacts that are generally 
electromechanical, but may also be electronic. This was the technological 
option adopted by the US and Germany. In a time division DSS the signal 
is "translated" into a digital code and then transmitted through purely elec­
tronic devices. In France and in Italy, time division was the preferred tra­
jectory, but was arrived at by different routes (Libois 1983). The aim of 
this chapter is to compare the technological developments in France and 
Italy. 

The evolution of the technology related to the introduction of digital 
switching had various consequences for both the service provider and the 
manufacturer. For the telecommunication service provider, the technologi-
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cal shift meant, first of all, a reduction in costs: these were the result of 
overall size, maintenance and numbers of personnel employed on installed 
lines^. This shift allowed improvements in the capacity of the switching 
systems and offered greater reliability and improved quality^ Finally, it 
opened up the opportunity for the introduction of new services and offered 
the possibility for digitized transmission of data and images in addition to 
voice (i.e., an ISDN - Integrated Services Digital Network). For the service 
providers it can be claimed that: "the advantages of electronic systems to­
wards electromechanical ones undoubtedly exceed the risks connected to 
the management and organization of the technological conversion and the 
costs connected to the qualification of the personnel" (Bragho 1988). 

For the manufacturing firms, this technological evolution meant a shift 
fi-om a labour intensive technology (electromechanical) to a competence 
intensive one (digital). This shift involved a change in the number and type 
of people employed, the need for them to accumulate new competencies, 
and increased economies of scales, especially in R&D (Zanfei 1990). The 
progression from the electromechanical to the electronic paradigm in­
volved a radical process of restructuring of the workforce, an increase in 
fixed capital investment, and the introduction of new flexible production 
technologies. Moreover, manufacturing firms were forced to accumulate 
upstream competencies in new and different fields, such as microelectron­
ics and software, in order to develop and incrementally improve new prod­
ucts. Finally, the economies of scales in R&D increased. R&D investments 
need to be high in terms of the minimum efficient threshold, and they tend 
to remain high throughout the entire product life cycle, which eventually 
becomes shorter. 

Thus, it can be seen that technology policies have a tremendous impact 
on the fiirther development not only of an industry - in this case telecom­
munication - but also of the whole economy. 

The two cases described in this chapter are the development of the ElO 
in France and the Proteo/UT family in Italy. The time period spans the 
1950s to the 1980s for France, and the 1960s to the end of the 1980s for It­
aly. Based both on theoretical hypothesis and on empirical facts, we show 
that the relative success of the efforts in France can be explained by the 
ability of policy makers to appropriately coordinate the actors in the tele­
communication innovation system, and the various technological options. 

2 For example, the passage from the Cross-Bar switch to the ESS 4 in 1976 in Chi­
cago led to a saving of 25% in size and more then 30% in energy and mainte­
nance (Libois 1983). 

3 The already cited substitution in Chicago leads to a five-fold increase in capac­
ity. 
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However, political decisions related to competition entailed some failures, 
such as the demise of one national company. The Italian R&D programme, 
on the other hand, suffered from a lack of coordination between the actors 
involved. After a long period of experimentation, national resources were 
finally pooled and Italian firms cooperated with foreign companies. The 
delay in this collaboration induced high costs and significant delays in the 
development of the technology, thus explaining its relative lesser success, 
compared to France. 

The first part of the chapter focuses on the institutional set up of the 
telecommunication systems in each country. The analysis mainly compares 
the characteristics of the two information structures and highlights the co­
ordination mechanisms used to develop the DSS. The specific institutional 
arrangements had some consequences for the dynamics of DSS diffusion. 
We then go on to analyze the policies in terms of coordination failures, di­
versity exploitation, and lock-in and diffusion effects. This allows us to as­
sess the relative success of each country's policies. 

5.2 Institutional Arrangements, Information Structure and 
Coordination 

A technology policy is embedded in institutional arrangements, specific to 
each country, resulting from the particularities of its institutional history. 
One way to deal with the problems associated with these specificities is to 
compare (with some kind of implicit "ceteris paribus" assumptions) some 
"parameters" of the institutional structure. Following on from previous 
work (Foray and Llerena 1996), we have chosen to focus on the informa­
tion structure and the coordination between the different actors in the na­
tional telecommunication system. Our purpose is not to achieve a precise 
description of the institutional mechanisms supporting technology policy; 
but to suggest that there is a clear link between the informational structure 
of, and the coordination mechanisms implemented by, a policy, and its de­
gree of success. We first present the analytical framework used to define 
the relevant parameters, and then apply it to each case. 

5.2.1 Information Structure and Coordination in Technology 
Policies: Analytical Framework 

The aim of this section is to establish a link between the informational 
structure of the technology policy system and the mode of coordination of 
activities, in order to analyze the coherent and incoherent elements of a 
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technology policy. For this purpose, we use the model developed by Foray 
and Llerena (1996), which restates Aoki's (1986) results, and compare two 
types of technology policy organization. 

5.2.1.1 Informational Capacities of the Policy Maker 

Foray and Llerena (1996) state that the policy-maker's informational ca­
pacity is determined de facto by the nature of the technology policy. Using 
the classification developed by Ergas (1987), they distinguish between 
mission-oriented and diffiision-oriented policies. 

Mission-oriented policies correspond to radical innovation projects. 
Their main characteristics are the centralization of the decision making 
process and the pursuit of goals involving the implementation of complex 
systems. Frequently, one particular public agency is in charge of the pro­
gramme. By their very nature, missions concern strategic technologies. 
The number of projects is limited, as is the number of actors involved. 
Mission-oriented policies often imply the creation of a new technology, a 
specific (i.e. large technical systems) or a new generic technology, without 
any a priori specification of the modes of use. 

Diffusion-oriented policies are characterized by decentralization. Public 
agencies have a restricted role, entrusting responsibilities to professional 
bodies, or to cooperative research organizations. Public resources are 
widely spread throughout the systems, so as to reach small and medium 
sized enterprises (SMEs), the main goal being to diffuse the technology, 
and to ensure adaptation to the local and specific needs of individual firms. 

In both cases, the informational capacities of the policy maker need to 
be differentiated. It can be supposed that in the case of diffusion-oriented 
policies, de facto, the policy maker has a very imperfect perception of the 
precise needs and characteristics of firms, and that there is probably a long 
delay between perception of a possible need and implementation of the 
relevant solution (i.e. the policy maker's reaction time). In the case of a 
mission-oriented policy, however, the policy maker has a clear 'vision' of 
what should be done (it is clearly a centralized design and decision proc­
ess, with a precise definition of the technological goals to be achieved) and 
there is strong institutional proximity between the policy maker and the 
chosen firms ("National Champions"). 

5.2.1.2 Learning Capacities of the Policy Maker, the Firms and 
the Intermediary Institutions 

The main learning characteristics of the local elements of the system (i.e. 
firms and intermediary institutions, such as technology centres) are repre-
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sented by the initial ability of these elements to identify their needs, their 
learning rate, and the efficiency of horizontal coordination between them. 
More precisely, the ability to identify needs could be interpreted as an in-
house research capability, relevant for defining the absorptive capacity of 
firms. The coordination skill refers more specifically to a firm's and insti­
tution's ability to slot into cooperation networks. These parameters help to 
determine the appropriate mode of coordination of diffusion-oriented poli­
cies, since the informational capacities of the policy maker are de facto 
low in these types of policies. 

The learning ability of the policy maker is its ability to accumulate past 
experience and know-how. The rate at which it takes into account histori­
cal events demonstrates capacity to define a coherent system within a mis­
sion-oriented policy (i.e. coherence between the policy and the mode of 
coordination). The learning ability of the policy maker will induce the 
relevant coordination mode since the selected firms are characterized by 
significant learning abilities and the informational capacity of the policy 
maker is given (i.e. high). 

The Aoki model allows the relevant coordination mode (vertical or hori­
zontal) to be defined for a given set of values of parameters characterizing 
the institutional arrangements of the technology policy. The main results of 
the model can be summarized as follows (see Aoki 1986; Foray and 
Llerena 1996). 

In the case of a diffusion-oriented policy, since the informational capa­
bilities of the policy maker are by definition low, horizontal coordination 
will be more effective than vertical when the learning rate, the initial 
knowledge and the coordination skill of the firms are high. "In other terms, 
a diffusion-oriented policy with horizontal coordination needs a minimal 
technological capability or learning potential on the side of potential users" 
(Foray and Llerena 1996, p. 164). If the converse is true, then vertical co­
ordination will be more appropriate. 

In the case of mission-oriented policies, the policy maker has, by defini­
tion, a high information capability, and firms are characterized by a high 
learning rate, and significant initial knowledge and coordination skills, 
since the policy maker can choose the most relevant firms and research in­
stitutions. Which coordination mode is the most appropriate will crucially 
depend on the capacity of the policy maker to accumulate knowledge 
based on past experiences. If the technological competences of the policy 
maker are high, then the preferred mode of coordination would be vertical; 
if not, then horizontal coordination would be better. 

Our purpose is to use and develop this analytical fl*amework in the case 
of technology policies implemented in France and Italy. The DSS case is 
particularly interesting because this technology played a major role in de-
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fining the relative competitive advantage of firms in the telecommunica­
tion industry. In other words, the DSS programme can clearly be said to be 
a mission-oriented policy, with the explicit goal of developing a new de­
vice for the switching system based on new technological principles. 

5.2.2 Relevance of Coordination Modes in France and in Italy 

France and Italy have different institutional arrangements in relation to 
their technology policies, and especially for DSS. In France, there is a 
powerful specialist centre (CNET, National Centre of Telecommunication 
Studies), which is close to the policy maker, and which is able to capitalize 
on knowledge, know-how, and political expertise. According to our ana­
lytical framework (i.e. the ability of the policy maker to accumulate 
knowledge is high), vertical coordination seems to be appropriate. In con­
trast, in Italy there is no institution with the capabilities to develop such 
competences. Therefore, horizontal coordination should have been effec­
tive, but did not really emerge. Table 5.1 presents the technological evolu­
tion of DSS in each country. 

5.2,2.1 The French Case: a Mission-Oriented Policy with 
Centralized Coordination 

In France, especially during the first phase^ (1958-1974), the development 
of DSS was marked by the creation of a "specific organizational device" 
(Quelin 1992), with CNET, the research laboratory of the French PTT, 
playing a central role. In 1958, after the opening of a new switching de­
partment in Lannion, CNET formed an alliance with Socotel, the pool of 
the French manufacturers of switching equipment. Under this arrangement 
the two French subsidiaries of ITT (Compagnie Generale de Constructions 
Telephoniques - CGCT - and Le Materiel Telephonique - LMT), the 
French subsidiary of Ericsson (Societe Fran9aise de Telephones Ericsson-
SFTE) and the two French manufacturers, AIOP and CIT-Alcatel, collabo­
rated to conduct research on the new technological paradigm of electron­
ics. 

Two projects were initiated. The first, Socrates, involved Socotel and 
CNET. It aimed at the development of a digital switching system follow­
ing the space-division trajectory (incremental innovation). The second, 

"̂  This first period ended in 1974 with the election of V.G. D'Estaing to the presi­
dency of the French Republic, whose government recognized that important 
changes were occurring in the telecommunication industry and intervened to 
weaken the role of CNET. 
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Aristote, involved only CNET and Societe Lannionnaise d'Electronique 
(SLE), a new company opened in Lannion by Cit-Alcatel. The Aristote 
project chose to start directly on the time-division trajectory (radical inno­
vation). 

Table 5.1. Technological evolution of the Italian and the French digital switching 
systems 

Year Technological evolution of the 
_ Italian digital switching system 

1958 

1967 
1970 Beginning of Proteo 
1972 Proteo CTA installed 

1979 Proteo CT-2 (improvements in 
memory) 
Beginning of UT 

1980 TN-16andTN-5 

1981 UTlO/3 prototype 
1983 UTlO/3 industrialized 
1985 

1987 
1989 UTlOO/60 

Technological evolution of the 
^French^digte^ 
Creation of the Switching De­
partment of CNET 
Creation of Socotel 
Project Socrate and Aristote 
Platon and Pericles 
First El0 installed 
ElO-A (improvement in program 
capacity and components) 

ElO-B (new circuits, modular ar­
chitecture, improvements in pro­
gram capacity) 

ALCATEL ElO (new access unit 
for network compatibility - ISDN 
level) 
First ISDN trial 

Source: Our elaboration on Chapuis Joel (1990) 

The reasons for this division of labour were twofold. One was techno­
logical: the technological advance of manufacturing firms in the space-
division technology. Given their greater experience in terms of the elec­
tromechanical paradigm, these firms were thought to be in a better position 
to gradually introduce electronic control and management systems within a 
crossbar switch. On the other hand, CNET, in the previous ten years, had 
accumulated vast experience doing basic research on electronics, espe­
cially transmission, and was thus better suited to developing a new elec-
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technology contributed to the objective of building French independence in 
this strategic field. It was clear that if the time-division project proved suc­
cessful, French manufacturing industry would be in a monopoly position 
vis-a-vis foreign subsidiaries. In fact, the group of researchers working on 
Platon (the successor to the Aristote programme on the time-division solu­
tion) had the explicit task to "realise the prototype of totally electronic 
switch and then to pass immediately to the industrial phase" as quickly as 
possible (Libois 1983, p. 158). The consequence of the "exclusive" French 
efforts on time-division technology, if successful, would be to push ITT 
and Ericsson out of the market. 

Socrates was followed by a new project, Pericles, while Aristote was 
followed by Platon, the project that finally led to the installation of the 
world's first time-division switch. The Platon prototype, later known as 
ElO, was installed in Lannion in 1970 followed six months later by a new 
and bigger prototype. Between 1970 and 1972, work continued in Lannion 
to progress from a prototype to an industrial product. In 1972, the ElOA 
was ready to be produced and sold commercially. During the inauguration 
of the time-division switch in 1972, the Ministry of PTT confirmed the 
importance of the new technology for the modernization of the French 
network in announcing that the ElO would cover 2% of the French switch­
ing market by 1973, and 10% by 1975 (Libois 1983). Moreover, in 1973, 
the new Ministry of PTT confirmed support for the time-division tech­
nique, predicting further development of the system in order to serve big­
ger towns (Libois 1983). 

It is important to underline the crucial role played by CNET in this first 
phase. CNET had two main responsibilities: R&D and control over equip­
ment. This dual fimction gave CNET the advantage of being able to inter­
act both with the service supplier and with manufacturers with relative 
autonomy. Also, during this period CNET had a very charismatic leader: 
Pierre Marzin (Griset 1995). Through a combination of personal contacts 
and trust, CNET developed a dense network of relationships with industry 
(facilitating technological transfers), with policy makers (accelerating the 
funding of projects), and with academia (strengthening the flows and ex­
change of knowledge and personnel). 
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Socrates - Pericles 
Space-division 

Aristote - Platon 
Time-division 

CNET 

Socotel: 
CGCT-LIVIT-SFTE 
AlOP - CIT-Alcatel 

Cross-

fertilisation 

CNET - Lannion 

SLE = new firm of 
Cit-Alcatel in Lannio 

Fig. 5.1. The Organisational Design of the DSS Policy in France 

A crucial aspect of the technological developments was the involvement 
of all the suppliers acting in the French market and the division of labour 
between the different members of Socotel. One of the bonuses of this divi­
sion of labour in the two series of projects was the opportunity for the two 
groups to interact, given the presence of CNET researchers in both pro­
jects. For example, the manufacturers' experience in relation to the 
reliability of the switch promoted adoption, in the Socrates prototype, of 
the principle of "load sharing" i.e. the simultaneous use of two (or more) 
parallel computers to control the switch. This principle was later adopted 
in the design of the DSS architecture in the Platon project. 
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5.2.2.2 The Italian Case: a "Mission'Oriented" Policy with a 
Lack of Coordination 

In Italy, there was no such centralized process or closeness to the policy 
makers' decision process, and horizontal coordination (between sub-sets of 
firms and institutions) emerged. "Competing" solutions, promoted by 
competing "networks of firms" or "competing actors horizontally coordi­
nated", were produced; but indecision about the adoption of early technol­
ogy and industrial choices resulted in loss of opportunities and a lag in the 
adoption and diffusion of DSS. 

The first phase of development of DSS spanned the period between 
1960 and 1980. In the course of these twenty years, three main actors (Sit-
Siemens, Telettra and CSELT) were involved in research on digital 
switches. Despite some attempts to reach agreement (between Sit-Siemens 
and Telettra and between Sit-Siemens and CSELT inside the STET^ 
group), and despite the strong complementarities that existed among the 
different players, most of the research was isolated. We briefly describe 
below the three axes of this research. 

In the early 1960s, a small group of researchers in Sit-Siemens started 
working on a prototype for an electronic PBX (Private Branch Exchange). 
At that time Sit-Siemens was producing the majority of its equipment un­
der licence from the German company, Siemens. Based on this first proto­
type, a project for the development of an electronic public switching sys­
tem was conceived. The research project was conducted completely intra-
muros^. The top management in STET were part of the decision process, 
but no participation from the vertically integrated service provider was 
planned. In 1969, a first draft of the project was presented to SIP, in order 
to obtain the approval of the service provider concerning the architecture 
and the main characteristics of the switch. SIP's R&D department ap­
proved the main characteristics^. 

Even though no formal arrangements were put in place in relation to the 
future market, the vertical integration within the STET group, and the his­
torical dominance of SIT-Siemens in the Italian market for switching 

^ STET is the Italian holding company for telecommunications. It includes the ser­
vice providers (SIP for local calls, Italcable for intemational calls, and Tele-
spazio for satellite), the national research centre (CSELT), and the main national 
manufacturing firm (SIT-Siemens). 

^ An early participant in the research asserted that the project was conducted al­
most in secrecy for fear of reaction from the German licensor. Interview with a 
Sit-Siemens engineer - January 1992 (Trenti 1992) 

^ Interview with the General Director of CSELT, working at that time at the SIP 
R&D Department (Torino, 4/7/97) 
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equipment, gave Sit-Siemens a great advantage. The decision to directly 
"jiunp" into the time division trajectory was taken on the basis of its initial 
success in France (Llerena, Matt and Trenti 2000a,b). The project was ex­
tremely ambitious for a firm with no autonomous technological capability 
and no experience in the new electronic paradigm. Sit-Siemens specialism 
was in switching systems and not transmission, which introduced electron­
ics into telecommunication equipment. The new digital system presented a 
specific architecture formed by a central transit switch and linked with pe­
ripheral small switches. The full design was never realized. Instead, one 
small prototype of the peripheral switch was installed in Milan in 1972. 
The service provider was involved only in the installation phase. The pro­
totype did not become operative until two years later. During the 1970s, 
other prototypes were installed (in Rome, Pordenone, Florence and 
Messina in 1975), but were not activated until the end of the decade. 

Ministry of PTT IVIinistry of State - owned firms 

Exploitation concession and 
tariff control 

Financial and in­
dustrial planning 

STET: 
SIP - Italcable - Telespazio 
CSELT 
SIT-Siemens 

Sit-Siemens : Proteo - time-division 

W Telettra : Sintel - time-division 

CSELT : semi-electronic switch followed 
by small time-division syst. 

Fig. 5.2. The Organisational Design of the DSS policy in Italy 

From the early 1960s, the second Italian supplier of telecommunications 
equipment, Telettra, historically specialized in transmission technology, 
had been conducting research on electronic switching (Sintel project). 
Telettra was convinced about the inevitability of the microelectronics 
paradigm infiltrating the whole range of telecommunications equipment. 
Therefore, Telettra researchers "felt the hazard of being excluded from the 
world of future communications" (Bellman 1976). Unlike Sit-Siemens, 
Telettra had already accumulated competencies in electronics thanks to 
their historical specialization in transmission technology. However, Telet-
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tra had no practical experience in electromechanical switching and did not 
enjoy the historical market share in the switching sector of Sit-Siemens. 
During the first decade of research, efforts were focused on acquisition of 
the knowledge needed to solve switching problems, and on training up re­
searchers in the new paradigm, working on small time-division switches 
and on hardware and software equipments In the early 1970s, a second 
phase of research began aimed at the production of marketable switching 
products (Bellman 1976). The initial Sintel project on development of a 
complete time-division switch was considered to be too ambitious. Re­
search focused on two main products: the DSTl, a space-division switch 
with an electronic cross-point network and a distributed control; and the 
DTNl, a transit switch with a time-division switching network and stored-
program control, an outcome of earlier research on the Sintel system. The 
DSTl was first installed in the Italian telephone network in 1975 while a 
bid to provide the international switch in Verona was awarded to the 
DTNl. The DTNl was due to be installed in 1977, but installation was 
postponed and the switch was not finally installed until 1979 .̂ The Telettra 
digital switching equipment was later modified (AFDTl) to accommodate 
the voice and data transmission network of SIP. 

In the meantime, CSELT was conducting research on electronic 
switches. The aim was primarily to acquire a competence in the new para­
digm and to respond to the needs of the service provider. Various products 
were developed. In 1967 a small semi-electronic switch was successfully 
put into service. During the 1960s, answering a specific need of SIP con­
cerning the documentation of traffic, a prototype for a small time-division 
switch (TECA) was developed. Then, in 1971, the prototype of a small 
time-division switch and stored-program control with advanced feature 
(GS - Gruppi Speciali) was installed in Mestre (Venice) just one year after 
the successful Platon product in France. Further improvements to the GS 
switch were developed and installed during the 1970s (CSELT 1994). 

This brief description of the research carried out in the 1960s and 1970s 
highlights the lack of coordination among the three actors involved. Given 
the shortage of high skilled personnel in the Italian National System of In­
novation (NSI), the novelty of the technology, and the complementarities 
between the three actors, this lack of coordination is particularly signifi-

^ One of the first versions of the system (Sintel III) was presented in an intema-
tional symposium in Boston in 1972. The Sintel III featured two main character­
istics (a time-division switching and a stored programme control) in order to be 
economically attractive and technologically valid (Bellman 1972). 

^ Interview with the Vice-President of Italtel, at that time R&D Manager at Teletra 
(Milano, 25/6/97). 
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cant. During the 1970s (in 1972, 1976 and 1978) Telettra and Sit-Siemens 
tried, without success, to coordinate their R&D activities and the develop­
ment of the digital systems^^. Moreover, even inside the same group in 
STET, coordination between Sit-Siemens and CSELT was poor. CSELT 
was only involved in the improved version of a Proteo switch (CT-2) in­
stalled in 1982 for which its Turin laboratory provided an advanced com­
ponent (Chapuis and Joel 1990). Taking the French case as a benchmark, 
where the R&D laboratory of the service provider was given the task of 
coordinating national research, it is suggested that CSELT had the techni­
cal expertise to become the catalyser of the Italian efforts, as demonstrated 
by its technical success in the digital switching. However, CSELT was 
never given a clear commitment to develop a national technology and 
transfer it to national firms (lack of political decision). 

5.3 Coordination and the IVIanagement of Diversity 

Based on these cases it is interesting to see how a given coordination 
mode, or a coordination failure, can influence the mechanisms of selection 
of technologies. This section will analyze in more detail some dynamic 
properties of coordination modes. In the French case, vertical coordination 
induced an internal exploitation of controlled development of the techno­
logical alternatives (diversity). In the Italian case, lack of coordination 
produced a tendency to postpone final choice, leaving the diversity of solu­
tions unexploited. Finally, policy makers chose to exploit external diver­
sity, by employing a process of national coordination and cooperation with 
foreign actors to achieve catch-up. As a result there was delayed diffusion 
of the new technology in Italy, i.e. a relative failure of the policies and pol­
icy organizations implemented in this country, compared to France. 

We first look at the contradictions faced by policy makers in their deci­
sions about the appropriate technological option in a pre-paradigmatic 
phase. We then describe how French and Italian policy makers managed 
the technological diversity. Finally, we assess the relative successes of 
both policies, based on analytical elements and some simple statistics. 

5.3.1 Analytical Elements 

Each policy faces paradoxes, especially in the early phases of the new 
paradigm. David (1987) has highlighted three difficulties encountered by 

* In 1976, Telettra passed into the control of FIAT. 
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policy makers in technology selection: (1) "the narrow policy window 
paradox'' underlines the limited time period in which public intervention is 
possible; (2) "the blind giant quandary'' shows that the possibility of inter­
vention is necessarily localized at the beginning of the development proc­
ess - the period in which the policy maker has little information concerning 
the relative efficiency of competing emerging technologies; (3) "the angry 
orphan" underlines the problems related to early adopters that are finally 
eliminated by the policy maker choices. 

In other words, once the policy maker selects a technology, there is 
greater opportunity for the characteristics of this technology to be demon­
strated and greater chance of its being adopted. If an inferior technology is 
chosen, the system is very likely to become locked into this technology. 
The probability of this phenomenon is amplified by the existence of in­
creasing returns. To avoid this, the policy maker should subsidize different 
options until there is sufficient information available for a decision to be 
made as to which is the best. This, however, is not a fool-proof solution 
since technology improves as the result of diffusion, and trajectories are 
difficult to assess ex-ante Thus, the technology chosen might ultimately be 
the most inferior. For practical and financial reasons, the policy maker will 
have to put an end to experimentation at some point and back the technol­
ogy that is believed to be the best at the time. 

According to Cowan (1991), these three paradoxical situations evolve in 
different ways depending on whether the focus is on the degree of increas­
ing returns, which shortens the competition period, or on the level of un­
certainty, which extends this period. Increasing returns will tend to limit 
the window of opportunity and increase the cost of interventions to keep it 
open. But decreasing the period preceding lock-in will limit the number of 
orphans. A certain level of uncertainty will encourage policy maker to ex­
tend the experimentation period, which will increase the number of or­
phans. It will also heighten the "blind giants quandary", because the char­
acteristics of the technologies and their future performance are ignored. 

To manage these problems it is necessary "to build organizational sys­
tems, involving a coordinated set of decentralized experimental projects, 
mechanisms and procedures for exchanging and distributing information 
produced in the course of these projects, and a centralized procedure of as­
sessment to decide the timing for switch (to the standardization phase)" 
(Foray and Llerena 1996, p.l71). Our aim is to illustrate via the case stud­
ies how such coordination could influence the selection mechanisms and 
deal with the paradoxes. 
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5.3.2 The French Case: a Successful Technology, but a 
National Orphan 

During the second period of development (1975-1983), the French situa­
tion was characterized by important political changes. After the election of 
V.G. d'Estaing to the Presidency of the Republic, the role of CNET in 
French industrial policy was called into question. Criticisms of CNET con­
cerned its near monopoly of the financial means and decision function, 
which reduced the flexibility of the telecommunication industry. More­
over, the technological leadership of CNET was considered to be a major 
factor in explaining the high dependence and lack of entrepreneurship 
among French manufacturers (Griset 1995). Thus, in 1975 a change was 
made in the "leadership" of the telecommunication sector from CNET to 
DGT (i.e. the French Ministry in charge of telecommunication). The aim 
was to modernize the network and to obtain lower equipment prices, intro­
ducing more competition and control in a market dominated by 
SOCOTEL, considered by DGT to be a cartel. This change in policy had 
important consequences for digital switch development. 

In 1975, DGT decided to publish an international tender to equip the Pa­
risian network. DGT, after a long and difficult decision process, decided 
not to equip the entire Paris network with time-division technology. The 
decision was made to share the market between two space-division sys­
tems (the Metaconta of ITT and the AXE of Ericsson) and one time divi­
sion system: the ElO. At the same time, Thomson created a "second 
French pole" for switching equipment (space-division) with the acquisition 
of LMT (ITT) and SFTE (Ericsson). Space-division technology was given 
priority in the planned modernization of the French network, while time-
division technology was relegated to the ancillary role of equipping the ru­
ral and low-density parts of the network. 

Three years later, in 1978, the choice of space-division technology was 
itself called into question. Use of time-division technology was seen as the 
only way to achieve the objective of modernizing the French network, and 
to sustain the planned evolution towards telematics. Thomson, which was 
supplying the space-division system, was no longer able to sustain compe­
tition with CGE (later Cit-Alcatel), which had already developed the tech­
nology with the fundamental help of CNET. In 1983 (after the election of 
Fran9ois Mitterand, a socialist president, in 1981), the telecommunication 
department of Thomson was sold to CGE, which had been recently nation­
alized. 

In other words, the announced strategy of the 1960s to push the foreign 
subsidiaries out of the French market, was suddenly halted by the 1975 de­
cision to opt for space-division technology. There are two possible inter-
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pretations of this change in policy. Each differently assesses the role of 
government technology procurement in the development of a national 
technology. 

On the one hand, the choice of space-division technology can be seen as 
being completely incoherent. According to Griset (1995), "this strategy 
was a major failure and delayed the international development of the 
French industry". The decision to give Thomson the leadership for the 
space-division technology represented the starting of a "French-French 
competition", producing losses in terms of years of development and fi­
nancially to several billions of francs. The positive climate created by 
CNET, and the success of the technology transfer strategy, was disrupted 
by the intervention of government procurement, aimed mainly at creating a 
competitive environment^ ̂  

On the other hand, the choice of the space-division technology can be 
seen as facilitating a gradual modernization of the network. From this per­
spective, the time-division technology was not sufficiently well developed 
to be used to equip bigger towns (Libois 1983). Moreover, it was costly 
and risky. The "dilemma" between protecting the "national champion" and 
gaining from competition with other suppliers while waiting for the mature 
phase of the national technology, was resolved with the creation of a sec­
ond "national champion" for space-division technology. In this sense, we 
could say that government procurement was used to enhance variety, al­
lowing competition between two different technological trajectories at an 
early phase of development (Cohendet and Llerena 1997). The three year 
delay in the frill adoption of the ElO in the French network, coupled with 
its installation in rural networks, might have helped CNET, which was still 
responsible for technological improvement*^ to gradually improve the per­
formance and the reliability of the system. In this interpretation, the deci­
sion to sustain a "bridge technology" (the space-division trajectory) was 
not as totally incoherent as in the previous interpretation. The knowledge 
about time-division technology, totally new to the market, was insufficient 
to allow DGT to follow this trajectory from the beginning. At that time, no 
other country had attempted mass introduction of time-division switching 
in the network. Even if, inside CNET, there was great optimism about the 

** According to an observer at the time (Le Monde, July 30, 1976) quoted by 
Griset (1993), govemment intervention should have been suspended and recon­
sidered, because "competition is a good thing if it does not tum into anarchy". 

*̂  For the whole of 1970s, Cit-Alcatel was responsible only for the production and 
the marketing of the new system, while technological improvements were still 
conducted under the umbrella of CNET. 
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development of microelectronics and semiconductors, DGT had no guar­
antees that the ElO would have the capacity to handle high traffic nodes. 

However, with the support for time-division technology in 1978, 
CNET's plans were finally realized. Government procurements started to 
diffuse the new technology, which was ready to be sold and installed. Ac­
cording to Libois (1983), after 1978, the situation became clearer and the 
superiority of the solution provided by CNET was proved by the prodi­
gious development of semi-conductors and by the introduction of micro­
processors. The French Director General of Telecommunications (DGT) 
confirmed, at a conference held in Paris in 1979, that "the development of 
time-division switching has become a reality demonstrated by the already 
taken or imminent decisions in most of countries" (our translation) (Libois 
1983). In 1980, time-division switches accounted for 70% of the procure­
ment of DGT. In 1982, the orders for ElO amounted to 8 million lines, of 
which 2.5 million had already been installed. 

The role of the national market was fundamental for Cit-Alcatel to en­
hance performance of the system. New versions of the ElO were devel­
oped in 1980 and 1985. The last version (Alcatel ElO) was at the basis of 
the first ISDN trial in 1987. The success of the ElO in the national market 
had given Cit-Alcatel an important competitive advantage in the field of 
electronic switching. The process of digitalization of the French network 
was a key way to prove to foreign clients the reliability of the system. At 
the end of the 1980s, the ElO was in use in 40 international markets. 

5.3.3 The Italian Case: Late Coordination and Delayed Choice 
of Technology 

In Italy during the 1970s, the two service providers, SIP and ASST, con­
tinued to buy and install electromechanical switches. Only ASST chose to 
buy semi-electronic switches while SIP decided to skip the semi-
electronics phase and wait for fully electronic switches. SIP's decision was 
based on an evaluation that showed that electronic switches were better 
suited to equip bigger transit nodes than the semi-electronic switches in the 
ASST network. Moreover, the move to an electronic switching system was 
seen by SIP as a way of reducing the number of suppliers. Given the rigid­
ity in the supply of electromechanical switches, it was very difficult for 
SIP to change the historical shares in the switching market̂ ^ J\^Q Italian 
switching system was initially seen as a way to simplify the market and 

^̂  Interview with the General Director of CSELT, working at that time at the SIP 
R&D Department (Torino, 4/7/97) 
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sustain the vertical integrated "national champion". The development 
process was long and difficult, highlighting the problems related to the 
Proteo system. The presence of a second Italian supplier, Telettra, was not 
considered as a possible alternative (only AS ST attempted to install a 
Telettra switch, which experienced a two year delay). 

The result was that SIP was "waiting for the Proteo" (Morganti 1980). 
The Telettra system was chosen only to equip the national voice and data-
transmission network, pushing Telettra to develop a specific switch for this 
purpose. The first trial for the voice and data-transmission network (Rete 
Fonia Dati - RFD) started in 1976. At the end of the 1970s, the network 
was ready for service. However, the RFD was not activated until 1984, be­
cause of prolonged battles between the Ministry, SIP and ASST over tar­
iffs and charges. 

At the end of the 1970s, and after the late and the partial failure of the 
Proteo system, SIP was aware that achievement of a "unique system" 
would be difficult and was still a long way off. For this reason, SIP de­
cided to establish, enshrined in specific documents, the characteristics of 
the switching systems to be purchased in the future. These specifications 
were laid down as a way to allow the installation of different systems in 
the Italian network^^ 

The role of policy in this period must be interpreted with caution. Two 
particular issues had been the object of criticism and debate: to pass di­
rectly to the fiilly electronic switch, or to wait for the Proteo. 

The suggestion to leapfrog the semi-electronic phase was criticized for 
the reason that trialling the semi-electronic systems could have enhanced 
the capacity of SIP in handling the new microelectronics paradigm (Pon-
taroUo 1989). However, as in other countries (for example, Canada), tech­
nological leapfrogging was the path chosen. 

The "waiting for Proteo" strategy might be considered as being "provi­
dential" for the vertical integrated manufacturer (Cozzi and Zanfei 1996). 
The Proteo I experienced many technical problems during the 1970s, and it 
was thus considered too risky for SIP to install. This delay in moderniza­
tion of the network gave Sit-Siemens the chance to develop a new product 
(see below). However, the decision to push Telettra to develop a special­
ized switch for the voice and data-transmission network, together with the 
difficulties encountered by Telettra in installing its digital switches, show 
that government procurement was not used in this period as an instrument 
to coordinate the already scarce national technological resources. 

"̂̂  Interview with the General Director of CSELT, working at that time in the SIP 
R&D Department (Torino, 4/7/97) 
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At the end of the 1970s, while Telettra was successfully equipping the 
voice and data-transmission network, Proteo finally entered the industrial 
phase, notwithstanding certain technical difficulties. A group of engineers 
from Sit-Siemens was sent to Dallas to cooperate with a US company, the 
Advanced Business Communication (ABC), in order to develop a new 
generation switch. The decision to collaborate with a foreign partner was 
motivated by the difficulty of hiring skilled personnel in Italy, especially 
for software (Chapuis and Joel 1990). Progress in the next two years was 
rapid: the first prototype of the new system (Proteo II) was installed in Mi­
lan in 1981. 

One year later, an agreement was signed between Telettra, GTE and 
Italtel to build a complete switching system, finally pooling national re­
sources. The distribution of roles inside the system saw Telettra supplying 
a peripheral switch, GTE a transit switch, while Italtel (the new name for 
Sit-Siemens since 1981) supplied the new switches, which became known 
as UTlO/3. In the same period, responsibility for the switching system 
passed from Telettra's R&D department to Italtel. Industrial production 
began in 1983 and production of the old system was terminated in 1984. 
The UTlO/3 evolved very rapidly in this period from an isolated switch to 
a family based on a modular architecture (Linea UT). The initial architec­
ture of UTlO/3, proposed by ABC, was completely reviewed to reach a 
truly modular solution that allowed low cost and an almost flat curve for 
the cost per subscriber (Bellman 1987). 

The Proteo/Linea UT system development, which began as an isolated 
project, was strongly marked in this period, by one major organizational 
device: the search for external technological competencies, both at national 
(the Telettra R&D) and at international levels (ABC). After the difficulties 
encountered during the 1970s, the UT was developed in a relatively short 
time. The system was ready to be sold in 1984, but full development to sat­
isfy the demands of the Italian market was not achieved until 1987 when 
"Piano Europa" was finally approved^^. There was thus a three-year delay 
in the launch of the national procurement plan . This delay could be inter­
preted as an inability to sustain "the national government procurement" in 
line with the new system, the Linea UT, which was by far "more reliable 
and better performing" than the Proteo (Cozzi and Zanfei 1996). 

The digital switching system evolved rapidly. In 1987, a new and bigger 
switch (UTIOO), the upper end of the modular architecture, came on line. 
The industrial phase of UTIOO began in 1989, the year of the Joint Venture 
between Italtel and AT&T, introducing new features and improvements to 

^̂  Despite SIP's low level of investment and procurement, in 1986, 335 switches 
were delivered and 294 were already in service. 
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the Linea UT. At the same time, the investment plan for the modernization 
of the network was finally approved. Starting in 1988, the level of invest­
ments steadily grew. Around 30% of investment was devoted to digital 
switches. The number of digital lines installed in the Italian network in­
creased dramatically firom 1,5 million in 1986 to 8,5 in 1990. In relative 
terms, digital lines as a percentage of total lines increased from 11,8% in 
1986, to 33% in 1990. The diffusion of the Linea UT followed a similar 
exponential path. 

5.4 Assessment of the Policies and Conclusion 

In the French case, during the first phase (1958-1974), the existence of 
CNET, a strong and competent centralized research centre, promoted ver­
tical coordination. CNET participated in the development of two different 
technological options: space-division technology, which involved mainly a 
pool of foreign subsidiaries; and time-division, a trajectory that involved a 
new company being established by the French Cit-Alcatel. The presence of 
CNET in both experimental projects favoured cross-fertilization, and the 
centralization of information, and allowed the policy maker to take appro­
priate decisions. The time-division technology was well supported and in 
1972, it (ElO from CIT-Alcatel) was ready to be commercially produced 
and sold. In this first phase, appropriate coordination helped to decrease 
the "blind giant quandary" and to increase the probability of the most effi­
cient technology being selected. During the second phase (1975-1983), 
political changes induced some strategic modifications. CNET lost its 
leadership in the telecommunication sector. The government wanted to in­
troduce more competition in the French telecommunication sector and, in 
1975, launched an international tender to equip the Paris network. The 
market was finally shared between space-division (ITT and Ericsson) and 
time-division (ElO) switches. Space division was given priority and 
Thomson absorbed the foreign subsidiaries to form a second French pole. 
In 1978, time-division switches were considered to be the only solution to 
modernize the French network. Thomson could not sustain the competition 
and its telecommunication department was sold to Alcatel in 1983. The 
second period could be described as follows. The high level of uncertainty, 
especially in relation to the ability of time-division technology to equip 
large towns, induced the government to extend the experimentation period 
and to sustain the alternative technology, with the risk of generating an or­
phan. Finally, the superiority of the time-division switches and the French-
French competition pushed Thomson out of the market (national orphan). 
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The political decision to extend the experimentation period brought in­
creased costs and longer development time. These disadvantages could 
perhaps have been reduced if CNET had been given similar leadership and 
if a truly competitive situation in relation to foreign firms had emerged. In 
other words, the organizational system was a priori coherent to deal with 
some of the paradoxes during the first phase, but the choices made during 
the second phase entailed some shortages. Despite these limitations, 
France was the first country to introduce time-division switches in a sub­
stantial way into its network. 

In the Italian case, during the first phase (1960-1980) horizontal coordi­
nation between competing suppliers would have been appropriate due to 
the absence of a skilled central research centre. Three competing projects 
(mainly time-division systems and a semi-electronic one) emerged. The 
lack of real coordination between the actors seems particularly disadvanta­
geous given the shortage in high skilled personnel, and the complementari­
ties of the actors. Moreover, the procurement policy did not work as an in­
strument to coordinate existing national experience. In other words, there 
was no coordination between the decentralized projects and no centralized 
procedure favouring public decision making. During the 1970s, prototypes 
were installed on local basis. The experimentation period was lengthy, the 
"blind giant quandary" was not reduced, and the risk of a national orphan 
was high. At the begirming of the second phase, Telettra successfully 
equipped a special switch for the voice and data-transmission network and 
Proteo (Sit-Siemens) entered the industrial phase. The development of the 
technology and its late success can be explained by two crucial events: the 
collaboration of Sit-Siemens with an American company (ABC) to de­
velop a new generation of DSS, and the pooling of national resources 
(Telettra, GTE and Sit-Siemens signed an agreement to build a complete 
DSS). This new organization of competencies induced the emergence of a 
switching system family based on a modular architecture: Linea UT. This 
second phase clearly shows the positive impact of the horizontal coordina­
tion: it decreased the "blind giant quandary" by allowing firms to develop 
a new performing switching system, without a national orphan. But it did 
not compensate for the coordination failures of the first period and the 
negative impacts on the development of the DSS: very high costs of devel­
opment and a tremendous loss of time. This organizational failure induced 
a less successful development than the French case. 

One way to measure the relative success of each policy is to compare 
the digitalization of the telecommunication networks. Table 5.2 presents 
data concerning the digitalization of networks in the main industrialized 
countries fi*om 1988 to 1993. France, thanks to the massive installation of 
the national switching system that began at the end of the 1970s, appears 
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as the leading country: it had the highest percentage of digital lines over 
the period considered. The Italian data confirm the delayed diffusion, and 
the importance of the most recent investments and the efforts of SIP to 
modernize the network. 

Table 5.2. Digitalization of the network 1988-1993 (% of digital lines on total li­
nes) 

France 
Italy 

USA 

Canada 
Japan 

Gemany 

UK 

60.5 
20.1 

35.4 

40.0 
17.4 

5.0 

23.5 

65.8 
24.7 

41.6 

45.0 

24.9 

7.3 

31.3 

69.1 
32.6 

48.1 

50.0 

31.9 

10.5 

39.7 

73.5 
39.9 

54.4 

55.0 

38.9 

15.0 

41.1 

78.1 
47.4 

60.9 

62.0 
46.4 

19.4 

53.6 

83.0 
54.5 

68.1 

68.0 

53.3 

23.7 

59.4 

Source: Zanfei (1990) from NBI and SIP Development Plan 

This chapter has focused on the technological evolution and, in particu­
lar, on the introduction, of DSS in France and Italy. We elaborated on the 
institutional framework of the policies involved in terms of information 
and coordination structures, and also in terms of lock-in and diversity 
management. We proposed for both dimensions an analytical framework, 
which allowed us to analyze the elements of both histories and to assess 
the relative successes of the two experiences, which differed in nature and 
timing. Further research should be devoted to examining whether these 
two rather specific histories had some impact on the introduction of subse­
quent generations of technologies and products, such as Minitel and/or 
Internet, in these two countries. 
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6.1 Introduction 

The diffusion of military innovations, and how this compares with the dif­
fusion of civil sector innovations, has long been the object of debate in the 
literature. At the risk of oversimplifying, most of the contributions are in 
agreement that there are two radically different periods involved: 

- The first phase, between the end of WW II and the mid-1980s is charac­
terized by the spin-off paradigm in the sense of Alic et al. (1992). The 
thesis for this period is that military expenditure, the importance and the 
growth of which was naturally justified by the Cold War context, cre­
ated significant technological spin-offs into the civil sector. As 
Sachwald (1999) underlines, this view can be justified fi'om a combina­
tion of military and industrial perspectives. The examples given by 
Sachwald are familiar: the development of semiconductors, of telecom­
munication satellites, of civil launchers, of aircraft, and of composite 
materials and other technologies owe a lot to the research and develop­
ment (R&D) efforts expended within military "big programmes". 

- The second phase, which emerged progressively from the mid-1980s, 
can be provocatively interpreted as resting on a quite different mecha­
nism: military expenditure decreased in response to the ending of the 
Cold War; meanwhile the innovation dynamics shifted towards the civil 
sector, thereby reversing the direction of technological flow, fi'om the 
civil to the military sectors (some authors describe this transformation as 
the spin-in paradigm). 

^ This work was conducted for a study supported by the Observatoire Economique 
de la Defense (OED). The authors are responsible for any errors or omissions. 
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This hypothesis is in many respects excessive. Accepting it without 
qualification runs the risk of erroneous interpretations in terms of indus­
trial policy. For example, within the first phase, it is important to stress 
that military technologies/7er se were not always at the origin of spin-offs. 
Such spin-offs were based essentially on the enabling technologies devel­
oped for military use (e.g. information and material technologies) and on 
some of the generic industrial organizational and complex management 
methods practised within military projects. However, it is clear that within 
the second phase military projects continued to influence the major techno­
logical trajectories (as in the cases of the Internet and Global Positioning 
Systems (GPS)). The recent successes of high-speed trains and of the Air­
bus show also that the concept of big technological programmes continues 
to hold its relevance. 

Nevertheless, this idea constitutes a major feature of the relationships 
between civil and military technological diffusion processes by highlight­
ing their contextual dimension. At a given point in time, these relationships 
depend on the maturity of generic technologies, of the innovation system 
in place, and on the perception, according to which military and civil ef­
forts are considered to be complements or substitutes. 

The above remarks lead to a better understanding of the nature of the 
diffusion process for military innovations and allow its main characteris­
tics to be highlighted. The analysis in this chapter is based on a series of 
interviews conducted with people responsible for the management and co­
ordination of military radar and missile projects. Our work also benefited 
from the experience accumulated at BETA fi-om studies conducted in the 
space sector. However, this chapter mainly focuses on two case studies and 
should be considered as exploratory work. Our contribution aims simply to 
highlight some traits, which we consider to be important in relation to the 
process of innovation diffusion fi*om the military to the civil sector. 

The chapter is organized in three parts. The first part analyses the con­
textual characteristics to allow greater understanding of the specificity of 
military diffusion processes. The second part summarizes the results of our 
field studies in two firms involved in complex military projects (Thomson-
CSF Airsys^ and Matra BAe Dynamics^), which help to illustrate the speci-

Airsys pools the air defence, ground-to-air missile and air control activities of 
Thomson-CSF. In 2000, Thomson-CSF and Airsys were renamed respectively 
Thales Group and Thales Air Defence, following the acquisition of Racal Elec­
tronics Ltd. 
Matra BAe Dynamics (MBD) was created in 1996 by the merger between Matra 
Defence (Lagardere Group) and the missile subsidiary of BAe, BAe Dynamics. 
In 2001, MBD was extended to Alenia Marconi Systems (Finamecannica and 
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ficity of the innovation process based on military projects. Finally, we give 
some brief details about the firms studied concerning the factors that might 
be relevant for - and have an influence on - the innovation diffusion proc­
ess. 

6.2 Major Characteristics of IVIilitary Innovation Diffusion : 
Context IVIatters 

The theoretical developments concerning the diffusion of iimovations em­
phasize a number of determinants of the quality and the intensity of the 
diffusion process. These include the nature of the technologies (particu­
larly their more or less generic character), the nature of industrial organiza­
tions that develop and experience them, and the nature of user or adoption 
networks. In this section, we try to specify the diffusion characteristics of 
innovations stemming from military projects in relation to these criteria. 

6.2.1 Nature of Technologies 

Military projects aim at developing products and systems responding to 
specific military needs and require generally high technological perform­
ance. They are often defined as complex product systems (CoPS) (Hobday 
1997). The notion of complexity refers to the following features: 1) the Va­
riety of pieces of technological knowledge that must be combined; 2) the 
competencies that must be mobilized at the technological frontier^ in order 

Bae Systems) and Aerospatiale Matra Missiles (EADS) and was renamed 
MBDA, in a bid to establish an integrated missile company at the European 
level. 

"̂  Military innovations can be conceptualized in terms of core, peripheral, and link­
ing technologies (Prencipe 1997). Behind these technologies are the competen­
cies needed for their production. Although the technologies and the competen­
cies necessary to develop them are not the same (Brusoni et al. 2000; Chiesa and 
Manzini 1998) the links between them are close. Thus, the competencies that 
support technologies can be categorized according to the above distinction. Pra-
halad and Hamel (1990) showed that the competitive advantage of a firm de­
pends principally on the identification, maintenance, and improvement of its 
core competencies. What is important is to identify which competencies the firm 
should definitely maintain in-house. Brusoni et al. (2000) analyse the firm by 
linking its organizational dimension to its competencies based on two criteria: 
responsiveness and distinctiveness. An organization is said to be responsive if it 
closely controls the different technological components and has a strong integra-



164 Arman Avadikyan, Patrick Cohendet and Olivier Dupouet 

to develop each of the components and products; 3) the necessary compe­
tencies for integrating these diverse technologies; and 4) the high cost con­
straints that generally inhibit the possibility of developing military prod­
ucts and systems through standard industrial methods. CoPS are generally 
supplied by a single entity (a firm, a production unit, or a temporary or­
ganization, constituted around an identified target and involving several 
firms). CoPS are typically purchased by a single user, usually through a 
formal contract defining a precise project. 

Examining the technological features of CoPS helps a priori to situate 
the outline of the debate on the diffusion of irmovations stemming from 
military projects. 

First, most enabling technologies have a dual character, in that they can 
find applications both in military and civil products. What differentiates 
military technologies from their civil counterparts is their application con­
ditions (in extreme environments) and their functionality (speed, reliabil­
ity, discreteness, etc.). From this perspective, it is easy to see why spin-in 
(improvement and adaptation by the military, of technologies developed in 
the civil sector) is a natural diffusion path from the civil to the military 
sectors. This approach favours the generation of incremental innovations 
with respect to the knowledge available at a particular time. By relying on 
civil technologies military projects can diversify their innovation sources 
and benefit from scale and speed economies. The spin-in process can also 
create new innovation opportunities for civil products, thus favouring a 
virtuous cycle of innovation stemming from close interaction between the 
two sectors. 

Second, in the event that the technologies necessary for the realization 
of military projects are not available, the capacity for military resources to 
be mobilized to develop these technologies and stimulate research capa­
bilities, can produce radical innovations. This is what happened, for in­
stance, at the beginning of the computer era, and more recently with the 
GPS conception phase, where the capability of military programmes to ac­
cumulate cognitive resources and research competencies has initiated ma­
jor technological breakthroughs. This capacity of military projects to gen­
erate technological ruptures depends, of course, on the level of military 
expenditure to stimulate basic research. The diffusion potential of such 
technologies beyond the military domain is linked, on the one hand to the 
more or less generic nature of these technologies, and on the other to their 
degree of maturity. The more mature a technology (implying a high speci-

tion capability. Distinctiveness refers to the variety of competencies coordinated 
by the firm, and the relative independence of the organizational units developing 
them with respect to the control centre. 
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ficity with regard to military needs), the more difficult will be its diffusion 
to other than military applications. 

Third, the ability within military projects to integrate diverse technolo­
gies, rooted in very different knowledge bases, in order to develop new 
products or systems, is one of the main sources of innovation diffusion. 
The diffusion process may take two principal forms. Having been tested 
and developed within military projects, new organizational forms (project 
management, risk management methods, etc.) may be disseminated and 
transferred to other domains. Also, products and systems realized within 
military projects may be adapted and redesigned for civil applications (e.g. 
aircraft, launchers, radar). Naturally, this form of diffusion will only occur 
in the case of civil applications that are technologically close to military 
needs (e.g. space and aeronautics technologies). 

6.2.2 The Nature of the Organization 

The diffusion of military technologies will only be effective if the organ­
izational forms of the industries conducting the military projects promote 
the circulation of knowledge flows. Thus, the internal organization of, and 
the nature of the relationships between the firms participating in the pro­
jects (system integrators, sub-contractors, partners, research networks, 
etc.), are critical. 

The specific nature of military projects leads to organizational forms, in­
ternal as well as external, that are not a priori suited to encouraging or 
speeding up the diffusion process. Internally, the performance of military 
projects generally depends on big project management firms, organized as 
multidivisional structures, or business units. As shown by Marengo (1993), 
such structures favour knowledge specialization, but have a tendency to 
slow down the circulation of knowledge and the cross-fertilization between 
individual departments. In addition, the projects being extremely complex, 
firms must be able to make fast modifications to their behaviour, to reduce 
uncertainties, to communicate on a regular basis, and finally to generate 
positive externalities (Hobday 1997). This implies that there must be a 
high degree of responsiveness, i.e. tight control over the different compo­
nents. Therefore, the network of firms involved in the elaboration of a 
military product is generally hierarchical and limited to a small number of 
firms: a network structure that leads to a high integration of competencies 
such as is rarely observed in the civil sector. This integration carries the 
risk that external relationships become under-valued, since almost all the 
necessary competencies exist internally. The knowledge and competencies 
developed inside the firm caimot circulate outside the firm, which is, in it-
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self, an obstacle to the diffusion process. It is clear, however, that the re­
cent moves to create a more cooperative framework between the European 
defence industries, which led to an increased number of alliances and 
mergers/acquisitions, are providing a real opportunity to work within 
structures that are more open than in the past. 

Another obstacle to knowledge diffusion from the military sector is the 
obvious need for secrecy and the need to control the diffusion of certain 
strategic technologies. This is inherent in all military projects, and the 
challenge for the firms managing these projects is to find a compromise 
between controlling the communication of certain types of knowledge and 
the desire to communicate as much know-how as possible beyond the fron­
tiers of the military domain. This is achieved by favouring the capabilities 
that facilitate the differentiation between technologies or systems that are 
more or less strategic, while at the same time trying to avoid a culture of 
excessive secrecy, which would hamper knowledge communication, and 
the adaptation of technologies developed with military effort, for the civil 
sector. 

6.2.3 The Relationships with Users 

The importance of interactions with users through «learning by interact-
ing» in the development of new products has been underlined by several 
economists (Lundvall and Johnson 1994; von Hippel 1988). A rich inter­
face with users leads to feedback processes that contribute to continuous 
improvements of products and technologies. What is supplied becomes 
progressively more and more adapted to user needs. Through this interac­
tion, the user becomes an integral part of the technology creation process. 

In most cases military projects concern only one user - the state - so the 
variety of interactions is necessarily limited. In order to compensate for 
this lack of variety, and to adjust ongoing programmes in a timely way to 
emerging problems and opportunities, it is crucial that the relationship be­
tween the client (in this case the Delegation Generale a I'Armement 
(DGA)) and the supplier of military systems is based on rich and intense 
interactions. The existence of stable and integrated project teams through­
out the life cycle of a programme and their effective management (ensur­
ing, for example, that critical information and knowledge are appropriately 
circulated and integrated into the decision-making process) are all the 
more important since the technical resources and competencies of the user 
and the supplier are highly complementary. The user is in a privileged po­
sition with operational experience in detecting, defining, testing and vali­
dating possible improvements, whereas the supplier is in a privileged posi-
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tion in translating them into technical solutions, integrating them into mili­
tary systems, and finding potential diffusion paths for the technologies de­
veloped. 

6.2.4 Context Matters 

The arguments developed above are an attempt to characterize the poten­
tial for and the constraints to diffusion faced by military projects. Positive 
factors related to the diffusion process are linked to the capability of mili­
tary projects to develop radically new technologies by concentrating R&D 
resources in new fields of knowledge, by developing new organizational 
competencies, and by producing new complex industrial systems transfer­
able to "neighbouring" civil sectors. Factors hindering the diffusion proc­
ess are related to the specific organizational structures dedicated to the 
management of military projects and the lack of variety of interactions 
with the demand side. These opposing factors can be combined in different 
ways according to the economic and strategic environments. Bearing in 
mind the caveats stressed above, it is possible to relate again to the two 
distinct periods (the spin-off and spin-in paradigms) that are quoted in the 
literature on the diffusion of innovations developed through military pro­
jects. 

- The period from the 1960s to the 1980s was marked by the Cold War 
and a context in which military funds were regularly increasing and sig­
nificant enough to allow concentration of resources on research into new 
knowledge fields and the building of new competencies. Military priori­
ties in the conduct of national R&D programmes during this period 
played a structuring role, not only with respect to applied research, but 
also with respect to fundamental and curiosity driven research. Further­
more, the technological context lent itself to being stimulated by mili­
tary projects since this period was characterized by the development of 
autonomous innovations^ that were then further recombined. The tech­
nological life cycles were long, and the conception time, in particular, 
was important in the military as well as the civil sectors. In this context 
military projects have been significant for the creation and diffusion of 
new technological opportunities in the civil sector. 

^ Chesbrough and Teece (1996) identified two types of innovation: autonomous 
and systemic. Autonomous innovations can be accomplished independently of 
other innovations. They do not imply a redefinition of the whole system within 
which they are integrated. Systemic innovations, on the other hand, must be de­
veloped jointly with other innovations in order to be viable. 
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- However, since the 1980s, the context has changed considerably. Tech­
nological creation and innovation diffusion mechanisms are increasingly 
systemic, and each innovative activity depends on the capability to ac­
cess rapidly the complementary competencies held by other stake­
holders (hence the importance of networks and partnerships) in a global 
environment. The conception and adjustment times of products have be­
come considerably shorter. The civil sector firms have equipped them­
selves with the competencies necessary to allow them to absorb external 
innovations. In this context, the factors that favoured the diffusion of 
knowledge and technologies from military projects became blurred, 
while with the end of the Cold War, military expenditure began to de­
crease, which significantly affected the capability to concentrate mas­
sive resources around projects with technological rupture potential. The 
process of diffusion from military projects must therefore be approached 
differently. As noted above, military projects can still play a significant 
role in the innovation diffusion process through incremental improve­
ments or spin-ins. But the question is whether there are any other 
mechanisms that will allow greater leverage of current and future mili­
tary projects. New approaches to duality management can, in this per­
spective, be an important determinant of the diffusion and interaction 
processes between civil and military actors. They need, however, to be 
considered within a broader perspective than ex-post technology transfer 
schemes and must rely more on organizational and institutional mecha­
nisms creating the appropriate conditions for stimulating interaction, 
communication, mobility, and exchange of knowledge and information 
between the civil and military communities on an ongoing basis. 

The next section first examines the issue of military innovation diffusion 
through two specific case studies. Through these two examples we try to 
show how, in the new industrial context, it is possible to adopt more effi­
cient ways to support the diffusion process of innovations stemming from 
military projects. 

6.3 An Analysis of Diffusion IVIechanisms Based on Two 
Case Studies : the Airsys Radars and the l\/IBD Apache 
IVIissile 

The case studies were carried out by the BETA in the course of a contract 
with the Observatoire Economique de la Defense (OED). The firms se­
lected were Airsys, as project manager for radar systems in France, and 
Matra-BAe Dynamics (MBD) as project manager for the Apache missile. 
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In both firms, in-depth interviews were conducted with industrial manag­
ers in charge of devising and implementing the projects concerned. An 
analysis based on two case studies cannot pretend to be exhaustive: the 
aim is rather to underline some significant features that are illustrative of 
the theoretical developments described above, that should be the subject of 
subsequent in depth studies. 

The information gathered through our interviews allowed us, on the one 
hand, to situate the positive effects generated by the diffusion process 
(6.3.1), and, on the other hand, to better explain the diffusion hindering 
factors (6.3.2) in order to suggest solutions for improving the impact of 
military projects. 

6.3.1 The Positive Economic Effects of the Two Projects 

For each of the firms analysed the positive impacts related to the projects 
considered are linked to precise effects. In the case of the radar systems, 
the positive effects result from the use of radar systems in civil airports. 
We can see direct spin-offs from the military to the civil sector that allow 
important economies in terms of R&D, conception, and adjustment efforts 
in the civil sector. 

In the case of the Apache missile, the principal effect concerns the firm 
itself and remains in the defence sector (we will therefore avoid the term 
spin-off in this specific case) since it is probable that had the Apache mis­
sile not been developed, MBD would not have engaged in the next genera­
tion Scalp G missile. 

Both these direct effects^ (the monetary gains of which are judged as be­
ing quite significant compared to the costs) show a particular way of evalu-

^ BETA has proposed two main criteria for assessing the technological perform­
ance of innovation projects (see Chapter 9): 
a) The direct effects of a R&D programme are those economic effects that are 
directly linked to the objectives of the project (these objectives are specifically 
mentioned in the contracts defining the projects). If, for instance, the objective 
of the project is to develop a new product (a missile), the sales of this product 
can be considered to be a direct effect. 
b) The indirect effects are those economic effects that have been realized outside 
the projects' objectives. They correspond to unintentional effects not anticipated 
in the contract. The literature has often described such effects as spillovers or 
spin-offs. These descriptions can be misleading since they narrow the spillover 
to new products derived from a project. A more in depth analysis shows that 
these effects can be richer and cover a wider range of phenomena (development 
of new competencies, organizational leaming within the network, commercial 
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ating the efforts stemming from military projects and the competencies of 
the contracting firms. In both cases military expenditure allowed the firms 
to accumulate industrial competencies and to realize them either in civil or 
military projects. 

Nevertheless, despite the importance of these effects, it seems that the 
tŵ o military innovation processes did not generate any other major posi­
tive impacts. There have not been varied diffusion forms as might have 
been expected, if we consider, for instance, equivalent civil projects in the 
space sector (see in this book Chapter 1 by Bach and Matt). From the set 
of phenomena that are likely to reflect the existence of positive effects 
stemming from big projects (e.g. technology diffusion outside the contract­
ing firms, technology transfer, development and dissemination of new in­
dustrial methods, diversification processes, constitution of radically new 
competencies at the origin of new competitive advantages, increased mar­
ket share, etc.), very few were observed in the projects under examination. 
We have therefore tried to identify the main factors hindering the diffusion 
process of innovations stemming from military projects. 

6.3.2 Factors Hindering the Innovation Diffusion Process 

6,3.2.1 The Reduction of Military Basic Researchi Expenditure 

The direct counterpart to the reduction in the defence basic research budget 
is the weakening of military projects as a driving force for radical innova­
tions. The effect of this decrease in the budget has been all the stronger 
since the costs of R&D in all sectors have tended to increase drastically. 
The contribution of defence expenditure to the development of the techno­
logical base of industrialized countries is no longer as great as in the period 
of the Cold War. Thus there has been a profound change in the diffiision of 
military innovations. 

advantages, new markets, etc.). These effects can be classified according to the 
following typology: 
- Technological indirect effects: new products, improvements brought to exist­

ing products, processes of diversification, new processes, etc. 
- Organizational and methodological effects (quality procedures, complex pro­

ject management methods). 
- Commercial effects resulting from brand image and reputation and leading to 

increased market share for existing products. 
- Effects in terms of competencies. R&D projects often lead to the grouping of 

a critical mass of highly qualified personnel that disperses after the project to 
take up other activities in the participating firms. 
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The dependence of defence related firms on innovations and technologi­
cal developments from the civil sector is steadily increasing. This situa­
tion increases the risk that, as far as technological innovation is con­
cerned, defence-related firms lose their capabilities to generate radical 
innovations and increasingly adopt the role of follower. The tendency is 
towards "upgrading", i.e. the adaptation to military needs of technologi­
cal bases developed in the civil sector (spin-in), rather than spin-offs 
from the military to the civil sector. For instance, it is now the case that 
only the software programs for signal processing and the programming 
of processors are written by Airsys. Likewise, apart from stealth bomber 
technologies for the Apache, and image processing technologies for the 
Scalp, MBD purchases most of the technological components and sub­
systems it needs from the civil sector. 

The basic research workforce in defence related firms is also declining. 
However, it is clear that if a major proportion of their basic research is 
carried out by military research entities, such as ONERA (Office Na­
tional d'Etudes et de Recherches Aerospatiales), or contracted out to 
universities, firms will try to maintain a high absorptive capacity for 
new and innovative ideas coming from the outside. The management of 
this capacity is key to firms' abilities to integrate generic knowledge 
bases quickly. As far as research is concerned, the trade-off is never 
simply between make or buy. The capacity to understand, to accumu­
late, and to integrate what is performed outside is a critical element for 
competitiveness. As Brusoni et al. (2000) emphasize, defence related 
firms, which are generally characterized by hyper-specialized structures, 
undoubtedly have a strategic advantage, since such specialization facili­
tates technological monitoring and increases the absorptive capacity of 
firms. But good absorptive capacity does not automatically confer the 
capacity to diffuse innovations effectively. The knowledge emission ca­
pabilities of firms are also critical, but defence related firms adopt a 
more cautious position in this regard. 

We can also see an "inversion" in risk taking. When large-scale basic 
research for the military was financed by public funding, public authori­
ties took the risk of technological development. In the current climate 
this situation is reversed: industrial actors with the necessary compe­
tences are increasingly having to bear the initial risks of technological 
creation, even if at some later stage public authorities play their part in 
supporting innovations that turn out to have potential. Nevertheless, on a 
global scale (taking account of all the individual research budgets), it is 
not possible to achieve a level of basic research expenditure equivalent 
to the level that was available from public funding. Industrial firms must 
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concentrate their efforts on a limited number of specific fields in which 
they have competencies and resources. The sum of individual R&D ef­
forts, therefore, cannot have the coherence of a global effort guided by 
the public sector. 

In addition to a reduced budget, firms must also be able to cope v îth the 
irregularities of military funding. In both of the case study firms, the prob­
lems connected to financing of military projects (e.g. delayed or deferred 
payments) v^ere seen as a major obstacle to innovation. Such irregularities 
lead firms to plan their research activities according to their ovm fiinds. 
The depth and diversity of basic research is thus curtailed, in depth, since 
once a product is developed the research field is generally abandoned, and 
in variety, since firms tend to confine their research activities to specific 
domains. 

For instance, in the case of Airsys, each UQW radar represented a techno­
logical rupture from the previous generation. This phenomenon is ascribed 
to the irregularity of military fimding. Indeed, development of the first pro­
ject - the TRS 2215 mobile radar - intended for export, ŵ as financed 
through equity and vv̂ as not finally bought by the state until the final stage 
of the life cycle. The second project - the TRS 22XX fixed radar - v^as fi­
nanced partly through equity and partly by the DGA. In the case of the 
MASTER category radars, the DGA financed the research on modularity. 
The situation was similar for MBD: the research involved in the develop­
ment of the stealth bombers (Apache missile) and image processing (Scalp 
G) was supported through equity, while the activities related to the guid­
ance system were financed by the DGA. 

In short, the cut in military expenditure on basic research had consider­
able consequences. Some of these were positive: the incentives for military 
related firms to become more similar to civil firms, to endow themselves 
with absorption capacities, to take higher technological risks and to de­
velop dual technologies significantly increased. However, if public expen­
diture on R&D is reduced too drastically, these positive effects will be 
considerably diluted and could even disappear. For instance, in the case of 
dual technologies, it is well known that the duality potential is all the more 
important at the generic or experimental phase of a technology (Cowan 
and Foray 1995). The more mature a technology, the more civil and mili­
tary applications diverge, and the more the duality potential diminishes. 
The development of efficient dual solutions, therefore, requires massive 
support of basic research. In examining this support, it is helpful to refer to 
the distinctions proposed by Cowan, Foray and Mohnen (1998) about the 
different forms of research. These authors distinguish three principal types 
of research activity: pure basic research (« Bohr » type), finalized basic re-
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search (« Pasteur » type) and pure applied research (« Edison » type). They 
suggest that if public authorities want to promote duality, they must pre­
serve and even increase their support for « Pasteur » type finalized basic 
research. 

6.3.Z2 The Specificity oflVlilitary Products 

The military requires products with relatively long life cycles (e.g. an av­
erage of 20 years for a radar), and places functionality above all other in­
dustrial criteria. Thus, in the past, defence requirements have always con­
tributed to distinguishing military production from civil production. 
However, nowadays the gap between civil and military life cycles has 
tended to increase. A few decades ago, the life cycle of military products 
was comparable to that of civil products. With the drastic reductions in the 
life cycles of civil products (down to a few months for computers), the gap 
has widened considerably. The iimovative capacity of the civil sectors has 
become more dominant and more systematic. The improvements in civil 
sector products have been continuous and swift, implying a succession of 
incremental innovations, whereas the military sector has continued to fa­
vour very radical improvements (opening the transition to next generation 
products). Also, the innovative capacity of the civil sector is all the more 
significant in that it is punctuated by a competitive environment focused 
on cost reduction. This new context hampers the diffusion of iimovations 
stemming from military projects for various reasons. 

A consequence of the specificities described is that the defence indus­
tries must keep within their structures, throughout the life cycle of projects, 
conception, production, and maintenance capabilities. This constrains the 
competence management practices of the defence industries, which cannot 
be as flexible as civil firms. They are sometimes obliged to maintain inter­
nally competencies that do not necessarily lead to innovative activities. In 
the case of Airsys, for instance, although progressive wave tubes (a tech­
nology allowing the generation of signals in old radars) are now of little 
use for the development of new radars, the competencies for developing 
them have continued to be maintained. 

Furthermore, firms in charge of military projects generally are more in­
tegrated than civil firms. The number of activities integrated by Airsys and 
MBD appears to be greater than typical of a civil sector firm. In the case of 
Airsys, the network participating in the creation of products is practically 
reduced to the company itself. Although it is considered that Airsys's core 
competencies reside in system integration, and that it is necessary to ac­
quire some key technologies externally, the company considers that com­
petencies supporting power generation and software creation for signal 
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processing are critical to its activities. This integrated competence man­
agement approach is also in accordance w îth Airsys's strategy: the com­
pany aims above all to be a pool of competencies rather than to be con­
strained by market forces. Nevertheless, the company is more and more 
being obliged often to take into consideration these constraints, and to 
modify its approach. 

MBD's network for producing missiles is somew^hat broader, but also 
quite limited and very hierarchical. In the case of Apache, the Commissar­
iat a I'Energie Atomique (CEA) and MBD successfiilly conducted joint re­
search activities on computation codes and stealth materials. Cooperations 
have also taken place with different sub-contracting firms (in the field of 
materials, reactors and guidance systems), but alw^ays in a hierarchical 
way. Finally, technologies classified as critical are all developed within the 
company (e.g. stealth bombers and major components of the guidance sys­
tem). 

One approach that has been adopted by both firms we studied is to in­
troduce modularity^ allowing the re-use of elementary technological 
blocks^ In order to make cost economies, firms are looking more and more 
for modularity in the sub-systems of products. Furthermore, they are capi­
talizing on inter-product technological blocks in order to reduce research 

^ According to Sanchez (1996), modularity refers to a particular product architec­
ture. A modular approach minimizes the interdependence between product com­
ponents by specifying the interfaces between them. Moreover, modularity is de­
fined at the start of a project in order to offer the product in a variety of forms. A 
modular architecture creates a flexible platform allowing the product to be de­
signed to accommodate needs expressed. Such an approach has the following 
benefits. Functionality improvement costs and time are reduced compared to 
when the architecture must be designed from scratch. Modularity allows also a 
more reactive response to the market by taking into account demand variety. Fi­
nally, economies of scale reduce component or sub-system production costs. 

^ In their innovation approach, defence related firms decompose the system to cre­
ate elementary "building bricks", which are then developed separately. This de­
composition not only has an impact on technology diffiision through competence 
transfer, but also has an impact in terms of technological artefact transfer, since 
it leads to a distinction between autonomous and systemic innovations. This lat­
ter distinction is also closely related to the notions oi distinctiveness and respon­
siveness. In fact, in the case of the two firms studied, autonomous innovations 
favour distinctiveness, while systemic innovations favour responsiveness. This 
approach is justified by the specificity of military products. The latter are sys­
tems integrating complex technological sub-systems. In terms of innovation dif-
fiision, task decomposition can have a positive impact since it allows for the 
creation of innovative sub-systems and, hence, new sources of potential diffu­
sion. 
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expenses. In the case of Airsys, the modular approach was explicitly 
adopted in the case of the MASTERS. Despite the fact that there is still 
great disparity between products (there are three MASTERs) compared, 
say, to the automotive industry, the creation of a common platform is con­
sidered to be crucial for a given generation of radars. Similarly, MBD has 
tried to develop technologies that can be used in several products. For in­
stance, the image processing technology in the Scalp G had already been 
used for the air-air and Apache missiles. 

What is even more important is that a modular strategy allows new 
technological opportunities in CoPS to be integrated in a more reactive 
way by separating the modular innovation process (increasing in the short 
term the speed of incremental improvements and thus optimizing the pos­
sibilities for a given architecture) from the architectural iimovation process 
in the long term. 

However, in terms of technology diffusion, the problems addressed by 
the modular approach are very similar to those of hyper-specialization of 
the departments developing the sub-systems. Indeed, organizational modu­
larity induced by product modularity seems to provide for more effective 
learning processes at each module level, and thus an increase in specialized 
knowledge. Furthermore, systems integration requires a profound under­
standing of the product architecture and the building of an informational 
infrastructure (Sanchez and Mahoney 1996). However, it might be that 
once such an infrastructure is built, there would be little room for it to 
evolve. Thus, in spite of a reorganization of the firms' competencies, 
smooth knowledge communication might not be guaranteed, either within 
the firm because of standardized interfaces, or with the external environ­
ment since military specific factors would not have been removed. One 
finds here the case developed below where the firm is composed of tacit 
knowledge pockets, which are not really transferable outside the communi­
ties within which they were created and are being used (Pitt and Clarke 
1999). 

Furthermore, since the module interfaces are standardized only in rela­
tion to military systems, they cannot be transferred to the civil sector. It is 
even possible that these modules, which comply with specific military 
needs, would be more difficult to transfer than technology systems. 

6.3.2.3 Despite Restructuring, Military Activities Remain 
Isolated 

The existence of a very strong local communication culture and the lack of 
codification (or a common language) to ease the flow of knowledge and 
information hamper the diffiision process. Within defence related firms, 
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projects are generally divided into clearly identifiable and highly com­
partmentalized sub-parts, to be integrated at a later stage to form a com­
plex system. Although efforts are being made to integrate these sub-sets 
earlier in the process, and to codify the knowledge developed by engineers, 
the segmented approach still dominates. In addition, firms tend to be or­
ganized in separate units, responsible for a specific part of the system. 
Such an organizational structure reinforces the cognitive « insularization » 
of firms. 

Within the firms studied, their organizational forms hindered knowledge 
communication. Each specialized sub-set was developed by a separate 
unit. Low turn-over of the workforce increased this specialization and iso­
lated the units from each other. Furthermore, the relationships among units 
rely on contracts, thus limiting the development of personal links. To sum 
up, from a cognitive point of view, firms manage pockets of knowledge 
linked through contracts with low informational content. 

Within these pockets of knowledge local codes and communication 
modes develop, and the knowledge is perceived, by an actor external to the 
community, as being highly tacit (Cowan et al. 2000) and, thus, difficult to 
transfer or translate. In fact, the codes are built on shared beliefs and 
shared values that are specific to the members of each group. From these 
beliefs and values emerges a collective knowledge system, which condi­
tions the representations of the members of the community (Dibiaggio 
1998), and which cannot easily be shared. Firms progressively become 
composed of fairly separate entities that find it difficult to communicate 
with each other (Brown and Duguid 1998). Under these conditions, 
knowledge circulation, as an integral part of the diffusion process, tends to 
be mismanaged. 

A similar situation exists in terms of the relationships between defence 
related firms and their environment. Due to their high degree of integra­
tion, and due to the fact that they develop specific technologies for a lim­
ited category of users, the knowledge bases within these firms are rather 
poorly codified, and therefore cannot be transferred. Consequently, the in­
formation network that supports the circulation of codified knowledge be­
tween the civil and the military sectors is extremely limited (Cowan and 
Foray 1995). Since firms are part of a restricted network, the communities 
belonging to it rarely cross the frontiers. Hence, knowledge - be it tacit or 
codified - remains confined to the organizational structure. 

6,3.2.4 The Commercial Approach of Defence Related Firms 

Traditionally defence firms sell complex systems with specific functional­
ity to a small set of actors. The defence market appears to be weakly con-
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testable, and is characterized by high entry barriers. Although there is 
competition related to technology within defence networks, this is weak 
compared to the highly competitive environment of a classical market. As 
a result, the commercial teams in defence sector firms have rather limited 
competencies. They can deal with state departments, but have little experi­
ence of operating within more classical markets. Specificity within defence 
related firms, therefore, is not only related to products, but also to the net­
work of buyers, to the bargaining modes, and to the legislation in force. 
The change towards a more commercial environment for defence indus­
tries thus raises the following issues. 

First, defence firms dealing mostly with governments have not devel­
oped commercial networks in the civil sector. This is why they generally 
lack the competence to create a market for potentially innovative products. 
Thus, even when there are technological components that could be adapted 
for the civil sector, their commercialization is poor. 

Second, due to the comparative stability of their market, defence firms 
have developed particular relationships with their clients. The latter be­
come accustomed to the technologies in which they invest through long 
learning processes such as «leaming by using». This learning process is 
essentially based on the accumulation of tacit knowledge over time. Con­
sequently, the knowledge base necessary for using defence technologies is 
poorly codified and to train more classical clients would involve high costs 
in terms of the involvement needed to create a market in the civil sector. 

Third, in a military context, firms are not urged to re-deploy their com­
petencies in order to capture new markets, whereas the dynamic manage­
ment of competencies is a necessary condition of success for iimovative 
firms (Chiesa and Manzini 1998)^ Firms engaged in this dynamic man­
agement process must necessarily interact with their environment, either to 
understand it better or to gain access to a knowledge base that they con­
sider necessary. This interaction process favours innovation diffiision since 
it is based on continuous exchanges with external partners and on the crea­
tion of novel networks. The two firms studied, for the reasons we men-

^ In fact, firms facing a dynamic environment must evolve according to their con­
text. They need to continuously monitor the fit between existing competencies 
and those required to be successful in the market. Such an approach assumes a 
close relationship between the strategic and the technological dimensions (Chi­
esa et al. 1999). Chiesa and Manzini (1998) identify several phases related to the 
development of competencies in a dynamic environment. These are: competence 
creation, competence strengthening, competence updating and competence de-
stmction. Firms find themselves within a phase based on their perception of their 
environment. 
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tioned above, seem to have found it difficult to re-organize and re-deploy 
their competencies in a dynamic way in order to access new civil sector 
markets. 

These problems have acted as a severe constraint to innovation diffu­
sion^ .̂ Although within both firms there was a clear perception of the criti­
cal role played by competencies, the management of these competencies is 
generally organized in a static way (less so in MBD, which increasingly 
has developed its competencies in line with demand in civil markets). 
However, even if these firms capitalize on their competencies, they are less 
likely to investigate fields related to their principal activity. In terms of the 
evolutionary theory of the firm, this can be interpreted as a deficiency in 
long term development capabilities, since radical innovation and reorienta­
tion strategies are often based on complementary competencies, and, 
where possible, are conducted in synergy with already existing competen­
cies. 

6,3.2,5 The Restructuring of the Defence Industry 

While the environment of the early 2000s leads firms more and more to 
engage in international partnerships and mergers, government policies in 
response to these changes have evolved more slowly, and consideration of 
military needs until very recently has imposed severe constraints on the re­
structuring of the defence industry. This is not without consequences for 
the innovation diffusion process. 

For iQstance, at the time of our study Airsys was engaged in an interna­
tional project involving Spain, France, and the UK. Airsys had responded 
to the call for proposals through a joint-venture between French, German, 

^̂  As we have seen, competence management at Airsys resides essentially in capi­
talizing on existing competencies. Traditionally the firm has privileged compe­
tence maintenance. The orientation of the firm towards extemal markets is justi­
fied by the will to acquire contracts which will allow it to maintain its existing 
competencies. At the same time, Airsys believes that its ability to obtain con­
tracts largely rests on these competencies. To a lesser degree, this phenomenon 
can be observed in Matra. The competencies acquired during the Apache project 
have been maintained within the firm, which looks for opportunities where these 
competencies might be exploited. For stealth technology, applications have been 
found in the space sector. Nevertheless, these applications remain marginal 
compared to the principal application. Another example is image processing for 
the Scalp G project. For the military project, very powerful real-time image 
processing software was developed. This software had important civil applica­
tions, but it was not Matra-Defence that managed its civil exploitation. The firm 
continued to give priority to its traditional activities. 
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British, and North American firms. An international team had been formed 
and isolated from the rest of the participating firms in order to avoid the 
risk of industrial and military information leakage. Secrecy concerns in 
this case added to the problems of cross fertilization and innovation diffu­
sion between firms. The decision to isolate the teams from their parent 
companies exacerbated the difficulty of bringing back to the firm experi­
ence gained during the project (Gibbons et al 1994). This effect was par­
ticularly significant in an industrial context in which intra-firm indirect ef­
fects prevailed (previous studies conducted by the BETA have shown that 
this is the case within firms specialized in advanced technologies). 

MBD's experience was similar. In 1996, Matra merged its missile ac­
tivities with BAe to form Matra BAe Dynamics in order to access the UK 
market. However, national policies did not recognize this change. One 
problem was that the British part of the new firm benefited from public 
grants while the French part did not. Moreover, information commimica-
tion between the two parties was hindered by national defence secrecy as­
pects. Finally, team working was difficult due to cultural differences and 
geographical obstacles. Obviously, in such circumstances, articulating 
competencies becomes very difficult. 

6.4 Firm-Specific Choices 

The problems outlined above are, in large part, common to the firms we in­
terviewed and result principally from the characteristics of the military 
context. However, the strategic and specific choices of each firm also have 
an effect, either by making the problems more pronounced, or through cor­
recting them by the adoption of a more active role in the iimovation and 
diffusion process. In fact, each firm has found specific and original ways 
to add value to its innovative efforts. 

6.4.1 Tliomson-CSF/Airsys 

6.4.1.1 Organization of Business Unit 

In 1992, Airsys initiated an organizational change with the launch of the 
MASTER missiles. This change was in response to the need to reduce pro­
duction time. The aim was to reduce average product development time 
from 8-10 years to 4 years. Prior to 1992, Airsys was organized in techni­
cal departments that successively developed radars from the first to the fi­
nal stages: technical development, conception, industrialization, and pro-
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duction. After 1992, the firm re-organized into Technical Business Units 
(TBU). Thomson-CSF can be seen, along with the automotive industry, as 
the leader in the adoption of this type of organization. 

Each TBU includes several technical sections in charge of a specific 
field. Each of these sections (antenna, data processing, etc.) has a staff of 
about 200 and is specialized in and responsible for a complete sub-set 
process. Integrators are responsible for putting together the different ele­
ments. The business unit section within the TBU consists of 60 to 70 peo­
ple with multiple competencies, and is responsible for defining the product 
'policy' of the TBU (e.g. ensuring that the components developed for a 
particular radar can also be used for others). 

The firm admitted that such an organization introduced the risk of com-
partmentalization between the different units (radar, image processing, 
etc,). Employees do not rotate much between units. Despite management's 
efforts to encourage exchanges, this compartmentalization is exacerbated 
by the geographical distance between sites. Opportunities for cross-
fertilization effects, therefore, are limited. 

As Hamel and Prahalad (1990) observe a TBU type organization leads 
to excessive empowerment of individual units, making them reluctant to 
exchange knowledge and personnel unless it is in their interests. However, 
there are some informal personal networks that, to an extent, counterbal­
ance the administrative structure and facilitate communication between 
TBUs. As noted by Pitt and Clarke (1999) TBUs accumulate knowledge 
bases around aheady well-identified problems. They are thus well suited to 
efficient exploitation of existing technological solutions. However, innova­
tion, which consists of identifying and solving novel problems, requires in­
teractions that cross structural barriers, and new combinations of knowl­
edge bases. 

Moreover, existing relationships between TBUs are contractual, specify­
ing, for example, the technological characteristics, the costs and the timing 
of product development. These explicit contracts between units can also 
restrict the opportunity for experimentation and constrain the necessary 
ambiguity for solving novel problems (Baimiard 1999). 

Civil and military radars are developed within the same TBU, account­
ing for respectively 25% and 75% of turnover. The sectors are seen as 
complementary. The technological competencies developed for the de­
fence sector are employed in the civil sector. However, even at this level, 
cross-fertilization is fairly rare since civil requirements are generally less 
detailed than defence ones. For instance, civil antennae do not integrate all 
the military functions. However, the data processing and computation sys­
tems are very similar. Nevertheless, all things considered, since civil needs 
differ from defence needs, and since defence system costs are very high, 
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the diffusion of military technologies towards civil markets remains very 
difficult. 

To sum up, the TBU organization seems appropriate for the exploitation 
of well-defined solutions and for easing access to the market, but does not 
encourage innovation and even less so its diffusion (Chiesa et al 1999). 

6.4.1.2 Knowledge Codification Efforts 

Airsys is investing increasingly in knowledge capitalization processes and 
in the development of an organizational memory. One of the reasons for 
these efforts is the age structure of the Airsys staff: there are two fairly dis­
tinct age categories. There is concern about ensuring that the know-how of 
the older cohort, nearing retirement age, is transferred to the younger em­
ployees. Furthermore, the difficulties encountered by Thomson in past 
years resulted in large lay-offs of staff and the loss of an important part of 
its know-how. The need to avoid 're-inventions', and the search for time 
economies, are two additional reasons justifying knowledge codification 
efforts. 

Concerning competence management, Thomson initiated an internal 
procedure - MIST (System Engineering Methodology Thomson) -
adopted in 1997 by Airsys. The methodology ensures greater rigour in pro­
ject development and memorization of past projects. Also, this knowledge 
capitalization aims at avoiding duplication. Efforts are being made to ex­
tend this approach to engineering (by developing a data base for specifica­
tions). To this must be added the extensive use of information systems. 
Airsys has been awarded ISO 9000, and since the mid-1990s the firm has 
been managed at all levels (e.g. human resources management, after sale 
services), according to codified processes. 

All these organizational investments aim at ensuring better knowledge 
diffusion within the firm. This knowledge codification might, in some re­
spects, counterbalance the disadvantages of the TBU concerning the inter­
nal diffusion of technologies. In addition, it is possible that, once devel­
oped, this knowledge base could be used outside the firm for training new 
users. The codification process could also be at the origin of a common 
meta-language in the firm. Such a language is an advantage in the devel­
opment of organizational competencies and thus potentially could increase 
innovation (Pitt and Clark 1999). 
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6.4.2 MBD 

6A.2.1 Developing Capabilities in Enabling Technologies 

MBD's efforts are focused on the systematic integration of a new technol­
ogy in each of its product generations: the firm tries always to transfer 
what has been developed at the basic research level to the product project 
level. MBD's general policy is to respond globally to the needs of the 
DGA by referring to what has been developed through basic research ac­
tivities or within other projects. Stealth technology, for instance, was the 
key concept developed for the Apache missile, and image processing was 
the innovative aspect of Scalp G. In the latter case, the Image Processing 
Laboratory (LTIS) was created originally for the development of the 
MICA air-air missile range. The competencies developed for MICA were 
than transferred to Scalp G in recognition of the specific requirements for 
the new missile. The process of identification of strategic technologies is 
considered by MBD as the key to gaining advantage over its competitors. 
In this perspective the identification of critical technologies is assured 
through a «bottom-up» process of questioning the different parts of the 
firm. Begiiming at the operational level, the questionnaire circulates pro­
gressively to the highest hierarchical level where technological orientation 
choices are finally made according to its results. One of the main reasons 
to involve the operational level in the identification process is to favour 
communication and exchange of ideas between different technological 
communities in the firm and to establish a common vision for the future. 
Involving the operational level in the process brings together a critical 
mass of actors, legitimizing emerging and critical trajectories, which are 
than enacted at the strategic management level. 

The case of the Scalp G illustrates how MBD manages its technological 
bets. In 1992, demand for cruise missiles arose as a result of the first Gulf 
war. This corresponds to the establishment of the LTIS. The Scalp project 
began in 1995-96. The first step was the creation of a specialist image 
processing, and computer and system guidance team (the three elements 
being closely linked) to manage any problems related to image processing 
before it was integrated into the missile. The approach taken, therefore, 
was to exploit the firm's well-mastered technologies within the programme 
in order to meet time constraints. This was only possible because MBD 
had anticipated which technologies might be critical for future products 
and had taken the decision to invest significant effort in order to become a 
leader. Once the technology was perceived as mature, MBD decreased its 
efforts and shelved its corresponding competencies. Presently, MBD merely 
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invests in technology monitoring in stealth bombers and has reduced its 
other efforts in this specific domain. 

The example of Scalp G illustrates the dynamic management process 
described by Chiesa and Manzini (1998), a process that is based on inter­
nal knowledge circulation and continuous interaction with the environ­
ment, and which favours innovation diffusion. It also highlights the critical 
role of functionality competencies (Hamel 1994) to sustain the capabilities 
to create a new, viable, and dominant technology. Such competencies al­
low the firm to endow its products with a unique functionality rather than 
their being based on incremental improvements. Innovation at the func­
tionality level also favours diffusion. For example, stealth technology has 
been used not only by the air force, but also by the army and the navy. Im­
age processing technologies have found numerous applications in civil sec­
tors (e.g. multimedia, television). 

6.4,2,2 Capability to Convince the DGA to Support Basic 
Researcii Activities 

Another important aspect is the ability of MBD to leverage its own R&D 
expenditure through public financing (principally from the DGA) of basic 
research. The case of stealth technology illustrates this ability to call upon 
DGA's resources. In 1987, when the Apache project was initiated, MBD's 
efforts in stealth technology were concentrated on winning the Apache 
contract. MBD had already invested in measuring instruments, computa­
tion systems and absorptive materials. After proving its competencies in 
stealth technology, MBD worked on a "black programme" concerned with 
next generation stealth technology, financed by the DGA. This programme 
influenced the development of the Scalp G. Stealth technology was thus 
financed initially by equity and then by the DGA, once MBD had demon­
strated the necessary competencies and proved technology relevance. 

In terms of passive stealth technology, i.e. materials, it has reached a 
certain threshold (although there is a need to improve sensor technologies 
and to reduce costs). Passive stealth technology is no longer considered to 
be satisfactory since low-observability is not guaranteed at low frequency. 
Efforts have thus been focused on active stealth technology. This has led to 
a new contract with the DGA involving several units of Thomson and a 
partnership between the company and the CEA^^ 

^̂  The GPS technology is another example of a project to which the DGA gave 
significant financial support. GPS was however not initiated until 1996/1997 
since the DGA refused to use US technology. 
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As the case of stealth bombers illustrates the role of DGA continues to 
be critical in financing technological innovation. The research activities 
conducted in this context are extremely valuable for MBD since the results 
obtained support a variety of products developed by the firm. Moreover, in 
the case of stealth technology, its application has been widened to other 
military sectors. Some of the developments v^ithin this fi-amework have 
also been commercialized in the civil sector (e.g. measuring instruments, 
computer systems). 

6.5 Conclusions 

The analysis in this chapter describes the evolution of the defence indus­
tries during the 1990s, and attempts to explain why military technology 
diffusion may differ from the process of diffusion of civil technologies. It 
is clear that the very mechanisms that characterized the diffusion context 
up to the 1980s have changed so profoundly that a paradigm shift has oc­
curred (from spin-off to spin-in). Defence related firms have progressively 
adapted their strategies and structures to the new environment, assisted in 
this by the strategic vision of the DGA (Helmer 1997). The interviews we 
conducted show that, if some major obstacles, of which the firms are per­
fectly aware, are removed, new diffusion opportunities stemming from 
military projects would be created, and, more generally, these projects 
would continue to contribute to society's knowledge base. 

The following points should be emphasized: 

- Defence projects remain particularly relevant in mixing new technolo­
gies. An important feature of defence products and systems is that they 
are often the result of applying and combining technologies from differ­
ent sectors (aeronautics, space, materials, electronics, optics, etc.). De­
fence industries have traditionally drawn technologies from various sec­
tors and integrated them into new configurations. The "high-tech" 
dimension of the defence sector can thus be seen as the result, not so 
much of the advanced characteristics of a particular technology, as of 
the novel combination of existing technologies in order to satisfy spe­
cific military needs. It is precisely through such novel combinations 
within defence projects that several process and product innovations 
have emerged. The higher the technological variety (in the sense of 
technologies stemming from different sectors), the more important the 
possibility of generating new technological opportunities seems to be. 
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A model oriented towards knowledge exchange (spin-in as well as spin­
off) opens up several promising perspectives. The commonly held idea 
that only spin-off is virtuous, and spin-in merely rests on technology 
imitation, is misleading. On the one hand, there are numerous cases 
where spin-off is questionable (as in the case of having tried to justify 
the Apollo programme efforts from an economic point of view with the 
example of Teflon®). On the other hand, and, more essentially, from an 
evolutionary perspective, spin-in has creative power. The adaptation of 
a technological transfer to a specific application is a key phase within 
the general innovation creation/diffusion process, revealing new charac­
teristics and usage modes and contributing to society's knowledge base 
(through new feedbacks or spin-offs). In this sense, spin-in creates a fa­
vourable context for bringing the defence and civil sectors closer. Aspir­
ing in an integrated way to knowledge spillovers in both directions 
should introduce a strong potential for diffusion. 

The diffusion of innovations stemming from defence projects will only 
occur if some of the fimctionality developed by defence projects is close 
to what is needed by the civil sector. The defence sector naturally de­
velops technologies with certain privileged functionality (distance moni­
toring and maintenance, security, high level of quality and reliability, 
mastery of highly complex information flows). However, it is important 
to underline that it is the generic character of the developed functional­
ity rather then the generic character of the technology that conditions the 
creation of technological externalities and the importance of potential 
transfers. For instance, a distinctive functionality in defence projects, re­
lated to the capability to quickly mobilize a deployment logistic of hu­
man and material resources at the theatre of operations, would satisfy 
civil sector needs in critical situations (e.g. earthquakes, or other major 
disasters). Defence related competencies in this field are thus a source of 
diffusion potential towards civil applications. 

The tendency in defence projects to sub-contract work to SMEs, a sig­
nificant number of which are engaged in important civil activities, could 
be a source of learning diffusion, the more so since these SMEs benefit 
from the competencies of big defence firms. The case of some SMEs 
that participated in R&D consortia (e.g. space projects) shows that they 
can benefit from important economic advantages, not only by learning 
new technologies, but also by integrating new methods and by accessing 
new markets. The participation of SMEs in hierarchical R&D consortia 
is certainly one of the major justifications for their performance. Within 
consortia, SMEs are often chosen because of their capability to develop 
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a specific component. Their contribution to these projects is generally 
guided by a big firm. This latter allows them, through strong interac­
tions and learning processes, to widen and improve their methods, their 
market approach, and their brand image. In this context the small firm 
strengthens its technological base. This learning mode is however not 
without the risk to SMEs that their technologies will be captured by the 
big firms (for instance, through absorption or integration of the most 
strategic parts of the SME). In the US, in order to guarantee the positive 
effects of such a learning relationship while minimizing the risk of too 
high a dependence, « mentor-protegee » type arrangements have been 
developed within several programmes, including some managed by 
NASA - National Aeronautics and Space Administration - and the US 
Department of Defense. These arrangements aim at stimulation of learn­
ing and development within SMEs as the result of being backed by a big 
firm and without the risk of plundering. The birth of EADS or Thales as 
European companies and project managers with diversified activities in 
the defence and civil sectors should strengthen the possibilities for 
Europe to develop incentive policies for SMEs willing to participate in 
defence projects. 

However, these opportunities can only be exploited if certain obstacles 
to the firms operating in the defence sector are removed. The obstacles 
identified through our analysis are described below. 

The risk of too little basic research. The new industrial landscape im­
plies that a significant proportion of basic research is performed outside 
the defence firms (especially in universities). This does not imply less re­
search, but means better research and better access to basic knowledge. 
This has two corollaries. On the one hand, within basic research it is im­
portant to distinguish between pure and finalized basic research. If more 
pure basic research can be sub-contracted to universities, it would be in the 
interests of defence related firms to engage in more finalized basic re­
search in order to benefit from dual technologies (because the duality po­
tential is essentially found at the basic research level). It is certainly impor­
tant that at this stage public authorities give strong support to private firms, 
since the knowledge base will have public good properties. The second 
corollary is related to the fact that what will be critical in the on going 
changing environment are the options adopted by firms to manage their 
absorption and emission capabilities. Absorption capabilities are essential 
for benefiting fi-om outside positive externalities and particularly from the 
civil sector. Emission capabilities are necessary for signalling the compe­
tencies accumulated by defence related firms (contributing to their reputa­
tion as pivotal actors in the technological scene, capable of continuously 
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interacting with other sectors). These capabilities should be a determining 
factor for signalling to the DGA the technological domains perceived as 
promising by the firms and for justifying further support for private re­
search. 

The gap between the life cycles of civil and defence products. One of 
the key factors hampering innovation diffusion from defence projects is 
the length of product life cycles in the civil and defence sectors. This dif­
ference is becoming more important and forces defence firms to "rigidify" 
their competencies in order to keep pace with longer technological cycles. 
This leads to a situation where firms operate according to generational 
qualitative leaps, and hinders the dynamic redeployment of competencies 
in order to keep up with the accelerated and incremental innovation rhythm 
of the civil sector. Shortening the life cycle of military products would be 
an efficient way to remedy this. However, should this prove too difficult, 
because of the specificity of defence projects, it is important that incre­
mental innovations be continuously stimulated and realized within existing 
longer cycles. This would mean projects being conducted through both a 
"mission-oriented" approach (oriented by the industrial object to be devel­
oped) as well as a "diffusion-oriented" approach (oriented by the will to 
extend the state-of-the-art frontier), according to the distinction introduced 
byErgas(1987). 

From the preceding arguments it follows that the recent changes in de­
fence related industries requires a re-consideration of the innovation diffu­
sion process of military technologies. These reconsideration possibilities 
will certainly depend on the evolving relationship between defence related 
industries and the DGA. The reform of the DGA in 1996 anticipated the 
principal components of this new relationship by providing for enhanced 
public-private partnerships. The greater accoimtability and risk imposed on 
firms, the "smart buyer" position stressed by the DGA, and the intensive 
partnership in each phase of the military products life cycle, but also the 
narrowing down by the DGA of its technological options for strictly mili­
tary needs, are the main elements of this reform, which will, in the long 
term, influence the diffusion potential of defence technologies towards the 
civil sector. 
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7.1 Introduction 

This chapter aims at understanding the role of universities at the level of 
territory, or "region", that is, as a sub-national entity. A considerable 
amount of the economic literature and a number of policy-oriented papers 
have been devoted to university-industry relationships and regional inno­
vation systems. However, little has been done on looking at the links be­
tween university and the regional industrial fabric. We address this gap 
drawing on a database of contractual PhD research projects involving pri­
vate firms and public laboratories. 

Since 1981, there has been a system in operation in France, under the 
auspices of the French government, which enables doctoral research stu­
dents to conduct their research partly in a public research laboratory and 
partly in a firm. This collaborative arrangement, called Cifre (Convention 
industrielle de formation par la recherche), is a public-private research 
training agreement. The PhD student's time is split between the laboratory 
and the firm. The students are recruited by firms, which receive a subsidy 
from the public agency that oversees the Cifre arrangements, the Associa­
tion Nationale de la Recherche Technique (ANRT). 

Thus, the student becomes involved in both the industry and scientific 
communities. He/she could be seen as a "cognitive platform" facilitating 
the creation and transfer of knowledge between science and industry. This 
role is particularly important in relation to small firms for which working 
with a Cifre sponsored PhD student is often their first contact with acade-
mia. If the experience is a good one there is the possibility that the rela­
tionship with the academic world will continue. One of the objectives of 
this system is to bridge between the scientific and industrial spheres, and to 
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build durable networks involving business and academic institutions. In re­
lation to the students involved the objective is to encourage and facilitate 
their integration into the labour market. It has been shown that the transi­
tion from being at a university to getting a job has been significantly easier 
for Cifre trainees. 

In this chapter we will compare the regional distribution of the laborato­
ries and firms involved in the Cifre scheme to see to what extent this trans­
fer of knowledge between universities and firms is confined to regions or 
takes place in the broader context of the national system. In other words, 
we are investigating the notion of a regional system of innovation (RSI). 

Certain regions would appear to be self-sufficient in the sense that their 
firms often collaborate with local academic institutions. However, many 
regions appear to be "knowledge exporting", because their local scientific 
specialization is more aligned to industry in other regions, while some re­
gions can be classed as "knowledge importing" because the firms within 
their region are forced to collaborate on scientific projects with institutions 
outside their territory, because they lack the relevant competence or it is 
not available in their immediate area. 

Our study will illustrate the variety of regional innovation contexts that 
are involved. Only a small number of local regions encompass the array of 
actors and links that are involved in the innovation process: large and 
smaller enterprises in relationships with universities and public research 
institutes, "knowledge intensive business services" (KIBS), which capital­
ize on and diffuse technological knowledge and managerial skills among 
the other organizations, regional authorities capable of implementing (in 
coordination with national administrations) the relevant policies, etc. In 
short, few regions have a RSI, although many of them have important ele­
ments of such a system. 

In this chapter we focus mainly on one aspect of the innovation system: 
university-industry collaboration, but our analysis casts light on the re­
gional context in general and leads to a consideration of the specific role of 
KIBS. 

In Section 1 we begin by defining a regional innovation system and de­
scribing the role of university-industry collaboration within such a learning 
environment. In the second section we describe the French doctoral train­
ing system - Cifre. Finally we construct regional indicators using statisti­
cal data on Cifre in order to analyze the differences between regions in 
terms of science-industry collaborations. 
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7.2 Regional Systems of Innovation 

In a global economy, science and technology policies are designed and 
implemented at various geographical levels: national and European, but 
also sub-national (regional) levels. As a result of this multi-level govern­
ance structure, scientific production as well as technological and knov^l-
edge transfer must be analyzed using various levels of the innovation sys­
tem. This requires a specific disciplinary approach, which encompasses the 
theory of innovation systems in a wider sense, the regional and geographic 
economy, and knowledge theory. 

7.2.1 Different Systems of Innovation 

Before addressing the idea of a RSI, we begin by defining in a very general 
way the concept of a, system of innovation: 
"A system of innovation can be thought of as consisting of a set of actors 
or entities such as firms, other organisations and institutions that interact 
in the generation, use and diffusion of new-and economically useful-
knowledge in the production process'' (Fischer 2000). 

In other words, the different components of the system must interact. 
But, do they all interact simultaneously? Does their interaction follow a 
specific pattern? Are all these interactions within the system? The answers 
to such questions help to define the concept of a system, especially in the 
sub-national context. We want to stress that in addition to organizing sim­
ple "communication", the system must facilitate the creation and exchange 
of "knowledge". Sharing the same culture, the same languages, and the 
same routines is a positive factor for the exchange and creation of new 
knowledge. To take into account these characteristics of knowledge inter­
action leads to consideration of various notions of national, sectoral or re­
gional innovation systems (Carlsson et al. 2002). 

Applying the system approach at the national level, authors such as Nel­
son (1993), Lundvall and Borras (1997), and Lundvall et al. (2002) under­
line the fact that nations are typically the political and institutional frame­
work that allows the different actors to produce knowledge based on a 
common language, culture, and political regulatory environment. There­
fore, the national dimension seems to be most appropriate for analysis of 
the formation and development of an innovation system. Based on this 
same notion of iimovation systems, other authors have developed the con­
cepts of sectoral systems of iimovation (Malerba 2002) and technological 
innovation system (Carlsson et al. 2002). 
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7.2.2 Systems of Innovation at Regional Level 

One of the RSI models in the literature considers that the actors within the 
regional system share a history, language and culture, which promote rela­
tionships based on trust. In this model the actors are in close geographical 
proximity, enabling face-to-face contact and exchange of tacit knowledge. 
It is supposed that complex interaction involves a high degree of tacit 
knowledge exchange, which is typical of innovative networks and learning 
economies (Foray and Lundvall 1996; Lundvall and Borras 1997). The 
importance of this notion of RSI has increased in recent years due to the 
simultaneous processes of globalization and localization (i.e. the relative 
decrease in national regulation). 

The term region in this chapter is not always used to identify a local 
administration. Techno-economic coherence can often be found at a sub-
regional level (in urban areas for instance). In certain cases, trans-border 
regional systems of innovation exist in which cultural attitudes and sectors 
of specialization are the same. But, it is also true that political will plays an 
important role in the design of innovation systems. At the regional level in 
particular, the early stages of the construction of an innovation system 
sometimes depend on the specific actions of individuals in initiating such a 
movement (for example, the "regional developer"). 

From our point of view, a good definition of a region is: "A meso-level 
political unit set between the national or federal and local levels of gov­
ernment that might have some cultural or historical homogeneity but 
which at least has some statutory powers to intervene and support eco­
nomic development, particularly innovation" (Cooke 2001, p. 953). 

Our study will confirm that the existence of innovative structures does 
not automatically lead to a full-fledged regional system, or, if the concept 
of a RSI does apply, it will be shown to be a largely open system^ 

There are certain elements whose interaction is valuable for the genera­
tion of innovations, possibly leading to the creation of a RSI (Catin et al. 
2001; Asheim and Isaksen 2002; Lung et al. 1999): 

We have tested the existence of such a regional system in previous works, espe­
cially in the case of the French region of Alsace (Heraud and Nanopoulos 1994; 
Nonn and Heraud 1995). It appears that innovation networks of firms were con­
centrated only to a limited extent within the region: regional partners accounted 
for less than 25% of innovative links. Furthermore, this degree of regional con­
centration varied greatly depending on the type of partner (another firm, public 
laboratory, technology centre, etc.). Therefore, the existence of a "regional" sys­
tem of innovation is debatable, at least in the case of French regions. 
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The industrial sector (possibly organized w^ithin a cluster^), composed 
of small and medium sized enterprises (SMEs) w^ithin the region and 
larger firms - often subsidiaries of national or international groups. 

The science-based sector, w îth public institutes and university laborato­
ries forming the bulk of the institutions of technological infrastructure 
(ITI)3. 

Regional government and other territorial institutions. 

Various institutions whose mission is to promote iimovation, for exam­
ple, technology centres, university technology transfer offices, etc. 

Private actors v^ho act as "go-betweens" and play an important role in 
advanced regions: KIBS 4. 

The national scientific and institutional system (sometimes with local 
offices), and the European programmes that increasingly are focusing 
on regional capabilities. 

2 Industrial clusters are "geographic concentrations of interconnected companies 
and institutions in a particular field. Clusters encompass an array of linked in­
dustries and other entities important to competition. They include, for example, 
suppliers of specialized inputs such as components, machinery, and services, and 
providers of specialized infrastructure. Clusters also often extend downstream to 
channels and customers and laterally to manufacturers of complementary prod­
ucts and to companies in industries related by skills, technologies, or common 
inputs. Finally, many clusters include governmental and others institutions -
such as universities, standards-setting agencies, think tanks, vocational training 
providers, and trade associations - that provide specialized training, education, 
information, research and technical support" (Porter 1998, p. 78). 

^ Academic institutions are important elements of the regional technological infra­
structure, but other actors within the regional scene can fiilfil their function, in­
cluding certain large firms or high tech SMEs. For a presentation of ITIs and 
their role in the generation and diffusion of knowledge, see Bureth and Heraud 
(2001). 

"̂  This tertiary regional fabric composed of technological, legal, management, or 
marketing services, tends to build a non-institutional informal knowledge trans­
fer structure in the regions. For understanding their increasing role for active re­
gions in the process of globalization, see Strambach (2001). 
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7.2.3 The Role of University-Industry Collaboration and the 
Diversity of RSI 

Innovation systems at regional level can involve a large variety of indus­
trial structures and economic dynamics. A number of regions clearly ex­
hibit a type of development based on knowledge and service activities. 
Braczyk et al. (1998) give the examples of California and Singapore, but 
they also cite Midi-Pyrenees as a potential innovation system based on 
knov^ledge and service industries. Varga (1997) includes regions such as 
Lombardy, Baden-Wurtemberg, Rhone-Alpes, and Catalonia ("the Four 
Motors of Europe'') in a list of the same type, along with Silicon Valley, 
the Boston area, and Western Canada. 

There are also regions that cannot be considered to be complete knowl­
edge-based systems, but that nevertheless host important elements of the 
innovation system. For instance, the Third Italy districts described by Bec-
catini (1991) were presented in the literature as paradigms of innovative 
territories although they do not offer significant scientific facilities. Con­
versely, regional concentrations of S&T institutions are not necessarily 
linked to the local industrial fabric. 

Besides firms, universities and scientific "competence centres" (Institu­
tions of Technology Infrastructure: ITIs), as well as KIBS, play a crucial 
role in RSI. The functioning of the innovation system implies various 
transfers of knowledge. In particular, university-industry collaboration 
plays a major part in regional dynamics, by increasing the stock of knowl­
edge and human capital, triggering technological or methodological spin­
offs, and influencing the formation of networks (Gibbons and Johnston 
1974; Salter and Martin 2001; Etzkowitz et al. 2000). Private business ser­
vices are increasingly fulfilling the intermediary function of diffusion, ad­
aptation and capitalization of cognitive assets between firms, particularly 
SMEs (see MuUer 2001). 

A number of case studies (Varga 1997; Atkins et al. 1999; Da Rosa 
Pires and Anselmo de Castro 1997; Fritsch and Schwirten 1999, Jones-
Evans and Klofsten 1998; Lee 2000; Rip 2002) have shown the importance 
of regional cooperation for universities, and stressed the importance of bi­
directional contact between them and other regional actors. 

Various econometric studies have tried to evaluate the effects of geo­
graphic spillovers from academic institutions within a region (Jaffe 1989; 
Acs et al 1992; Audretsch and Stephan 1996). The majority of these stud­
ies use patent citations analysis or large national or European innovation 
surveys. They focus on spillover effects on the firm side, but not on the bi­
lateral effect of collaboration. 
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If universities are contributing to the generation of knowledge and are a 
critical component of the region's knowledge infrastructure (through col­
laborative and learning relationships with the other actors in the regional 
system, such as SMEs, big firms, regional administrations, etc.), they are 
networking to a large extent with actors in the national, sectoral, or techno­
logical iimovation systems. The research performed by a university (and 
by a firm) can support the development of a region, but is never restricted 
only to the region. Public research institutions absorb knowledge from 
firms and research institutions in other regions and contribute to the inno­
vation processes within their own regions (Fritsch 2001), but they also ex­
port the knowledge produced by local research institutions and firms, to 
other regions. 

In this chapter, we conduct an exhaustive study of the French regions to 
examine the role of bilateral cooperation between academic and business 
organizations in order to establish whether universities and firms collabo­
rate between or within regions. In so doing we consider two issues: 

- the importance of regional collaboration within a RSI. The relevance of 
this issue is linked to the fact that regional excellence does not neces­
sarily result in a closed innovation system. Quoting Landabaso et al. 
(2001, p. 252): "the regional dimension is important but not exclusive". 
What is important is to compare the role of intra-regional and inter­
regional cooperation, and its impact on the development of the RSI; 

- to what extent can the French regions claim to be real and consistent 
RSI? The importance of this question is stressed in Heraud and Isaksen 
(2001) and Heraud (2003). Different modes of regional development 
are possible, since not all regions are deemed to belong to the core 
group of "poles of excellence" in the new knowledge-based economy. 

Statistical evidence from the Cifre doctoral funding system, will show 
the existence of relationships between universities and firms. We will use 
these statistics to test whether their interactive learning process operates 
within a purely regional system or nationally. ANRT^ gave access to the 
complete set of Cifre agreements from the time that the system was set up 
in 1982. By comparing the location of firms and laboratories in the ANRT 
database we can answer some of the questions raised above. 

^ We wish here to express our gratitude to Philippe Gautier, who allowed us to use 
the ANRT database and whose expertise in managing it was invaluable. 
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7.3 The Cifre System 

We describe below the Cifre system and evaluate it as an indicator of the 
science-industry collaboration. 

7.3.1 Presentation of the Cifre System 

The Cifre doctoral training agreement is a contract between a firm, a uni­
versity research team (we will call it a "laboratory"), and a PhD student. 
The object is a research programme of common interest to all parties, lead­
ing to: innovative results for the firm^; scientific results, i.e. PhD disserta­
tion, and a contribution to the research agenda of the laboratory; and pro­
fessional training for the student (Quere 1994). The rationale behind the 
policy was not only to provide an incentive for innovative work, but also 
to ease the transition between university and work^. The three types of ac­
tors and their roles are briefly described below. 

- The firm hosts the student for three years, providing facilities for re­
search and an annual salary of at least 20,215 euros. The firm receives a 
subsidy of 14,635 euros from the ANRT. Both large and small (almost 
half have less than 500 employees) firms have been involved in the 
scheme, mainly from industrial sectors such as electrical and electronic 
products, and chemistry. However, increasingly service sector firms 
(often consultants and other KIBS) are taking part in this kind of col­
laboration. 

- The PhD student must be under 26, a recent graduate (5 years French 
university diploma or equivalent), with no previous professional ex­
perience. The student is required to work partly in the firm and partly in 
the laboratory, the proportion varying from case to case. The majority 

^ From the study of the Cifre system over 20 years ANRT (2001), it can be seen 
that 83% of the firms involved in a Cifre project have benefited from industrial 
spillovers such as know-how (39%), process (19%), product (17%), patent 
(14%), and prototype (11%). 

^ From the same study, we can see that 91% of the PhDs were successful (in the 
case of half of the remaining 9% the thesis could have been finished, but the stu­
dent gave the preference to immediate employment). At the end of the doctoral 
project, 67% of the students found a job (40% in the same firm as their Cifre 
sponsorship), and 10% entered pubHc research. 10% were initially unemployed, 
but after two years most had found a job. A small proportion (2%) set up their 
own firms. 
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students receiving Cifre sponsorship have come from engineering 
schools. 

- The laboratory involved can be in a university (42%) or an engineering 
school (37%), public research institutes, or sector-specific technology 
centres. Foreign laboratories are eligible to take part in the scheme. The 
research fields have, in the past, been mainly confined to computer sci­
ence, physics, and chemistry, but, more recently, Cifre sponsored stu­
dents have been studying the human and social sciences, including eco­
nomics. 

The scheme is organized at the national level by ANRT, but applications 
are made to and scrutinized by the regional offices of the Ministry of Re­
search and Technology (DRRT). This is an example of a national policy 
that is managed regionally, using the technological and economic expertise 
of the DRRT for evaluation of the firm in terms of financial capacity and 
ability to ensure good training conditions. National experts assess the fea­
sibility of the research, and consider v^hether the scientific background of 
the student and the quality of the research team are appropriate for the pro­
ject. 

From its creation in 1982 to 2001, more than 10,000 Cifre agreements 
have been evaluated. Only 9% of applications were rejected. Each year, the 
number of applications increases and ANRT's target of 820 PhDs annually 
will soon be achieved. 

Of the firms that benefit, 48% of them are independent SMEs or sub­
sidiaries of large firms with less than 500 employees. This large percent­
age of small organizations involved in science-based projects reflects the 
promotion of policy to facilitate knowledge transfers to small organiza­
tions and underlines the "regional" focus of such policy. Other policies -
aiming not only at technology and knowledge transfer to SMEs, but also at 
transforming attitudes towards and perceptions about iimovation - are or­
ganized regionally: for example, the Cortechs agreements, involving the 
training of young technicians (see Heraud and Kern 1997). Experience 
from the Cortechs agreements, even more than the Cifre scheme, confirms 
Chabbal's (1995) observations about science policies and innovation poli­
cies that the first are mainly national policies, and the second are increas­
ingly regional (focusing on SMEs). The Cifre scheme, however, involves 
both aspects - scientific impact and innovation networking, and the re­
gional nature of the network has still to be assessed. 
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7.3.2 The Cifre System: a Good Indicator of Science-Industry 
Collaboration 

We can use the Cifre contract statistics as indicators of the mediation be­
tween university and firm (Sander 2000). In the course of their PhD pro­
grammes, Cifre sponsored students act as a cognitive platform between the 
academic and industrial spheres. They stimulate the transfer and creation 
(by combination) of knowledge between these two worlds. 

There are many types of links between universities and industries, and 
these interactions can be one-way (from science to industry), or two-way 
(collective learning). The role and the importance of any interaction are 
dependent on how the exchange is facilitated, i.e. by people, knowledge, 
technology and/or finance. In Table 7.1 we show the different types of in­
teractions described in the literature (Schaeffer 1998; Schartinger et al. 
2001; Scott et al. 2002; OECD 2002; Isabelle et al. 2003) in order to posi­
tion the Cifre scheme in a more general framework of the various relation­
ships between firms and universities. 

Generally, the links represent "one way" transfers from imiversities to 
firms and not a real cooperation. But the Cifre system promotes complex 
relationships, with bilateral exchange based around the PhD student's ac­
tivities. This young researcher is able to overcome many of the constraints 
that might hinder communication and allow knowledge and technology to 
be transferred across the two communities. The Cifre system demonstrates 
how PhD students can ideally act as a 'two-way bridge' (Meyer-Krahmer 
and Schmoch 1998) between the academic and industrial spheres. In some 
previous research, we tested the hypothesis that the students implement a 
bilateral knowledge exchange between firms and laboratories (Levy 2004). 

7.4 Empirical Results 

On the basis of the Cifre database, we can characterize the French re­
gions in terms of their university-industry collaboration. The core of our 
analysis concerns the existence of regional innovation systems: the Cifre 
statistics are the basis for indicators of regional self-sufficiency in S&T to 
be constructed. Since a proportion of the firms becoming involved in Cifre 
agreements are business services, it is also possible to identify the growing 
role of KIBS in regional innovation networks. 



7 University-Industry Relationships and Regional Innovation Systems 203 

Table 7.1. Different modalities of interaction between universities and firms 

Research contract 

Technological co-
development 

Co-publications 

Patents 

Prototype or techno­
logical artefact 

Biological and ge­
netic material 

Cross-licensing 

Research project in 
partnership 

Research consortium 
and network (includ­
ing European 
Framework Pro­
grammes) 

Internship of gradu­
ate students 

PhD in 
firm (typically: Ci-
fre) 
Training of industrial 
researchers by uni­
versities 
Recruitment of scien­
tists by industry 
Stay of academic re­
searchers in industry 
Seminars and confer­
ences 
Informal contacts 

OOOOOWXMMOOOOOOOOOOODOOOOOOW 

Financial 
flows 

-H-

++ 

++ 

-H-

++ 
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+ 

Technolo­
gical flows 

T) 
++ 

++ 

++ 

+ 

++ 
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(++) 

(++) 

(+) 

naganttooBBBnniwwgnnnnwHvyOTHHg^ 

Codified 
knowledge 

"++ 

(+) 

++ 

++ 

++ 

+ 

++ 

++ 

(++) 

(++) 

++ 

(++) 

++ 

++ 

Tacit 
knowledge 

"T^) 
(+) 

i++) 

(+) 

(++) 

(++) 

(++) 

(++) 

(+) 

(++) 

(++) 

+ 

+ 

Personal 
flows 

(+) 

++ 

++ 

++ 

++ 

++ 

++ 

Sources : Schaeffer 1998; Schartinger et al. 2002; Scott et al. 2001; OECD 2002; 
Isabelle et al. 2003 
+ and -H- indicate the degree of implication and importance of the different modes 
of interaction in the relationships between universities and firms. Bracketed sym­
bols indicate that transfers are not systematic (the transfer could be made without 
the participation of people, knowledge, technology, and/or finance). 
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7.4.1 Towards a Typology of Regions 

In an ideal RSI, universities and firms collaborate in a way that leads to 
relative closeness w îthin the innovation system. This should be reflected in 
the Cifre database, v îth local laboratories being often associated v îth local 
firms. Hov^ever, if the NSI does not consist of self-organized regions, but 
centrally manages the different functions across the v^hole country, then 
there v îll be no systematic geographic correlation between the location of 
the laboratories and the firms they collaborate with (at least no more than a 
bias towards proximity for practical reasons). Regions that do not exhibit 
well-balanced specific innovation systems, but, nevertheless, participate 
significantly in the NSI, may be strong in academic or industrial compe­
tencies. Regions where a large proportion of Cifre agreements are between 
laboratories in the region and firms from outside are classed as "knowl­
edge-exporting". Firms contribute to knowledge creation; in using this 
term we focus only on the academic side. If the situation is reversed the 
region is classed as "knowledge-importing". 

This empirical study examines the 10,002 Cifre agreements signed be­
tween 1982, when the system was first introduced, and 2001. We calculate 
two different indicators: one for the absolute balance of knowledge flows, 
and one for the self-sufficiency of the region. Figures 7.1 and 7.2 depict 
the number of Cifre contracts involving firms and laboratories in each of 
the 21 regions of France^ (Figure 7.2 excludes lie de France in order that 
the other regions are more fairly represented). 

On average, each region has about 300 Cifre agreements in operation 
involving local firms and/or laboratories. But there are strong discrepan­
cies between the regions in real terms, reflecting differences in region size, 
as well as academic and industrial endowments. The overwhelming weight 
of He de France is reflected in the Cifre statistics, as it accounts for about 
30% of the laboratories and 40% of the firms. The French NSI is still very 
centralized, but the other regions also exhibit quite wide discrepancies, 
since Rhone-Alpes (mainly around Lyon and Grenoble), Midi-Pyrenees 
(Toulouse), and Provence Alpes Cote d'Azur (PACA), with Aix-Marseille 
and Nice-Sophia Antipolis account for about 25% of the firms and more 
than 30% of the laboratories. Not surprisingly, these regions are also 
among the largest and the richest. 

Two regions were excluded, Corse and the Overseas Territories. The reasons 
were twofold: their small size and the fact that localization indicators are not 
available. Also, for these two regions we did not have certain specific informa­
tion (indicators of scientific and technological outcomes) that will be used later 
in our analyses. 
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Fig. 7.1. Firms and laboratories collaborating in Cifre contracts in each region 

It is also noticeable that some regions are mostly "knowledge exporting" 
(more regional laboratories are involved than regional firms) while others 
are "knowledge importing". To measure this differentiation we constructed 
several indicators, which are presented in Table 7.2 along with other basic 
information about regions, and plotted in Figure 7.3. 

A very simple index (Rl) is the number of regional firms involved in 
Cifre arrangements divided by the number of regional laboratories in-
volved^ This index represents the balance of knowledge exchange. Lan-
guedoc-Roussillon is the typical knowledge exporter with Rl =0,4286 and 
Champagne-Ardenne the typical knowledge importer with Rl=2,2558. 

The interpretation of the cases where Rl is close to 1 is ambiguous: are 
such regions "closed" innovation systems in which all the firms find aca­
demic partners locally, or is the number of laboratories and firms import­
ing and exporting external competencies the same? In order to answer 
these questions, we consider the following ratio (R2): number of Cifre 
contracts linking partners within the region divided by number of Cifre 

^ R\ = FIL ; where F is the number of Cifre arrangements involving a firm in the 
region and L is the number of Cifre arrangements involving a laboratory in the 
region. 
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contracts where only one partner is in the region^^. This gives the self-
sufficiency of the region. 
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Fig. 7.2. Firms and laboratories collaborating in Cifre contracts in each region 
(excluding He de France) 

To provide a more accurate test of the characteristic of self-sufficiency, 
we have considered another indicator (R2'), where the numbers of con­
tracts within the region is weighted by dividing by the corresponding na­
tional figures. The values of R2' for the different regions are given in Ta­
ble 7.2 along with R2. It can be seen that the introduction of this relative 
indicator does not produce any significant change in the ranking and clas­
sification of the regions. 

Based on these two (or three) indicators, we can classify the 21 French 
regions (excluding Corse and Overseas territories) into four types: 

(FnL) ^^^^ ; where FflL is the number of Cifre contracts involving R2 = -
F + L-(FnL) 

both a firm and a laboratory in the same region 
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Type 1 includes self-sufficient (or at least balanced) regions. There are 
eight regions in this category. He de France is a net importer of aca­
demic competencies, which is explained by the overwhelming concen­
tration of firm headquarters in the Paris area^ ;̂ the Basse-Normandie 
region is similar. Other important regional systems, such as Rhone-
Alpes and Midi-Pyrenees, are net exporters of academic competencies. 
These two areas are model regions described in the literature as knowl­
edge- and service-based regions (Braczyk et al. 1998; Varga 1997). 
They have developed their innovative clusters around the technological 
competencies of Lyon-Grenoble and Toulouse respectively. Whatever 
the relative importance of academia and industry. Type 1 regions are 
regional systems of innovation in the sense that they have apparently 
developed their internal networks. In this category are four other re­
gions that show balanced flows of knowledge: PACA, Nord Pas de 
Calais, Aquitaine, and Bretagne. These four regions are not specialized 
in terms of either firms or laboratories; they tend to build university-
industry links within their own territories, but, because of their size, 
cannot be considered real regional innovation systems. 

Type 2 regions are characterized by open territorial systems (R2<20%) 
contributing to the NSI more through industrial demand than academic 
supply of knowledge (Rl>1.25). Champagne-Ardennes is the best ex­
ample of this type of region. Champagne-Ardennes has innovative in­
dustries, but in terms of academic competencies these are mainly to be 
found in the neighbouring region of He de France. The other regions in 
this category are also quite close to Paris (Centre, Haute Normandie, 
Bourgogne) as can be seen fi*om the map in Figure 7.4. 

Type 3 encompasses regions with relatively open systems (R2<33%) 
and net academic exports (Rl<0.75). These regions contribute to the 
NSI by supplying academic competencies, but do not exploit them to 
any great extent within their own territories. The best example can be 
seen in Languedoc-Roussillon, which includes the Montpellier area, 
which is home to several important technological and scientific institu­
tions grouped together in a large technopole (Voyer 1998), but where 
the industrial fabric is incomplete. Alsace is an example of a region 
where there is a highly developed basic science complex (mainly 

11 Indeed, the French national system remains largely centralized around its capital 
region. In 1998 this region accounted for 49.3% of employment of industrial re­
searchers in France (OST 2002, p. 162) and 48% of total private expenditure on 
industrial R&D (OST 2002, p. 162). However, it can be seen that the introduc­
tion of a relative indicator R2' does not affect our typology. 
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around Strasbourg) and a significant industrial base composed of mid­
dle-tech SMEs and subsidiaries of multinational firms that are special­
ized in production rather than strategic functions. The other Type 3 re­
gions are Lorraine, Pays de Loire, Poitou-Charentes, and Limousin. 
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Fig. 7.3. Relative weights of firms and laboratories and self-sufficiency of regions 

Type 4 regions cover three areas where the knowledge flows are rela­
tively balanced (Rl close to 1), but which are not very self-sufficient 
(R2 under 25%): Picardie, Franche-Comte, and the Auvergne. These 
regions do not fit into any standard "regional system" modeP^ jjiig \^ 
not to say that these regions have no specific scientific assets or techno-

12 Moreover, Picardie, Franche-Comte, and the Auvergne accounted for 0.5%, 
0.5% and 1.1% respectively of the national expenditure by public institutions in 
France in 1998, and 1.8%, 2.2% and 2.2% respectively of industrial expendi­
ture on research in France in 1998 (OST 2002, pp. 148, 163). 
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logical identity, but rather that the graph of the links between academia 
and industry is not restricted to the territory. These regions contribute to 
the national system in various ways, but without forming a sub-system. 

7A2 The Role of the KIBS 

As indicated in the literature review, a category of firms in the service sec­
tor plays an important role in the established systems of innovation: these 
are the KIBS. In the RSI, they contribute to knowledge flows in interac­
tions between industrial firms and scientific institutions. They have a direct 
impact on the innovation processes in individual firms by performing their 
R&D (outsourcing of industrial research) and by improving firms' compe­
tencies to innovate (information diffusion, absorptive capacity building, 
organizational skills, legal advice, etc.). They also work as intelligent in­
termediaries based on their ability to learn and teach, constituting an indi­
rect network of the actors in the innovation system, by capitalizing on and 
recycling knowledge (MuUer 2001). Their presence and activity are an in­
dicator of a well developed RSI. 

Using the information in the Cifre database it is possible to test for the 
increasing role of KIBS in the past few decades and to characterize the 
various regions, in particular those supposedly organized as RSI. From 
such studies as Strambach (2001), we can see that lie de France and 
Rhone-Alpes are the two regions of France with a relatively high density 
of KIBS: the former is comparable to Greater London, and the latter can be 
compared to the Stockholm or Madrid areas. In the case of Rhone-Alpes 
region, this confirms that the region is a knowledge- and service-based re­
gional innovation system. 
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Type 1: Balanced regions Type 2 : Importing academic competencies 

Type 3 : Exporting academic competencies Type 4 : Less structured regions 

Fig. 7.4. Typology of regions 
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We will next examine the links between KIBS and academic institutions 
reflected in the database. Figure 7.5 shows the increase in the participation 
of KIBS in the Cifre system^^ since its creation. The trend shows an in­
crease in relative terms, from around 6% of contracts during the first years 
that the system was in operation, to the present level of close to 20%. 
Therefore, it can be said that acquiring academic competencies is now a 
relatively common strategy for certain business services. In one-fifth of 
cases, industry-university collaboration will be indirectly developed 
through these links. 
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Fig. 7.5. Proportion of KIBS in the set of firms contracting Cifre agreements 

Let us now look at where this catalytic role is strongest. The regions 
generally considered to be fully developed systems of innovation show 
relatively important proportions of KIBS throughout the period under ex­
amination - 16% for He de France and 14% for Rhone-Alpes, while 
Aquitaine and PACA have 24% of KIBS in the firms in their regionŝ "̂ . 

Our interpretation of these results is that while well-formed territorial 
systems (Type 1 regions) have necessarily developed an efficient fabric of 
knowledge-based business services, some regions with weaker innovation 
systems can also have a very high proportion of KIBS, which probably 
compensates for the lack of industrial partners. In the case of Aquitaine 
and PACA, which have significant scientific poles, but lack the industrial 
critical mass of Paris or Lyon-Grenoble, local political will and academic 
initiatives (science parks, start-up companies, etc.) may have had an influ­
ence. At the other extreme. Haute Normandie, with the lowest score of Ci­
fre contracts with KIBS (4%), is a typical industrial region which imports 

^̂  In the database, we defined a subset of KIBS: R&D subcontractors, ICT ser­
vices and various consultants. 

14 Cf Table 7.2. 
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knowledge from universities outside its region (Type 2). It is probably too 
close to the Paris area to develop an independent irmovation system. 

7.4.3 Integrating Classical Indicators into the Analysis 

We now compare our results based on the Cifre database, and, in particu­
lar, on the four regional types, with the classical indicators of scientific and 
technological production. For the French regions we use OST (2002) indi­
cators of "scientific density", based on bibliometric data, and "technologi­
cal density", based on European patent application statistics^^ Technologi­
cal density is particularly important as an indicator of success for a RSI; 
scientific density points to the nature of a regional system. 

We start by observing that regional ranking by both scientific and tech­
nological density confirms our typology. As shown in the last two columns 
of Table 7.2 and in Figure 7.6^ ,̂ the four Type 2 regions (importing aca­
demic competencies) systematically display a scientific density that is 
lower than their technological density; the six Type 3 regions (exporting 
academic competencies) have a scientific density that is higher than (or 
equal to in the case of Poitou-Charente) their technological density. These 
regions then are clearly specialized either in firms' demand for, or in labo­
ratories' supply of, academic competencies. The industry-university net­
works they form contribute to the NSI, but are not the basis for a regional 
system. 

The Type 1 set of regions comprises different cases of scientific and 
technological development. If we compare our results with the two indica­
tors of technological and scientific density, we can see that not all Type 1 
regions are well developed RSI even though universities and firms within 
the region are collaborating. 

He de France and Rhone-Alpes are the only regions with both scientific 
and technological indexes generally above 100. They are clear candidates 
for the title of "RSI"; it is interesting to note that they are also the only re­
gions in this category where technological performance ranks higher than 
scientific performance. 

Midi-Pyrenees has good scientific scores (118) but comparatively poor 
technological results (71): although the Cifre data indicate a balanced 
situation between firms and laboratories, the Toulouse area seems to be 

^̂  These regional indicators are normalized: the value 100 corresponds to the na­
tional density (of the number of publications and the number of patents per cap­
ita respectively). 

^̂  The correspondence is also evident if Figures 7.2 and 7.4 are compared. 
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more of a sectoral cluster based around aero-space activities within the 
French NSI than a fully developed RSI. 

Fig. 7.6. Scientific and technological densities of French regions 

Typel Type 2 Type 3 Type 4 

IdF Ile-de-France 
RA Rhone-Alpes 
PACA 
Aq Aquitaine 
NPC Nord-Pas de 
Calais 
BN Basse-
Normandie 
MP Midi-Pyrenees 
Br Bretagne 

Bo Bourgogne 
HN Haute-
Normandie 
Ce Centre 
CA Champagne-
Ardenne 

Al Alsace 
LR Languedoc-
Roussillon 
Li Limousin 
Lo Lorraine 
PL Pays de Loire 
PC Poitou-
Charentes 

Au Auvergne 
FC Franche-Comte 
Pi Picardie 

We nov^ turn to the issue of global efficiency. As has been shown, the 
two regions at the top of the technological ranking are He de France (217) 
and Rhone-Alpes (175). We can definitely consider them to be well-
formed and relatively autonomous systems of innovation. One result that is 
surprising is that Alsace is ranked in third position (110) while being a 
Type 3 region. The very high scientific score for Alsace (154), just below 
that of He de France, is explained by the academic concentration in the 
Strasbourg area, which has an international reputation for basic science. 
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The industry in Alsace is active and efficient (leading to a good techno­
logical index, 110), but not very w êll connected to the local academic sup­
ply of knov^ledge and competencies, since most industry is "medium tech" 
SMEs and subsidiaries of multinational companies. This explains the Type 
3 characteristics of Alsace, i.e. a net exporter of academic competencies. 
The region is very active in both science and innovation, but not as an in­
tegrated system. This territory is mainly the geographical location of a 
large number of actors of various innovation systems (national, interna­
tional, trans-border, etc.) as several studies have shov^n (Nonn and Heraud 
1995), and furthermore its industrial fabric and technological system are 
relatively split between the northern and the southern parts. Alsace has a 
long tradition of industry, and a large and diversified industrial fabric 
(often described as a big "production platform" interlinking large and 
small firms, subcontractors, etc.), 

In contrast, although within the same category (Type 3, about the same 
number of Cifre contracts, high scientific density), Languedoc-
Roussillon has a very low technological density (42). The main reason 
for this difference is the apparent lack of industrial critical mass. The ex­
istence of some high-tech firms around Montpellier is not enough to in­
crease this. 

Analysis of the empirical results allows us to examine the concept of 
RSI. Type 1 has been defined as a category of regions characterized by a 
relatively balanced involvement of local firms and laboratories (Rl) and 
a significant proportion of Cifre contracts linking local firms with local 
laboratories (R2). However, this is not enough for these regions to qual­
ify as RSI. For instance, Nord-Pas de Calais is in Type 1, but shows 
weak technological results overall (33, the weakest density of all the re­
gions). Franche-Comte, a Type 4 region, is better technologically (89). In 
the case of Nord-Pas de Calais the strong participation in the Cifre sys­
tem in our view is more an indication of a proactive policy than of a RSI; 
however, in the long run, such a policy could help to construct a RSI. 

Most Type 2 regions have weak scientific density, but significant re­
sults for technology. The small number of Cifre laboratories is explained 
by the absence of important academic centres: the firms must find the re­
search partners elsewhere. About one third of the laboratories associated 
with regional firms are located in the capital region of Ile-de-France. 
These regions are also characterized by a very small proportion of KIBS. 
We can conclude that such regions belong to larger systems of innova­
tion: the French NSI or the Ile-de-France RSI. Their relatively high 
scores in terms of technological results probably reflect the performance 
of the larger systems, and the adequacy of the region to satisfy the needs 
and opportunities of the larger systems. 
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7.5 Conclusion 

Our study of university-industry research collaborations, based on the Ci-
fre database, has clearly confirmed some aspects of the French NSL In this 
centralized system, there are fev^ genuine subsystems. Outside the capital 
region Ile-de-France, Rhone-Alpes is the only region with a complete and 
balanced set of innovation actors. Other regions present interesting charac­
teristics in terms of science and technology, but are generally either spe­
cialized in academic knowledge production, or have an efficient industrial 
network. Both types of regions contribute to the NSI, but without forming 
real subsystems. Some regions that show good performance in terms of in­
novation and knowledge creation are far from the model of an autonomous 
system. Conversely, we cannot support the hypothesis that closed regional 
systems are good examples of creative territories. 

As intermediaries between industry and science, the advanced business 
services seem to play an important role. Their increasing involvement in 
the Cifre system is an indicator of this phenomenon and demonstrates a 
willingness to develop science-based activities. RSI rely strongly on such 
firms. Regional authorities should take cognisance of this in constructing 
their innovation policy. 

Cifre PhD students are important in bridging academic and industrial 
communities. They create new knowledge by a recombination of qualita­
tively different sorts of knowledge and competencies. Whatever the geo­
graphic proximity of industrial firms and research laboratories, that sort of 
mobility of younger researchers between the two communities is a valu­
able contribution to collective learning. As a policy tool, the Cifre system 
has proved to be efficient and the French government recently decided to 
increase the grant to ANRT. Our study shows that geographic proximity is 
not a necessary condition for science-industry relationships. Therefore, in 
developing regional policies, science policy and innovation policy should 
be distinct from one another. There will certainly be links between them, 
but it would be a mistake to try to force the local science system to exactly 
match industrial demand. 

Overall, we want to underline the importance of the link between aca­
demic science and industrial innovation. If this relationship is to be fiirther 
reinforced within the knowledge-based economy regions should concen­
trate on a deliberate science policy alongside established innovation poli­
cies. 
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8.1 Introduction 

It is now fairly well documented that private research and development 
(R&D) contribute to productivity growth (OECD 2001a). Therefore, it is 
usual to consider that governments have a role in stimulating R&D in­
vestments and activities in the face of market failures resulting from tech­
nology leakages. Subsidies and patent rights are popular incentive mecha­
nisms to achieve these purposes. 

A look at the recent evolution of science and technology (S&T) state 
policies in the OECD countries suggests two stylized facts: a reduction in 
public R&D support to firms (OECD 2003a); a shift in the structure of 
public R&D funding. On the first issue, the changes can be considered as 
an evolution toward a general enabling fi-amework for innovation. This is 
evident in the recent attention being given to a more efficient venture capi­
tal system or a more efficient intellectual property rights (IPR) system, 
which needs few public resources. It can be interpreted as an evolution to­
ward a market based S&T policy, which recognizes the importance of 
markets for technology. 

On the second issue, the evolution towards a more decentralized system, 
in which direct R&D procurements are smaller and direct support for R&D 
scarcer, is significant. The process of decentralization from mission ori­
ented R&D policies, can be considered through the increase in prize-based 
incentives and R&D tax incentives (RDTI thereafter). In the period 2001-
2003, 16 OECD countries were offering RDTIs compared with only 12 in 
1996 (OECD 2003b). Furthermore, seven countries (Australia, France, Ja-

^ I assume sole responsibility for the contents of this chapter which does not reflect the 
views of the French ministry of education and research. I acknowledge the assistance re­
ceived from office in charge of the French R&D Tax credit for access to the data. 

mailto:lhuillery@coumot.u-strasbg.fr
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pan, Norway, Portugal, Spain and the United Kingdom) have recently in­
creased the attractiveness of their RDTI schemes. 

The increase in RDTIs could be interpreted as a trade off between dif­
ferent S&T policy tools. However, this argument seems somewhat weak: 
traditional direct R&D funding has continued and is undisputed. Thus, the 
introduction of fiscal policies to promote innovation must be considered as 
a particular mechanism. Analysis of the provisions of R&D tax schemes is 
required to understand why, over the last 20 years, they have been intro­
duced by several governments. Such an examination is necessary to pro­
vide a rationale for the interactions between S&T funding processes, and 
to provide better understanding of the overall efficiency of national S&T 
policies. 

This chapter, therefore, provides an in-depth study of the specificities of 
national RDTIs. We intend to show the diversity of RDTIs that have been 
implemented, as well as their various targets, efficiency, problems, and so­
lutions. The chapter is however not exhaustive. The limitations are the 
amount of information available and the impossibility of establishing how 
these complex fiscal systems and user practices have evolved over time. 

The first section offers a brief survey of the different types of national 
R&D fiscal incentives, and their impacts. Section 8.3 deals with exogenous 
problems, which are the boundaries that are inevitably raised by the adop­
tion and practice of a fiscal incentive. We go on to show that different pro­
vision is made by governments to shape private R&D or innovation in­
vestments (Section 8.4). Section 8.5 looks at the interaction between R&D 
tax schemes and other S&T policy tools and fiscal tools. Section 8.6 con­
cludes. 

8.2 R&D Tax Incentives: an Overview of National Schemes 

8.2.1 A Spreading Mechanism 

RDTI are the most recent tools within S&T policies^. With the exception 
of Canada (since 1944) and Japan (since 1967), it is only in the last 20 
years that these tools have been introduced. The choice of RDTI is neither 
systematic, nor specific to R&D-intensive economies (e.g. Finland, Ger­
many and Sweden have no RDTIs), nor are they restricted to the OECD 
countries (Cyprus, Hungary, Poland, the Czech Republic, as well as Brazil, 

^ Jean-Baptiste Colbert, the French Minister of Finance in the government of King Louis 
XrV, set up a system of tax exemption to establish and sustain more than 400 "manufac­
tures royales" (from 1662 to 1666) that produced new and improved quality goods. 
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India, Malaysia, Mexico, Singapore and Taiwan have implemented similar 
R&D fiscal incentives). 

The implementation of RDTIs is not systematically linked to the use of 
direct R&D funding, nor does it address a real incentive to invest in R&D. 
As shovm in Table 8.1, there are major differences between countries with 
regard to the percentage of total government aid to R&D that tax incen­
tives represent. Italy, New Zealand and Norway finance business R&D, 
but do not give preferential tax treatment. Japan and Mexico, even with 
RDTIs, do not as yet have a particular policy with regard to firms execut­
ing R&D. Direct funding dominates in France, the US and the United 
Kingdom, where quite favourable tax schemes are also in place. Canada 
and Australia are the countries that are the most reliant on RDTIs, although 
the incentives are highest in Portugal and Spain. 

Table 8.1. R&D direct ftmding and fiscal incentives, by country 

R&D Tax Incentives 
Direct R&D funding 
Low 

Medium 

High 

Low 

Japan, Mexico 

Medium High 

Canada, Austra­
lia 

Germany, Swe- Denmark, Portugal, Spain 
den, Belgium, Netherland, 
Ireland, Finland Austria, Korea 
Italy, New Zea- France, USA, 
land, Norway UK 

Based on OECD (2002). 

Several econometric studies have estimates the price elasticity of R&D 
expenditure, and have suggested that the type of R&D fiscal fi*amework in 
place has a positive impact on R&D spending (Hall and Van Reenen 
2000). The results show that RDTI is not a sufficient condition to induce a 
significant surge in R&D investments. In Europe, in particular, these 
mechanisms will not be enough to allow the forecast overall target of 3% 
of GNP dedicated to R&D by the year 2010 to be achieved^ Several eco­
nomic arguments can be put forward to explain the wide range of and dif­
ferences in such R&D tools (EC 2003). RDTIs are decentralized tools -
that leave investment decisions in the hands of firms. They can be ex-

3 The tax price elasticity of total R&D spending is on the order of unity (see Hall 
and van Reenen (2000)). It thus would take a huge tax credit to reach the 3% EC 
target. Roughtly, taking the EC R&D expenditure, and keeping the share be­
tween private and public expenditure (about 56% and 44% in 2001, OECD, 
(2003)), the additional R&D tax concession required should thus be around 
0.5% or 0.6% of EC GDP. 
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ploited at low administrative cost by fimis with R&D investments. Fiscal 
tax incentives can be broadly defined and do not discriminate a priori be­
tween industry sectors, types of firms, locations, or fields of R&D. RDTI 
are therefore not the best way to achieve the highest social returns. It could 
be argued, therefore, that RDTI are more neutral than other technology 
policy tools. For example the EC explains that measures pursuing general 
economic policy objectives, through a reduction in the tax burden related 
to certain production costs (such as R&D), provided that they apply "with­
out distinction to all firms" and to the production of all goods, do not con­
stitute state aid (EC 1998). 

8.2.2 The Different Types of R&D Tax Incentives 

There are three major fiscal ways to sustain R&D investments by firms: 
accelerated depreciation; special allowances; and tax credit (see Table 8.2): 

- Depreciation allowances for R&D expenses are considered to be RDTIs 
if they are allowed at a rate that is greater than the rate of economic de­
preciation. Several coxmtries make special allowances for R&D expendi­
ture in the form of machinery, equipment, or buildings (capital assets). 
Even though knowledge leakage and technology depreciation can be 
high in R&D activities, this kind of accelerated depreciation represents a 
subsidy for firms where 100% or more of annual costs are taken into ac­
count (as is the case in Ireland, Denmark, and the UK for buildings). 

- Special allowances on R&D investments allow firms to deduct more 
from their taxable income than they actually spend on R&D. The allow­
ance can be in proportion to the level of R&D or be incremental, or a 
combination of both. In this case, a firm is allowed to deduct from its 
taxable income its current R&D expenditures, and some fraction of the 
increase in its R&D expenditures over a base period. For example, since 
2000, Austrian firms have been able to deduct 25% of their R&D in­
vestments from their profits. If R&D investment in a particular year is 
above the average of the preceding three years, then an additional al­
lowance of 35% can be deducted from the taxable income. 
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R&D tax credits are similar to tax allowances, but relate directly to the 
level of tax payable. Four different types mechanisms seem to be possi­
ble. 

• The first, the so-called "volimie" mechanism, gives an incentive 
proportional to investment. A firm operating in a country that al­
lows volume RDTIs at a rate of, say, 25% would therefore get a 
$25 tax credit for every $100 of R&D expenditure. Canada, Italy, 
Malaysia, the Netherlands, and Singapore each have a system 
based on this principle. 

• The second type of mechanism, incremental RDTIs, is more com­
plicated in that it benefits only a firm's marginal expenditure. In­
cremental RDTIs lower the marginal cost of R&D, but only for 
outlays in excess of base-period expenditure. Under this system, 
and assuming an RDTI rate of 50%, a firm that spends $300 in 
base year t and $400 in year t + 1 will get a tax credit of $50 [0.50 
X ($400-$300)]. France, Taiwan and the US have opted for this 
type of mechanism, but apply different base periods. 

• The third mechanism is a combination within a single RDTI of the 
volume and incremental schemes. This scheme is an attempt to 
counter some of the criticisms of incremental tax credit, while also 
retaining its incentiveness. In Spain, annual R&D expenditure 
qualifies for a tax credit of 30%. In addition, there is an incre­
mental tax credit of 30% if R&D expenditure for the period is 
greater than average R&D expenditure for the previous two years. 
Portugal has in place a similar scheme, but with greater emphasis 
on an increase in overall R&D expenditure (30%) rather than on 
the R&D level (only 8%). This 'combination' type scheme seems 
to be attractive to firms and policy makers (see EC 2002), but has 
been implemented only in Spain, Portugal and France (since 2003 
in this last country). 

• The fourth mechanism is to allow firms to choose their preferred 
RDTI scheme. This however is rarely applied: France discontinued 
the use of this mechanism at the end of the eighties. It allowed a 
firm to choose between the "volume" and "incremental" RDTI 
schemes. Within this category is the Japanese system, which is ex­
tremely complex, and consists of combining several tax incentives 
for R&D, either incremental or volume. The Japanese allow 20% 
incremental tax credit for R&D expenses. In addition, in 2003, 
they introduced several proportional tax credits that are more gen-



8 Research and Development Tax Incentives 227 

erous, to cope with the decline in private R&D funding. Japan al­
lows small and medium-size enterprises (SMEs) or firms to deduct 
up to 15% on all R&D expenses; a 15% tax credit is also offered 
for R&D expenses incurred in joint projects with academia (a 10% 
scheme exists in Spain regardless of firm size), business or gov­
ernment, or for R&D commissioned by government. Firms are 
able to choose among the different schemes: the 15% tax credit for 
collaborative working is additional to the basic 15% tax credit. 
More interesting, is the possible trade-off for SMEs, since a level 
tax credit (cumulated or not) can be applied instead of the 20% in­
cremental R&D tax credit. A simpler scheme has been imple­
mented in Korea where, in 2002, there was a 40% incremental tax 
credit and a 7% R&D Facility Investment Tax Credit. As in Japan, 
it is only SMEs that can choose between the two tax credit provi­
sions. In the US, this type of auto-selection is possible since an al­
ternate incremental tax credit is available to generate higher re­
search credits for companies with significantly increased sales 
figures or otherwise stagnant research expenditures^. 

It is, of course, also possible to combine accelerated depreciation with 
R&D allowances or R&D tax credits. For example, R&D tax credits in 
Canada are related to current expenditure whereas accelerated depreciation 
applies to R&D capital expenditures. In Japan, in addition to the R&D tax 
credit, a special allowance (50%) is now available on R&D investments. 

8.3 Defining the Base for RDTIs 

A major issue is the definition of the tax base. Its definition can be a means 
to reach a target and to protect government from possible opportunistic be­
haviours from firms. There are two main aspects to this definition. The 
first is to distinguish between what a fiscal innovation policy does and 
does not encompass, and the second is to identify what is the frontier of the 
innovation process for an iimovative firm embedded in scientific and tech­
nological networks. 

8.3.1 Internal Dividing Lines 

The initial problem for regulators is to define the R&D activities within a 
firm. How certain R&D outlays are categorized can create substantial dis-

"̂  Seehttp://www.irs.gov/businesses/small/industries/article/0„id=97643,00.html#aic 

http://www.irs.gov/businesses/small/industries/article/0�id=97643,00.html%23aic
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tortions, since finns will tend to neglect investments that are not included 
in the base (Eisner et al. 1984). Governments are therefore compelled to 
draw a strict dividing line between expenditure that can and expenditure 
that cannot be regarded as relating to R&D. This line may be flexible (see 
the successive extensions in the USA in 1996 and 1999). Most countries 
define R&D on the basis of the nature of the activities carried out (e.g. 
France). For the purposes of RDTI, the definition of R&D is often in line 
with the OECD's "Frascati Manual" (OECD 1994). However, Canada, for 
example, has widened the definition of the uncertainty attaching to any re­
search to include not only uncertainty as to results, but also the uncertainty 
of R&D costs, whereas the US acknowledges the absence of uncertainty in 
respect of some of the work that is done on technical systems (IFRI 1992). 
In some countries (e.g. Spain), the distinction is embodied in a list of ac­
tivities considered to constitute R&D. The Netherlands officially lists both 
activities that qualify as R&D and activities that do not. The UK, France, 
the USA, and Japan do not have such lists, on the grounds that they might 
be incomplete. However, in practice, there are several examples, and lists 
of several exclusions available on web sites or help leaflets. 

Another option is to define the nature of R&D findings. In general, 
R&D expenditures are industry-biased, in the sense that they are a better 
indicator of innovative activities in the manufacturing than in the service 
sectors. Consequently, R&D tax schemes also are industry-biased. Fur­
thermore, R&D often does not produce results, but is explicitly covered by 
laDTI(e.g.intheUSA). 

Computation (and thus control) of qualified R&D also requires com­
plementary provisions. At first is needed to calculate the amount of eligi­
ble R&D expenditure if staff is not assigned to R&D on a full-time basis. 
Personnel are considered to be doing research if they spend a percentage of 
their time on it. Likewise, in respect of equipment, it is necessary, as Can­
ada has done, to set a threshold for the amount of investment considered 
eligible for a RDTI. However, such a threshold may be unsuited to (the in­
creasingly frequent) project-based R&D, the horizontal structure of which 
makes it difficult to allocate equipment to specific tasks. The Canadian 
system became less restrictive in 1992: to qualify, equipment had to be in 
used for R&D for the equivalent of 50% of the working day, instead of 
90% as previously, to be eligible for a credit. Another, more flexible, ap­
proach is to count only human resources. This limits allocation to R&D to 
the most visible and most easily controllable of corporate outlays. In the 
Netherlands, for example, only R&D-related wages and social security 
contributions are taken into account. In Belgium, the incremental number 
of researchers is taken into account. While this method is certainly simpler 
(Germany also bases its RDTI on researchers), it has two drawbacks: it 
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does not compensate a firm for the entirety of its research and develop­
ment effort; and it may induce labour/capital substitution with regard to 
R&D. The French system - a more elaborate arrangement, but one that re­
tains this simplicity of calculation - pegs current expenditure at a flat 75% 
of w âges and social security contributions, for research technicians and re­
searchers only. Although it is a more accurate reflection of actual corporate 
expenditure, this method favours those companies - of which there are 
many in, say, the service sector - whose overheads constitute less than 
75% of operating expenditure. In fact, wages and social security contribu­
tions represent only 41% of R&D expenditures declared by French firms. 
The Canadian system is similar, but seems fairer and more flexible: the 
rate is 65% of wages and social security contributions for all R&D person­
nel, and firms are free to opt for this flat-rate treatment, or not. 

A second dividing line is needed, but is as difficult to apply as the first 
(IFRI 1992). Since R&D is just one facet of innovation, financial support 
for R&D is an incomplete way of encouraging this: R&D costs can never 
represent more than a fi*action of the full cost of technological innovation, 
as shown by community innovation surveys. 

The question therefore arises as to whether the base of the tax credit 
should be broadened to include, alongside research and experimental de­
velopment activities, spending on industrial development, market devel­
opment, and so on. Some of Pacific rim countries (Australia, Korea, Ma­
laysia, and Singapore) have already opted for a wider vision of R&D, by 
extending the range of eligible innovative activities (to include, for in­
stance, market surveys). The Spanish definition of R&D is very broad 
since it includes expenditures on quality certificates, know-how acquisi­
tion, industrial design (as in France), and production engineering. What is 
very interesting, however, is that, apart from Belgium, France, the UK and 
the USA, there has been no inclusion of IPR costs, although these expendi­
tures are easy to monitor and their appropriation is an integral part of the 
innovative process. A second aspect is the cost of standardization and/or 
normalization. The French RDTI scheme is the only one that includes the 
costs related to normalization activities, even if they are restricted to meet­
ings with official organizations (and have a ceiling). 

Widening the base for RDTIs poses critical problems for practitioners. 
Apart from the problem of identification, that of indivisibilities is becom­
ing increasingly acute, inasmuch as the process of innovation clearly cuts 
across corporate functions. Once these practical problems are out of the 
way, the feasibility and relevance of such a form of government assistance 
to innovation remain. Last, such tax incentives for innovation should be 
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classified as competitive measures, which does not fit with EU regulations 
or the General Agreement on Tariffs and Trade (GATT)^ 

The introduction of RDTI schemes has a qualitative impact on firms: we 
can identify three consequences: 

- Institution of accounting systems^ for example, 87% of Australian firms 
say they have set up ad hoc accounting arrangements (BIE 1989). 

- A restructuring of R&D outlays in favour of items included in the base 
(Eisner et al. 1984). Nevertheless, the distortion caused by the change in 
relative prices casts some doubts on its relevance. 

- A reclassification (relabelling) of R&D-related expenses. It is estimated 
that in the US and Canada, some 14% of outlays have been affected 
(Mansfield and Switzer 1985). An Australian study confirms this order 
of magnitude with a rate of 19% (BIE 1989). Nevertheless, as we have 
suggested, this reclassification is a partially legitimate process stemming 
from the very organization of the process of innovation and from the ir­
regular nature of R&D activity. Nevertheless, it seems that Germany 
abolished its R&D tax credit at the beginning of the 1990s due to prob­
lems of abuse (see OECD (2002)). 

8.3.2 External Dividing Lines 

Corporate R&D expenditure is not, however, limited to inhouse R&D. An 
external dividing line has to be drawn including, or not, external R&D ser­
vices, R&D cooperative agreements, R&D within a group of firms or in­
ternational financial flows. 

Firms subcontract or cooperate in order to achieve research and devel­
opment objectives, thereby generating R&D-related financial flows. Sys­
tems differ considerably from country to country to cope with the problem 
of double counting (on private and even public R&D funding). Several 
countries (e.g. France) have introduced licensing procedures in respect of 
R&D service providers. Even if such a procedure does not really limit the 
amount of double credit, it can favour a particular type of R&D partner. 
Some countries limit further double crediting by disqualifying R&D flows 
between private firms, in respect of the sources and/or uses of fiinds de­
voted to acquiring or producing R&D. Often, only R&D subcontracted to 
universities or specific research organizations is eligible (in Australia, 
Canada, the United Kingdom, and Spain). The problem is overcome some­
times by application of a specific RDTI (in Japan or Spain), or a special 

' But does the European EUREKA initiative do so? 
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accounting procedure (USA^, Australia) dedicated to R&D cooperation 
with a public organization. An even more radical solution to the possible 
double credit problem is to restrict eligibility to applied R&D tax credit 
only to subcontracted R&D, as has been the situation in Switzerland since 
1995. 

R&D is also often organized at the group level, which also introduces 
the problem of double credit when there are financial flows for R&D be­
tween affiliates. A simple rule is to consolidate the different R&D expen­
ditures within a group to avoid paying twice for the same research. Such a 
procedure has been implemented in Canada, the US, the UK, and France. 
In contrast, Japan limits volume-based tax credits to independent small 
businesses. There are two intermediate systems: a tax credit against con­
solidated tax (e.g. Spain), and a groupwide ceiling which can be appor­
tioned freely among subsidiaries (e.g. the Netherlands). Both systems are 
demanding, however, since they impose a very exacting exercise in con­
solidation for groups and tax inspectors alike. 

In order to foster innovation, production and national competitiveness, 
work performed abroad is seldom included in the RDTI base. Canada's 
initial willingness to let firms include current R&D spending abroad was 
generous, but Canadian R&D tax credit has evolved towards a strictly na­
tional scheme, as is the case in France (except for normalization activities), 
the Netherlands and the US. Intermediate schemes can be found in Japan 
and Spain. In April 1995, Japan introduced a research tax credit applicable 
to cooperative R&D with foreign laboratories. Spain's RDTI base includes 
external R&D expenditures that are performed by foreign universities or 
government laboratories, but only those belonging to the European Com­
munity. Even when opened to private firms abroad, RDTIs are designed to 
limit the possible loss of fiscal income for government: in Australia, 
RDTIs were applicable to spending abroad up to a limit of 10% of total 
R&D, whereas the UK scheme gives tax allowances for overseas R&D ex­
penditure for SMEs only. 

8.4 Design of RDTI Mechanisms 

Besides the definition of the tax base, there are three types of provisions 
that shape the range of RDTIs: those intended to limit revenue shortfalls 
and administrative costs primarily associated with new measures; those to 
ensure that firms with no tax liability can also benefit fi"om tax incentive 

* See http://www.irs.gov/pub/irs-regs/research_credit_basic_sec41 .pdf 
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schemes; and those designed to include some selectivity - in terms of firm, 
technology and region - in tax incentive schemes. 

8.4.1 Limiting the Risks Attached to RDTIs 

Two main types of provision lessen the risks of budgetary overshoots and 
manipulation that accompany incremental tax incentives. 

In addition to the rate of tax credits, crowding-out effects and budgetary 
overshoots can be limited by imposing a ceiling on tax benefits. Half the 
systems examined have such a ceiling. This can be achieved in two ways: 
either the ceiling can be a fixed deductible amount (Australia, Portugal, 
France, the Netherlands), or it can be a percentage. Spain has a rate of 
35%. Switzerland opted for a flexible scheme whereby deductions are al­
lowed for contracted future costs of R&D carried out by third parties, but 
limited to 10% of taxable profits, or CHFl million, whichever is lower. 
The US also uses an original double ceiling mechanism, but firms cannot 
choose between them: not only must a firm spend no more than twice the 
previous year's base amounts, but the average intensity of R&D expendi­
ture (i.e. its ratio to turnover) must not exceed 16%. 

By calculating the rate of increase over a base period of several years 
(the US, France, Korea, and Taiwan), the amount of tax benefits and, thus, 
governments' fiscal loss, can be smoothed. This kind of provision mainly 
concerns incremental RDTIs. In France, Korea, and Taiwan, base amounts 
are calculated based on the previous 2-4 years. The smoothing of tax cred­
its, along with the fact that penalties are imposed if R&D spending is sub­
sequently reduced, limits the scope for opportunistic behaviour on the part 
of firms. In the US, the base is the average ratio of R&D spending to turn­
over, which is more equitable in that RDTIs are indexed to the actual ef­
forts a firm makes during the year. The computation is quite different in 
Japan, where the sustained base is the average of the three highest R&D 
expenditures in the five previous years. 

The smoothing method, nonetheless, has two drawbacks. First, the price 
adjustment of past R&D expenditures raises problems (OECD 1993). The 
consumer price index or (in France's case) investment indices used by tax 
authorities, do not always accurately reflect cost trends in R&D (Mansfield 
et al. 1983). Second, as Hines (1994) emphasizes, the fact that the base on 
which a firm is to get a credit is calculated over several years will prompt 
it to postpone investment. Consequently, the calculated base will be lower 
and will yield a bigger credit in subsequent periods. It would appear, there­
fore, that budgetary planning considerations outweigh concerns over the 
cost of firms' opportunism, which may be imderestimated. 
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In incremental tax schemes, there are two types of negative credits: a 
strict system whereby credits have to be paid back every year (as in France 
between 1983 and 1987, and in Belgium); and a system that allows nega­
tive credits to be carried forward (e.g. in the US and France today). While 
the first system is a disincentive, the second allows a firm to reap benefits 
on a one-off basis without incurring any real penalties; it thus facilitates a 
firm's initial efforts, but does not ensure that R&D will be continued. In 
the latter case, the inequity of incremental RDTIs also affects small inno­
vative firms and firms in low-tech sectors. 

Despite all the provisions, manipulation of R&D tax schemes may still 
be possible. For example, 15 firms in France are affected by the €6.1 mil­
lion ceiling while only 13 are declaring in the fiscal file a similar amount 
of R&D to what is revealed by the annual R&D survey. What is the reason 
for this? Two firms out of the 15 realized that under an incremental tax 
scheme, they could under-value their annual R&D investments for the pur­
poses of the RDTI administration and declare only an annual increase on 
their R&D spendings, that is, just twice the French ceiling (the tax credit is 
50% in France). They thus receive the maximum tax credit regardless of 
actual R&D efforts. 

8.4.2 Targeted Incentives 

Disparities between firms are taken into account to varying degrees by the 
RDTI systems of each country, with some firms being treated better than 
others. RDTI mechanisms frequently feature three types of segmentation -
by size, by technology, and by region. In this situation, RDTIs are more 
than a remedy for market failures; they constitute an instrument of indus­
trial policy. 

8A.2.1 Small, Young and Poor Firms 

RDTIs are more and more frequently being targeted toward SMEs and 
start ups, which are more likely to face credit problems. Firms are selected 
based on the number of employees or their level of tax liability. 

Segmentation by size is to the benefit of smaller firms: either they re­
ceive credits at preferential rates (Australia, Canada, the Netherlands, Italy, 
Japan, Korea, and the UK) or credits are limited to SMEs. In Japan, SMEs 
with equity capital of less than ¥100 million and less than 1,000 employees 
receive tax credits equal to 6% of their R&D expenditure. The R&D policy 
toward SMEs is however not restricted to the rate of tax credit. The ceiling 
definition may be also important to define the scope of the RDTI. A level 
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definition of a maximum (as in the Netherlands or France), helps SMEs in 
preference to large firms as long as the ceiling is not too high. In the Neth­
erlands and France, however, few firms are affected by this threshold. The 
focus on SMEs, therefore, is more significant when implemented through a 
double relative ceiling, as in Japan: a SME may deduct up to 15% of its 
taxes, whereas for large firms the ceiling is lower (10%). UK and Italy are 
more focused on SMEs since the RDTIs in these countries are restricted to 
SMEs (in Italy there is enhanced deduction of 130% of all current and eli­
gible R&D expenditure). The target on SMEs can be justified by the 
greater ability of large firms to spread fixed costs on large market sales, 
but also by the possibly better responsiveness of large firms to RDTIs 
(Koga2003). 

A firm must have a tax liability in order to benefit fi"om RDTIs. As a re­
sult, SMEs and start-ups in particular, can be penalized. To solve this prob­
lem, most systems incorporate two main alternative arrangements. A sys­
tem of tax credit refunds is often implemented (UK, Australia). In Austria, 
a cash refiind is also possible, but at a flat 3% allowance rate when there is 
no tax liability. Here, the aim of the tax credit is wider than promoting 
technology. The US, given the method adopted for computing the base, of­
fers start-ups a flat-rate base derived from turnover. Such firms receive a 
tax credit if they spend more than 3% of their turnover on R&D. Portugal, 
Spain, the US, and Australia allow tax benefits to be carried forward, so 
that a firm must improve its overall profitability before it can benefit. 
France and Canada implement both systems, but a cash refimd is only 
available for specific firms: in France, the cash refund is restricted to 
young firms, whereas, in Canada, the federal tax credit is refundable only 
for small corporations. Lastly, in France, the tax credit can be used to un­
derwrite a bank loan by a firm that cannot be refunded and does not want 
to wait for its credit. The Netherlands and Norway have adopted a different 
and interesting approach: they have tax incentive schemes in which tax 
credits are based on R&D labour costs instead of profits. Firms need not 
have incurred these R&D labour costs, but they may apply for a monthly 
tax credit on taxes on salaries. Under such a scheme, new firms and firms 
with no profit tax liability are not penalized. 

8.4.2,2 Deserving and Specialist Firms 

If governments try to limit the amount of their fiscal loss, they also often 
try to help firms making minimimi R&D efforts, important efforts or effec­
tive efforts. The problem here is that provision is based on very different 
criteria. 
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A first advanced mechanism is a two tiered credit, giving a higher rate 
of super-deduction on spending up to some given amount of qualifying 
R&D expenditure, and a lower rate on spending above this level. Under 
this scheme, it is assumed that the first euros are more difficult to spend 
(and/or are more productive) than the marginal ones after a certain thresh­
old. In the Netherlands, the rate of tax credit varies by "tranches" of R&D 
spending. The first tranche, under €90.756 qualifies for a credit of 40%, 
and the upper tranche for a credit of 13%. In Canada, firms earn credits at 
a rate of 35% on the first €1.322.489 of R&D. All other firms earn 20% 
credits for the rest. 

Some countries establish a minimum threshold for eligibility for R&D 
tax credit. The justification here is almost the reverse, although compatible 
with the two-tiered mechanism. In this scheme the first euros are consid­
ered unproductive until a significant R&D base has been achieved, or, put 
more simply, the social rate of return on R&D investments must cover the 
government's administrative costs. In the UK (in 2002), unless a company 
had spent more than £25,000 on qualifying R&D expenditure (i.e. without 
capital assets) in a 12 months accounting period it did not qualify for tax 
relief In Australia, the threshold is only AUS$20,000. In Japan, the 2003-
2006 acquisition costs of R&D facilities, fi-om a threshold of ¥2.8 million, 
open an accelerated depreciation of 50%. 

Third, specialization can also be considered to be a guarantee of a better 
R&D outcome. In Spain, R&D expenditure on salaries for qualified re­
searchers assigned fiill-time to R&D projects, and business R&D expendi­
ture on projects that are contracted to universities or research organiza­
tions, are eligible for an extra tax credit incentive of 10% and are thus 
considered as more effective than part-time R&D jobs. Specialization is 
also rewarded by the current (2002-2003) Australian RDTI in two ways. 
First, R&D activities are required to adhere to an approved R&D plan. The 
idea behind this is that it will "encourage Australian companies to think 
strategically about their research and development as a critical and ongo­
ing part of their business" (ATO 2003, p 31). Second, specific considera­
tion is given to plant dedicated to R&D: all plant will indeed be eligible for 
life depreciation deduction at 125% for the period that the plant is used for 
R&D activities. 

8.4.2,3 High Tech Firms, High Tech Sectors and Beyond 

Tax measures are frequently designed to achieve more neutrality. Whether 
this holds true hinges on how much credence is given to empirical studies 
that point to substantial disparities between sectors. A large body of 
econometric research reveals major differences between intra- and inter-
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sectoral externality rates and, thus, social rates of return for R&D (Mohnen 
and Mairesse 1996). As direct R&D support, RDTIs can thus be used to 
fund specific technologies. Since 1985, Japan, for example, gives a 7% 
credit - which can be combined with other credits - to firms that carry out 
R&D into energy-saving measures, and certain drugs (AIST/MITI 1994), 
and to firms that do R&D in basic industrial technologies, such as robotics, 
electronics, advanced engineering, biotechnology, and new materials 
(Warda 1994). Korea also used tax measures at the beginning of the 1990s 
as a means of promoting certain industries, by raising the credit rate to 
30% for industries categorized as high-tech (Kim 1993). The UK system 
specifically rewards certain types of research, such as vaccine research 
(EC 2003). Vaccine research relief is an associated measure targeted spe­
cifically at R&D into vaccines and medicines for the prevention and treat­
ment of the so-called "killer diseases" of the developing world (TB, ma­
laria, HIV, and certain forms of AIDS), which mainly occur in less 
developed countries. The initiative thus goes far beyond the usual empha­
sis on national competitiveness. 

Another measure is to foster high level or fundamental research. As al­
ready mentioned, special provisions cover R&D that is carried out jointly 
with universities (e.g. Japan, the US). Basic research, or high level re­
search, can be considered even if it is not conducted in public R&D or­
ganizations: For high tech Japanese corporations, i.e. those with a higher 
proportion of R&D expenses, up to 2% of additional tax credit is available. 
Currently, France is introducing a provision to boost employment of post­
doctoral students: operating expenses are considered to be higher for PhDs. 
During the first 12 months, operating costs are computed at a rate of 100% 
instead of 75% of salaries. 

High level research and high tech industries are not the only targeted 
sectors. Singapore has designed a special R&D tax credit to encourage fi­
nancial institutions to develop new and innovative financial products. 
RDTI can even be opened to non-technological innovations, as in France, 
where the costs for clothing designs are included in the RD tax credit base. 

8.4.2.4 Local and National Firms 

Another fairly common practice is to vary tax credits by region. This is 
practised by federal states, such as Canada and the US, but also by coun­
tries such as Italy, Spain, and Korea. Canada has a two-tier system of R&D 
tax credits. Several provinces (British Columbia, Manitoba, New Bruns­
wick, Newfoundland, Nova Scotia, Ontario, Quebec, and Saskatchewan) 
have their own credits, which can be combined with federal ones. Assis­
tance of the kind the Canadian federal government provides to certain re-
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gions can also be found in Spain (the Basque country, Navarre, and the 
Canary Islands) and in Italy. In the US, several states currently offer spe­
cial tax credits, on top of the federal tax credit, for biotechnology research. 
The local RDTI scheme can also be proposed as an alternative computa­
tion to the federal RDTI provisions. A firm can therefore choose between a 
regular federal tax credit and the national computation method (Paff 2003). 
However, regional exclusions can also apply: up to 2003, RDTI did not 
apply to Korean start-up companies in the Seoul metropolitan area that 
were established after January 1, 1990. In 1995, France tried to move to­
wards a regional structure of tax credits. However, such unequal treatment 
of individual firms induced constitutional problems. A new procedure de­
fining high tech clusters qualifying for high tax relief, is expected to be 
implemented in 2005. 

Finally, one of the risks for any country is that allowances will be given 
for R&D that will be exploited in other countries. As already mentioned, 
the national dimension is often defined by the dividing line between na­
tional and international R&D sub-contractors. However, a further dis­
crimination toward national interests occurs in Canada where Canadian-
controlled private corporations (minimum 50% Canadian ownership) are 
given preferential tax treatment. It is clear that foreign multinationals' 
R&D activities are seen as being relatively less profitable for the country 
(i.e. giving a lower social rate of return). 

8.5 RDTIs and Their Environment 

A RDTI system cannot be analysed independently of its institutional envi­
ronment. RDTIs interact not only with other R&D subsidies, but also with 
other types of tax incentives and corporate taxation in general. Therefore, 
while the focus in this chapter so far has been on the "internal coherence" 
of RDTIs, in this part we will look primarily at their "external coherence". 

8.5.1 Overlapping R&D Policy Tools 

As mentioned in the introduction, most countries use budget provisions to 
promote R&D. In a nutshell, four conventional types of assistance are used 
to varying extents, depending on the country: the usual R&D subsidies, as­
sistance with ihQ financing of R&D (e.g. France, Spain), government con­
tracts for R&D (especially defence R&D) (e.g. France, the UK, the US) 
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and awards'^ (e.g. the US, the UK, France), which increase the expectations 
of gain for firms investing in R&D. The coherence between RDTI mecha­
nisms and the other four measures designed to promote R&D has been Ht-
tle studied in the academic literature (Maurer and Scotchmer 2003). Fur­
thermore, this relationship between RDTI and other innovation programmes 
is not highlighted by governments, especially if the introduction of the 
RDTI induces some rationalization, or grant programmes collapse (Haw­
kins and Lattimore 1994), explicitly in relation to Australia. 

The interaction between RDTI and other innovation programmes is 
managed through the definition of the R&D tax base. A core principle of 
coherence is the non-redundancy of assistance measures and other incen­
tives. An RDTI is thus presumably combinable with other forms of assis­
tance. As in the case of financial flows between private firms, the risk is 
that the same research will be paid for several times over. Defensible as 
this principle may be in the context of promoting cooperative research, 
governments seem to be limiting the pluralities by restricting tax incen­
tives. R&D subsidies, therefore, in most cases, are deducted from the R&D 
budgets of firms. In France, this principle sets the real ceiling for the RDTI 
mechanism, since large firms get so much government money that fewer 
than 15 companies were affected in 2001 by the €6.1 million cap. Simi­
larly, R&D funds received from government agencies for R&D contracts 
are generally deducted. In France, however, a firm with a surge of €1 mil­
lion due to Department of Defence R&D procurement was allowed an ad­
ditional €500,000 tax credit. The French government, in this case, may 
thus be paying at a level 1.5 times the value of the R&D results. The re­
quirements have become much stricter with the recent introduction of a 
RDTI computation at the group leveP. 

The usual separation of the bodies responsible for granting subsidies or 
low-interest loans from those responsible for awarding RDTIs, their vary­
ing degrees of centralization, and their lack of coordination, makes over­
laps unavoidable. Ensuring coherence entails a proper balance between 
RDTIs and other R&D funding mechanisms. If the proportions of both are 
roughly the same, there is bound to be more duplication and conflicting 
objectives. 

Coordination among types of R&D funding is a matter for governments. 
On the firm side, beyond opportunism due to a lack of coordination by 
government, or to bad provisions, the main burden on firms is to trade off 

-̂  See Maurer and Scotchmer (2003) on the modem renaissance of awards. 
^ In 2004, a new ceiling will be implemented at €8 millions. This ceiling will affect very 

few firms. So this higher ceiling seems rather a consequence of the recent consolidation 
at the group level, reducing the induced loss of tax credit, than a general signal to firms. 



8 Research and Development Tax Incentives 239 

between the different available sources of R&D funding in order to maxi­
mize their expected gains. The chase may be difficult w ĥen several com­
plex measures are taken at the same time, at national, regional, or city lev­
els, dealing, for example, with iimovation or R&D, targeting R&D execution, 
cooperation, or even networks. 

In order to deal with this issue, we investigate, through a simple multi­
variate probit model, the possible complementarities between the R&D 
tools available in France in 2001. Controlling for size of firms and sector 
activities, the model is used to evaluate the link between the four main dif­
ferent sources of R&D supports: at the national level, R&D procurements, 
R&D direct funding, RDTI, and at the international level, EC funding (see 
Appendix A for definition of variables and econometric specification). 

Table 8.3 shows that non-redundancy of assistance implemented in the 
R&D tax credit scheme is a sufficient condition for substitutability when 
direct funding is considered. Accounting for size and activity, firms in­
volved in the R&D tax credit scheme are thus less likely to receive finance 
from other institutions in charge of direct R&D funding. The substitutabil­
ity is found to be quite low, but significant, at the French and EC levels. 
The substitutability between RDTI and R&D procurements is not signifi­
cant. Firms with R&D contracts, mainly in the aeronautic and electronic 
industries around defence programmes, are thus not likely to find comple­
mentary or substitutive support through the French R&D tax scheme. 
However, these firms are very likely to benefit from direct R&D funding 
coming from French or even EC sources. Complementarities can be found 
between EC and French direct funding. Such positive correlations among 
the different sources suggest that a firm able to get money from one spon­
soring body will be able to tap other resources even if it is not for the same 
R&D project. Table 8.3 thus shows that there are two main ways of getting 
support for R&D in France: 

- to be involved in the chase for R&D direct funding and/or procure­
ments. Firms are here likely to get money from different sources of sup­
port for R&D. 

to be eligible to receive the R&D tax credit. 

^ And at the international level for multi national enterprises (MNEs). 
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Table 8.3. Correlation among access to different French 2001 R&D funding 
(N=6276 firms) 

French Direct 
funding 
EC direct 
funding 
RDTI 

French R&D 
procurements 
0,506*** 
(0,063) 
0.570*** 
(0.054) 
-0.591 
(0.058) 

French Direct 
funding 

0,605*** 
(0,045) 
-0.106*** 
(0.025) 

EC direct 
funding 

-0.113*** 
(0.041) 

Reported values are estimated correlations among residuals (See Appendix A) 
*,**,*** significant respectively at the 10%, 5% and 1% level 
Standard errors in parentheses. 

The issue becomes more complicated as new R&D policy tools are im­
plemented over time or as some are removed. The main problem is that 
there are no reliable data on which to assess the impact on firms' behav­
iour since annual R&D surveys only gradually include new targeted firms 
and do not furnish a fine measure of the different evolving procedures 
managed by a single public organization. From the French experience over 
the two last decades, what can be said is that there is a learning curve when 
the R&D support system first evolves. Firms learn how to get money from 
institutions as well as learning to trade off between the different available 
R&D funding sources. Since the introduction of incremental tax credit, 
many high tech firms with increasing R&D budgets have rejected tradi­
tional R&D direct funding procedures with their higher administrative 
costs and often low expected returns. The recent strengthening of the 
French capital venture system, or even the various EC initiatives, have in­
creased this crowding out effect. Many high potential projects involve im­
portant R&D investments (especially in biotechnology and new informa­
tion and communication technologies (NICTS)). Several traditional 
procedures are thus now restricted to low tech or not very innovative pro­
jects that are also chased by local bodies (regions, departments, and even 
cities). 

8.5.2 From R&D to Technology Fiscal Incentives 

Tax incentives are not confined to corporate R&D outlays, or even to the 
defined R&D tax base. Industrial development, and the problems encoun­
tered in producing and marketing new processes and products, represent 
knowledge that a firm can accumulate, and development usually takes 
precedence over research. As a result, different tax mcentive mechanisms 
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are implemented in order to deal with the acquisition, building and main­
tenance of competences that are complementary to R&D investment. 

Technology diffusion is a first target for governments interested in 
growth. There are two kinds of tax incentive for knowledge diffusion: 
those that promote acquisition of technological knowledge and those that 
promote its transfer. 

The first type is much more common than the second, and the targets are 
firms undertaking little or no R&D. Spain has tax incentives for companies 
that do not carry out R&D, through a volume based tax credit (10%) with a 
ceiling. The Korean tax scheme is broader, allowing companies that ac­
quire patents, or even utility model rights, technical know-how, or tech­
nology, a tax credit of 3% for large firms and 10% for SMEs, of the acqui­
sition cost. 

Technology acquisition or a technology production tax scheme is often 
technology oriented. Tax credits act as incentives for more traditional 
fields, such as energy conservation and environmental protection (Ger­
many, Australia, the US, Italy, Japan), which can also be regarded as tech­
nology diffusion. NICTSA often attract dedicated tax provisions (Spain, 
the UK, Korea). For example, Korean corporations investing in "Software 
Configuration Management" or "Customer Relationship Management" are 
eligible for a 3% tax credit rate (7% for SMEs). 

Often, the kind of investment tax incentives are biased towards foreign 
products or investments (FDI). In Australia, for example, technology ac­
quisition policy is restricted to duty-free entry of goods imported for use in 
"space projects" or on chemicals, plastic, and paper raw materials, and in­
termediate goods, and certain food packaging, which has "a substantial and 
demonstrable performance advantage" over those produced in Australia 
(Auslndustry 2001, p.2 ). This kind of direct support is quite rare. There 
are no or very few general-purpose inward investment incentives at na­
tional level. However, there is a intense competition for inward investment 
at the infra-level (states in the US, regions in France, the lander in Ger­
many, etc.). 

Technology transfer can be also induced by incentives to knowledge 
suppliers. Such mechanisms though are rare, although Ireland and France 
encourage the licensing-out of technologies by a preferential tax rate on 
patent royalties. 

The fiscal incentive also applies to human capital. Denmark has a spe­
cial 32% tax credit (including contribution for social insurance) for the hir­
ing of foreign high skilled labour, instead of the 63% rate for domestic la­
bour. The tax incentive is general, temporary, and not confined to R&D 
employment. Danish employees working abroad may also qualify provided 
they did not go abroad specifically to apply for this scheme. The foreign 
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employee's gross salary must not be less than US$7,000 per month after 
deduction of social insurance contributions. By way of exception this 
threshold of US$7,000 does not apply if the employee is engaged in an ap­
proved R&D project. A similar scheme has been implemented in Sweden. 
A foreign researcher who is expatriated in Korea is granted a non-taxable 
income allowance of up to 20% of his normal monthly income. The intro­
duction of such a preferential income tax to attract foreign researchers 
(only) has been a recurring issue in France since 2000. 

Vocational training can be seen as a complement to successful irmova-
tion even though it is also considered to be a way of improving productiv­
ity more generally. The UK, Sweden, and Spain have different tax credit 
schemes for educational, vocational, and training costs, often taking the 
form of co-financing. In France, such schemes are restricted to SMEs and 
represent only about €14 million (compared to €482 millions for the 2001 
French R&D tax credit). Currently, in 2003 the US has no federal training 
tax credit, although some individual states operate such a scheme (e.g. 
Ohio, California, Rhode Island). Since 2001 in Arizona, there is a training 
tax credit dedicated to NICT to encourage people to enter technology ca­
reers even if such careers are difficult to delimitate). 

Fiscal provisions on stock options are also considered as important for 
innovation success and sustainability; in this case, stock options are con­
sidered as a tool of R&D management especially for young SMEs with 
high growth potential, or even for MNEs keen to reward their researchers. 
With the exception of Italy, the national incentive in the countries exam­
ined seems quite marginal compared to other fiscal mechanisms in place 
(EVCA 2003). 

Finally, many countries are operating specific tax incentive schemes to 
boost investments in new innovative firms through venture capital funds 
(VCF) or selected stocks (France, UK, Italy, Denmark, Spain, Ireland, the 
Netherlands).Generally, these fiscal schemes concern dividends and capital 
gains for investors in venture capital fiinds. The first aspect concerns divi­
dends paid on VCF shareholders. In Spain and France and the UK, no cor­
porate income tax is payable by a venture capital firm on any dividend in­
come remitted by a target company in which the VCF has a participating 
interest. Second, very low taxes are imposed on capital gains made by the 
VCF on any profitable sales of its shareholding in a target company (0% in 
France and the UK, 1% in Spain). Third, the tax rates on dividends paid to 
shareholders of VCF or investors in the different kinds of innovation mu­
tual funds are low. In France, dividends remitted by the VCF to individual 
shareholders are subject to a flat rate tax of 16% instead of a progressive 
rate. The fiscal scheme is more interesting in Spain since outgoing divi­
dends remitted by the VCF to its shareholders are exempt from tax. In 
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many countries, however, (e.g. Germany), direct support to venture capital 
companies is still preferred (see EVCA 2003). 

8.5.3 RDTIs in an Overall and Global Tax Policy 

In an even more wider perspective, RDTI are embedded in corporate na­
tional tax policy. Tax coherence may be gauged from two perspectives: 
how the RDTIs in with other tax incentives dedicated to knowledge crea­
tion and diffusion, and how RDTIs fit in with the overall business tax sys­
temic. 

The principle oi non-redundancy applies again here: if governments do 
not want to reward businesses more than once for the same R&D, they 
must ensure that tax credits cannot be combined with any of the other 
types of tax breaks mentioned above. Analysis of RDTIs as they relate to 
corporate taxation provides insight into possible interdependence and, to a 
lesser degree, the possible effects of such a mechanism on corporate be­
haviour. 

Another aspect is the interdependence between RDTIs and corporate tax 
rate. The higher the rate of corporate income tax, the greater the incentive 
for firms to make use of tax incentive systems to reduce their liability. In 
contrast, in countries with low corporate tax rates (e.g. Korea, Ireland, 
Finland, Sweden) the incentives are small*^ The interdependence between 
RDTIs and the tax system would appear to involve more than the incentive 
or disincentive effects of corporate tax rates. In their general reform of 
corporate taxation, Finland, Germany, and Sweden simply did away with 
RDTIs. This denotes a certain de facto primacy of the rationality of tax 
policies over that of S&T policies in countries where the ratio of private 
R&D to gross domestic product (GDP) is high. The assumption is that the 
tax reform will ultimately benefit the firms best able to pursue R&D. The 
complexity of these interactions makes it harder to delve any deeper into 
the coherence of the tax system as a whole, or even into the real impact of 
RDTIs. 

ic See Warda (1994, 2001, 2002) for a comparison of the national level of incentives in­
duced by an R&D tax scheme taking account of certain other national tax devices. 

^̂  Korea's corporate tax rate stands at 15% for companies with an annual taxable 
income below 100 milHon won ($82,325) and 27% for those with income at or 
above 100 million won. Hong Kong has the lowest corporate tax rate in Asia at 
just 16%, compared to Singapore's 22%, Taiwan's 25%, Malaysia's 28%, Japan's 
30%, China's 30% and Thailand's 30% rates. These last rates are close to the EC 
average rate reported in Devereux et al. (2002). 



244 Stephane Lhuillery 

National R&D tax policy is also dependent on foreign tax schemes. The 
more open and competitive environment of recent decades has encouraged 
several countries to make their tax systems more attractive to investors. 
Tax policy towards FDI, in combination with targeted tax incentives, is of­
ten regarded to be the main source of the Japanese economic miracle in the 
1970s and Irish economic recovery in the 1990s (Walsh 2000). RDTI 
mechanisms are thus part of the lowering of overall tax rates and are de­
signed to settle or attract foreign R&D investors. If multinational firms, 
and the more profitable firms, are more likely to be interested in the gains 
that tax competition generates (Fuke 1997; Devereux et al. 2002), then this 
evolution will have two disadvantages: national R&D tax schemes, em­
bedded in the new international fiscal Nash equilibrium, do not induce any 
significant and long term competitive effect even if a global effect occurs 
(OECD 2001b) on subsidies). Second, the general lowering of tax rates can 
induce a general loss of fiscal receipts that will curb public R&D activities, 
especially in periods of economic slowdown. An extreme mechanism, used 
by Malaysia, Singapore, and Taiwan, is to exempt a firm from tax under 
certain conditions. This exemption is often long-term. For example, if the 
firm undertakes to perform R&D for ten years, it may be granted this bene­
fit. The purpose of such exemptions is undoubtedly to obtain a regularity 
of R&D efforts over a long period and to avoid investment cycles. From an 
international standpoint, such a policy may be considered to be harmful 
when combined with other devices (OECD 1998). However, the tax issue 
for countries is far from simple. Thus, the numerous criteria that enter into 
R&D investment decisions lessen the likelihood of significant tax-induced 
international transfers of R&D activities. In particular, when multination­
als relocate their research facilities the aim is seldom to maximize tax 
benefits, but more likely to be closer to markets, and skilled labour, and to 
provide technical assistance to production units (Pearce and Singh 1992; 
Mines 1994). 

8.6 Conclusion 

Public support for S&T is often seen as the provision of discrete subsidies 
for R&D. This chapter shows that even RDTI schemes are shaped to fit the 
goals of programme designers. RDTIs are complex and cannot be applied 
"without distinction to all firms" with clarity and simplicity (EC 2002). 
Furthermore, we would suggest that the introduction of RDTIs allows gov­
ernments to support firms that do not qualify for public funding in the 
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shape of subsidies, procurements, prizes, etc. We w ôuld suggest also that 
RDTIs induce shifts within these traditional public funding procedures. 

Besides the issue of the rate of return of RDTI schemes compared to 
other policy tools, one question that needs to be addressed is why RDTIs 
are becoming so popular in the OECD countries. The success of RDTIs in 
the eyes of policy makers relies mainly on their flexibility. RDTI amounts 
are positively correlated with fiscal incomes. Even if this pro-cycle aspect 
may be regarded by governments as a problem, such a self regulating 
mechanism is much easier to manage than direct subsidies during "bear­
ish" periods. Second, as has been shown, the provisions are easy to change 
or adapt on a yearly basis. Policy makers can thus monitor the scale 
(amount) and the scope of incentives. Last, RDTIs can be managed by a 
very small staff and therefore, neither the introduction nor the withdrawal 
of RDTIs requires additional human capital or introduces social problems. 

RDTIs are popular with governments because they touch a lot of firms, 
are easy to make visible, and their effect is probably seen more quickly 
than that of other types of R&D funding (Guellec and van Pottelsberg 
2000), which may fit more easily into political cycles. 

We suggest in this chapter that the success of RDTIs relies on the lack 
of institutional changes needed to already implemented policy tools. The 
permanence of direct instruments is a condition of the success of RDTIs. 
First, S&T policy makers do not consider that an indirect tool, such as 
RDTI, is sufficient for the creation of start-ups in new strategic technology 
fields, such as biotech, nanotechnologies, or NICTS. Second, although 
many RDTIs are oriented toward SMEs, the standard elitist S&T policy of 
"picking the winners" among national large firms through grants, subsi­
dies, and procurements may still be carried on. 

Even if the addition of RDTI does not suppress the availability of tradi­
tional R&D funding, we suggest that it usually reduces the field of inter­
vention of direct R&D subsidies. However, RDTIs provoke weak opposi­
tion from traditional S&T policy makers, which can be explained by three 
factors. First, when annual budgets are considered, the different admini­
strations see the allocation of resources among players as a zero sum game. 
The direct effect on the weight that is given to S&T policy among the state 
policies, and the indirect effect in that public S&T traditional actors (other 
S&T policy makers or even public research organizations), makes the rise 
of the RDTI scheme a threat to their future resources. Also RDTIs do not 
induce a financial flow toward the administration responsible for this new 
allocation of money dedicated to R&D. Thus, the introduction of RDTIs 
demands a new political actor, not hitherto involved in S&T policy (the 
fiscal administration or the budget). The person with responsibility for 
RDTIs may not be seen as being powerful since they have no means to in-
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fluence the allocation of the amounts of money that they are responsible 
for. Third, RDTIs are easy to introduce because, in general, R&D policy 
makers are unfamiliar with this new kind of tool and only later become 
aware of its influence on their activities. 

From an economic point of view, few existing works have looked at the 
interaction and coordination issues involved in the different S&T policy 
tools, although many authors have investigated the balance between IPRs 
and public knowledge. A critical issue for S&T policy makers are the in­
teractions and balance between the different R&D funding tools. 
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Appendix A: Complementarity or substitutabUity among R&D 
funding sources: a multivariate probit model 

In order to test the complementarity hypothesis, we introduce simultane­
ously equations explaining the probability to benefit from at least one euro 
from public organizations. 

The data set is the result of merging the R&D survey data and the RDTI 
data set for 2001. All firms with a positive R&D tax credit in 2001 are not 
included in the R&D tax survey. 5,908 firms are part of the French R&D 
tax credit scheme among them, 3652 with a positive credit in 2001. Only 
944 firms with positive R&D tax credit are thus available in the 2001 R&D 
tax survey. Furthermore, firms with declared subventions included only in 
the tax credit data set were removed since we were unable to identify the 
sources of funding. The final data set includes four R&D public funding 
sources for 6276 firms. A firm could use any or all of these sources. The 
multivariate probit model estimates the association between size and sector 
activities (NACE 2 level) while controlling for the effects of the covariates 
and correlation among the R&D funding bodies variables. 

More precisely, considering the observed level of received financial 
flows as indicators of latent variables measuring the funding strategy of 
firms, we introduce a multivariate probit model with 4 equations : 
RDPUBR*ik = YkZik + îk, k=l,..,4 where RDPUBRik=l if 
RDPUBR*ik > 0, and RDPUBRik = 0 if RDPUBR*ik < 0, for k=l,..,4 and 
Zik the set of explanatory variables for the 4 equations. RDPUBR includes: 

- financial fimds on R&D procurements (mainly from DoD, CNES, 
ONERA or CEA). PROCUREMENT is a dichotomous variable that is 
one (0 otherwise) when a firm earns money in 2001 from R&D con­
tracts with French organizations. 

- R&D direct incentives (Mainly, Ministry of Research, Ministry of in­
dustry, ANVAR, Ministry of Transportation, Ministry of Environment, 
Regions). DIRECT is where a firm gets direct R&D funding from 
French organizations (18% are in this category). 

- EC funds (without financial funds coming from ESA...). EC variable is 
one (0 otherwise) when funding was received from the EC in 2001. 4% 
of firms are involved. 

- R&D tax credit (Ministry of Finance). TAX CREDIT is 1 (0 otherwise) 
when the firm has a positive tax credit in 2001 (38% of the sample). 
This last variable thus does not represent a financial flow. 
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51% of firms in our final sample obtained public funding for their R&D 
or for their sub-contracted R&D. 

The z set of explanatory variables is similar for the different equations. 
We assume that the probability to benefit from public funds depends 
roughly on the size of firm (SIZE = number employees taken in log) and 
its belonging to a sector (A set of 21 sector dummies is introduced as 
SECTOR). A second order term is introduced when necessary to fit non 
linearity with size. Thus the multivariate probit model can be summarized 
as a system of four equations: 

DIRECT; =fi,, SIZE, ^ ^fi^,SECTOR,,+^, 

s=24 

TAX CREDIT; =fij, SIZE. + p,, SIZE't + Y, Psi^ECTOR,^, +f., 
5=23 

PROCUREMENT; =/3J,SIZE,+ Y,fi^,SECT0R^s^^i3 

EC: =fi„ SIZE.+P,, SIZE', + 'f^p,,SECTOR,,+i,, 
s=3 

(SIZE^ is SIZE squared that is introduced as mentioned) 

One way to test the interdependent hypothesis is to assume that the error 
terms of each decision to ask for public fiinds (direct or indirect) are corre­
lated in the form Cov[^ik, ^ik] = Pkk' with k=l,..,4 and k'=l,..,4 with k^^k' 
(See Gourieroux 2000). If pkk'^0, the complementarity between the two 
considered endogenous variables is obtained. Interdependence of R&D 
fianding is rejected if the pkk' variable is significantly different from 0. A 
third case may be that the different R&D tools are substitutes (pkk'<0). 

The analysis of the expected sign of explanatory variables as well as the 
comments on the estimated coefficients is beyond the scope of this paper. 
However, focusing on complementarity or substitutability among R&D 
funding we can estimate of the disturbance covariance matrix (see Table 
8.3). 
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9.1 Introduction 

As the number and variety of forms of public actions supporting Science, 
Technology and Innovation (ST&I hereafter) has increased, despite their 
reliance on ever-scarcer public financial resources since the 1980s, evalua­
tion studies have multiplied. At the same time, this period has seen an in­
creasing sophistication and refinement in analyses of the research and in­
novation processes, and the accompanying rationale for and tools of state 
intervention. 

This has led to a somewhat paradoxical situation^ where: i) although an 
impressive number of evaluation reports have been published, they address 
several different, generally quite context-specific, but sometimes overlap­
ping, aspects of these public initiatives, with no coherent framework to ex­
plain their relevance (in terms of level of evaluation or rationale); ii) very 
simplistic, but complex and theoretically grounded evaluation tools are be­
ing applied; and iii) apparently new approaches are being taken to address­
ing the same problems and questions that have already been addressed and 
analysed in other works, while at the same time new and crucial issues re­
lated to ST&I processes are being neglected. There is, thus, some discrep­
ancy between the fields of evaluation studies and ST&I analysis. Broadly 
speaking, a lot of these new issues are emerging because ST&I processes 
are increasingly resulting from the collaborative activities of various ac­
tors. 

^ Despite the many rich and promising attempts to synthesize and summarize the 
different evaluation approaches and the related scope of relevance (see for in­
stance OECD 1997; Georghiou et al. 2002; Fahrenkrog et al. 2002). 
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Against this background, the BETA approach is rather specific in that it 
has been used to evaluate a large variety of public programmes over the 
last twenty years. However, these assessments have addressed specific as­
pects, in particular the so-called "indirect effects" of public research and 
development (R&D) programmes. These effects are at the heart of the in­
novative processes fostered by these programmes and the fact that the 
evaluations have covered different types of programmes and related insti­
tutional set-ups has highlighted the results and mechanisms linked to some 
of the issues currently preoccupying policy analysts (often fi-om different 
disciplines) and policy-makers dealing with public support for collabora­
tive ST&I activities. 

The objective of this present contribution is to provide some insights on 
three issues, central to cooperative R&D programmes: university-industry 
relationships, the role and performance of small and medium sized enter­
prises (SMEs) in collaborative innovation activities, and the design of 
partnerships between actors involved in such activities. We propose, there­
fore, to select for examination only those public programmes supporting 
R&D cooperation between the participants. Lessons and results fi'om these 
studies will be linked to the results fi*om some other recent academic and 
empirical studies in corresponding fields. However, each BETA evaluation 
relates to a specific public programme that is often highly context-
dependent (sector, economic conditions, etc.). Therefore, translating these 
results and conclusions to other contexts must be done with caution. It 
should also be noted that each BETA evaluation involves a vast number of 
quantitative results, which, for reasons of space and simplicity of presenta­
tion, are not included here. 

Parts 9.3, 9.4 and 9.5 of this chapter are devoted respectively to the 
three issues mentioned above. Following on from the comments made at 
the beginning of this introduction. Part 9.2 describes the BETA method, its 
relevance and its main methodological features, as well as briefly introduc­
ing the different studies performed using this approach. 

9.2 Positioning, IVIethodology and Overview of Empirical 
Studies 

9.2.1 Positioning 

The relevance of the BETA approach is illustrated by four main perspec­
tives, derived from some of the major distinctions with reference to the 
field of "Evaluation of ST&I policies". 
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First, there is often an analytical distinction between the evaluation of: 
a) researchers (at individual level); b) teams or organizations; c) projects or 
programmes; d) specific mechanisms or institutional settings; and e) over­
all sets of policies or system of innovation. Clearly, the BETA method 
deals with the evaluation of programmes and projects. 

Second, different types of programmes are designed and implemented 
by policy-makers, with what falls under the term "programme" being very 
frequently rather fiizzy and vague. The BETA approach is concerned with 
the evaluation of a limited range of programmes, namely the public Re­
search, Training and Development (RTD) programmes, with the following 
characteristics: 

- they are partially or wholly fimded by public money; 

- firms are involved possibly in cooperation, with a university and/or 
other institutions (thereafter called participants or partners); 

- R&D is performed; 

- there is agreement between the parties involved on R&D topics and on 
operational goals; 

- they have a limited time horizon. 

Therefore, pure basic research exclusively conducted by academics and 
Public Research Organizations (PRO) is beyond the scope of the BETA 
approach. However, both basic research as a part of an R&D project, and 
the involvement of PROs in collaborative projects are considered. 

Third, the term evaluation encompasses different exercises, from differ­
ent perspectives, that mobilize different stakeholders and use a different 
range of methods. Following the traditional definition (OECD 1997; Geor-
ghiou and Meyer-Krahmer 1992), one usually talks about the analysis and 
assessment of: 

- the goals of the programme and the decision process leading to them; 

- the institutional set-up of the programmes (instruments, rules, etc.), their 
design and their implementation; 

- the results, outputs, outcomes and other impacts of the programme. 

Coupled with this distinction is the time perspective that is adopted by 
the evaluators, leading to another useful breakdown usually proposed be­
tween ex aw^^/strategic evaluation, and monitoring, and ex post retrospec­
tive (recapitulative) and/or proactive (or endo-formative) evaluation. 
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The Beta approach focuses on the latter aspects of each of these two dis­
tinctions. Aiming at evaluating specific types of impacts, it provides a 
minimal estimation (in monetary terms) of their importance, and helps to 
address such question as the programme's efficiency, effectiveness, impact 
and sustainability. But it also enables a better understanding of how these 
effects are generated and, more generally, how innovation processes are 
generated by large RTD programmes and are creating economic value. In 
this sense, it fulfils one of the basic requirements of any evaluation work, 
that is, to enable the incorporation of lessons learnt into the decision­
making processes of policy-makers, programme managers, and partici­
pants. 

Finally, from a more theoretical standpoint, in many respects the BETA 
approach is a mix of standard market-oriented approaches and sys­
temic/evolutionary approaches. The indicators adopted by BETA to quan­
tify the effects (changes in market shares, added value, cost reductions, 
time savings, etc.) are related to the neoclassical framework (cf 9.2.2.3). 
However, the type of impacts evaluated, which correspond mainly to 
learning effects, refer to the second type of approach. Basically, knowl­
edge creation, processing, and diffusion, but also externalities within and 
between actors and network creation, are among the phenomena under 
scrutiny. The first three chapters of this book analyze the policy rationales 
taking into account evolutionary (see Chapter 1 by Bach and Matt), sys­
temic (see Chapter 2 by Metcalfe) and knowledge-based (see Chapter 3 by 
Cohendet and Meyer-Kj^ahmer) approaches to the process of innovation. 
They provide the theoretical context for, and challenge of, the economic 
evaluation of public R&D programmes. 

In addition, some further classification of evaluation approaches and 
studies relates to the scope or identity of the actors involved (basically par­
ticipants vs. non-participants) and to the level of evaluation (micro, meso, 
or macro, with the possible additional investigation of dual and articulated 
perspectives). Regarding these last categories, the BETA evaluation is lim­
ited to the participants in the programme: what is evaluated is the eco­
nomic impact (or the economic effects) generated by, and affecting, these 
participants. It is, therefore, based on a microeconomic approach, but the 
results obtained at this level of investigation are aggregated in order to 
provide an evaluation at the level of the set of participants as a distinctive 
population. 
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9.2.2 Methodology 

The first specific feature of the BETA approach reside in the distinction it 
makes between what are termed the direct and the indirect effects of pro­
grammes, a distinction that is based on their objectives. The second feature 
is the way that these indirect effects are defined and evaluated, and is at the 
core of the BETA approach. 

9,ZZ1 Direct Effects 

Direct effects are those effects directly related to the objectives of the pro­
grammes and projects, as defined at the start of each project. The nature of 
direct effects may change depending on the public policy aims and the in­
stitutional arrangements adopted for its implementation. 

For instance, technology procurement policy (such as a new space satel­
lite, a new transport infrastructure, or a means of producing energy) sup­
poses that technology or technological artefacts will be delivered by the 
body that is awarded the public contract, and then put at the disposal of the 
whole of society under specific rules. This form of ST&I policy leads to 
direct effects that are related both to the contract between the public au­
thorities and the delivering entity (that is, the very activity of producing the 
technology or the technological artefact), and to the use of the technology 
or technological artefact by society. 

In the case of financial subsidies provided to a single firm (or to a con­
sortium of firms and PROs) for its RTD activities, if the objective is to de­
velop a new product (or a new process), the sales of such products (or the 
economic effects of the use of this new process) can be considered as di­
rect effects. This holds for more fundamental research-oriented projects: 
direct effects are related to the application of new scientific knowledge or 
new technologies in the field envisaged at the beginning of the project; 
however, the range of possible direct effects may be enlarged, since the 
fields of application may have been broadly defined. 

It is clear then that the direct effects for different types of programmes 
cannot easily be compared, and often require the use of different methodo­
logical approaches and metrics. The BETA evaluation method is not very 
innovative in terms of how these direct effects are identified and evaluated, 
and is not always best suited to making such identification and evaluation. 
In addition, evaluation studies based on the BETA approach, which ac­
counts for indirect effects, do not always take direct effects into account. 
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9.2.2.2 Indirect Effects 

Indirect effects are those that are beyond the scope of the objectives of the 
project. Generally speaking, indirect effects are derived from application 
of what has been learned during the execution of the project, through the 
activities of the project participants, but which is not directly related to the 
objectives of the project. All types of learning leading to the creation of all 
types of knowledge are taken into account: technological, organizational, 
networking, management, industrial, and so on. This is probably the main 
feature of the BETA approach since it provides a very detailed view of 
how an RTD activity performed within the framework of a public pro­
gramme affects the learning processes of participants. Indirect effects can 
be broken down into four sub-categories: 

- Technological effects concern the "transfer" of technology from the pro­
ject to other activities of the participant (the transfer is thus "internal" 
across the scope of the participant's activities, possibly involving differ­
ent teams or divisions). Following the definitions proposed by "evolu­
tionary economics" and "knowledge economics", the term "technology" 
here encompasses artefacts (products, systems, materials, processes) as 
well as codified, tacit, scientific, and technological knowledge (apart 
from methods, see Organization and Method Effects). What is trans­
ferred can therefore be of a very diverse nature, from scientific expertise 
to a worker's know-how, including technology laid down as a blueprint, 
or new theories or "tricks of the trade". This broad approach represents 
part of the originality of the BETA methodology. The transfers lead to 
the design of new or improved products, processes or services, allowing 
participants to carry out further research projects in the same field, or to 
contribute to research activities in more or less related domains. 

- Commercial effects fall into two categories, not directly or necessarily 
linked to a technological learning process. First, network effects refer to 
the impact of projects on the cooperation among economic actors (estab­
lishment of business links between participants in a consortium, which 
lead to the continuation of commercial or technical collaboration after 
completion of the project; cooperation between participants and organi­
zations or firms not involved in the project, for instance, with the sup­
plier of another participant, or as the result of a conference or workshop 
organized by the public organization managing the programme being 
evaluated). Second, there is the label effect, which results from the repu­
tation acquired by participants working on behalf of a particular public 
programme: this good image or reputation is often used afterwards as a 
marketing tool. 
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- Organization and Method (O&M) effects occur when experience gained 
through the project allows a participant to modify its internal organiza­
tion and/or to apply new methods in project management, quality man­
agement, industrial accounting, and so on. 

- The last type of indirect effect, termed Competence and Training (or 
Work Factor) effect, differs from the first three. Competence and Train­
ing effects describe the impact of the project on the "human capital" of 
the participant. Each of the participating organizations masters a certain 
range of competences related to more or less diversified scientific and 
technological fields, which form what has been called the "critical 
mass" or the "knowledge base" of their organizations. The impact of the 
project on this "critical mass" constitutes the work factor effect. Thus, 
the BETA approach aims to differentiate between routine work and in­
novative work, which increases or diversifies the technological abilities 
of the participant. 

9.2,2.3 Quantification oftfie Economic Effects^ 

It is assumed that most types of indirect effects (as well as the direct ef­
fects of some RTD policies or programmes) can be expressed in terms of 
added value generated by sales and cost reductions, which, in turn, have 
been achieved as a result of the knowledge gained by the participants dur­
ing the programme being evaluated. Whenever an indirect effect is ob­
served, an attempt is made to perform such quantification. But this is not 
possible in all cases, and a significant number of identified effects gener­
ally remain unquantified. 

Accordingly, technology transfer basically leads to the design of new or 
improved products, processes, or services, which allow the participant to 
increase sales, to protect market share, to benefit from a reduction in costs, 
or to win new research contracts. Commercial effects lead to new sales or 
research contracts, and O&M effects lead to cost reductions. 

When the transfer of technology or method, or the commercial effects 
are only partly responsible for increased sales or cost reductions, the value 
of the corresponding effect only amounts to a share of those sales or cost 
reductions. This share is in proportion to the influence on those sales or 
cost reductions of work performed within the framework of the evaluated 
project ("fatherhood coefficients" are thus used). When such an evaluation 
is complex, a two-step process is used: first, the influence of one parameter 

2 A detailed description of the quantification is provided in (Georghiou et al. 2002) 
Part 4. Case studies. 4.2 Maket-oriented case study: http://les.man.ac.uk/PREST/ 

http://les.man.ac.uk/PREST/
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is evaluated (influence of technological aspect, commercial aspect, and so 
on, following the logic of the indirect effects classification), then evalua­
tion of the specific influence of the evaluated project on this parameter is 
made. 

There are two exceptions to this quantification method, and in both 
cases proxy values are used. First, in the case of patents that are not pro­
tecting existing products or processes, the indirect effect is estimated by 
the amount expended by the participant to register and keep the patents 
"alive". The second exception relates to quantification of the work factor. 
The method consists of: 1) isolating those people (engineers and techni­
cians) who contribute to the technological capacity of the participating 
firm as the result of an increase in their competences (which may enlarge 
or diversify the 'critical mass' of the participant firm); 2) evaluating the 
time spent by these people on truly innovative activities; 3) for reasons of 
homogeneity, quantifying the effect in monetary terms by taking into ac­
count the average cost (including overheads) of these engineers or techni­
cians over the time period estimated in the previous step. 

9.2.2.4 Gathering Information 

Information about the effects (as well as the quantification process) is 
gathered through interviews with a group of participants forming a sample 
of the whole population of participants in the evaluated programme. The 
individual data are kept strictly confidential by BETA, and only aggre­
gated results are released. 

Besides the information related to the effects themselves and their quan­
tification, a large number of other data are collected to account for the 
specificities of the programmes under scrutiny. Typically, these data help 
to characterize the programme (for example, specific domains of research, 
duration, funding, etc.), the participants (such as firms, laboratories, etc.; 
type of production, sector, size, nationality, and so on), and the involve­
ment of the programme participants (such as type of research, level of re­
sponsibility or position in consortia, type of IPR adopted, own funds in­
vested, etc.). The scope of these data varies fi*om one programme to 
another, and, therefore, can be finely adjusted to the particular characteris­
tics of each programme and according to the focus that the evalua-
tors/policy-makers want. A large part of the value of the conclusions 
drawn fi-om this type of evaluation comes fi*om the coupling of the effects 
observed and possibly quantified, and these characteristics. 
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9.2.2.5 The Principle of Minimum Estimate 

The measurement of economic effects performed by the BETA group must 
be considered as a minimum estimate for the following reasons. All esti­
mations of figures provided by participants are systematically minimized. 
That is to say, these estimations are expressed mostly as a range from 
which only the lower boundary is used for computation. Some effects can­
not be measured, for instance, because the influence of the project exists, 
but is not separable from other factors. In spite of the time spent in inter­
viewing people, some cases may also escape the interviewers, for instance 
when the technical aspects are very complex or when the firm has "forgot­
ten". Finally, in spite of the guarantee of confidentiality provided to all in­
terviewees, they might still be reluctant to disclose strategic information. 
More generally, it should be underlined that the BETA methodology aims 
to assess only the economic effects for the participant and not the benefits 
to the rest of the economy. These latter are mid- or long-term effects, 
which may consist in diffusing technology (through imitation, technology 
transfers, staff mobility), or increasing consumer satisfaction. Thus, the 
measured effects are only a subset of the global economic effects of the 
projects. 

9.2.2.6 The Sampling: Projects, Participants and Time 
Coverage 

As mentioned above, the methodology is based on a sample of partici­
pants, which should be representative of the whole population of pro­
gramme participants (i.e. all firms and research organisations involved in 
the R&D activities supported by the programme being evaluated). To 
achieve this, it is necessary to choose a set of objective parameters, which 
can be obtained independently of the results and which also correspond to 
certain criteria operating in the definition or in the objectives of the R&D 
programme. In the case of programmes subdivided into numerous projects, 
the projects might be the basis of the sample (selecting a representative 
sample of projects). 

Interviews usually involve two members of the BETA team. The man­
agers interviewed include those with overall responsibility for the project; 
in many cases, especially in SMEs, this person will be the General Direc­
tor of the firm or the Technical, Engineering or R&D Manager. Other 
managers (on the Marketing, Accounting or Sales sides) are also inter­
viewed. Prior to each interview, the BETA team sends some information 
about the study and the evaluation methodology to the interviewees. In-
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formation gleaned from the interviews is frequently augmented through 
postal and telephone exchanges. 

For each project studied, the time period covered by the evaluation ob­
viously starts from the beginning of the project, since some effects may 
appear right at the outset of the research work. As for the end of the time 
period, two years of forecast are generally considered. 

9.2.3 Overview of Empirical Studies Using the BETA Method 

Since the end of the 1970s, many programmes have been evaluated using 
the BETA approach. They are listed in Table 9.1. As mentioned above, 
these programmes all belong to the category of public RTD programmes, 
and many are of a collaborative nature. But they differ in terms of their de­
sign, some important aspects of the institutional arrangements that public 
authorities have put in place to implement them, and their interactions with 
society as a whole. Without addressing this in too much detail, one can dis­
tinguish between different forms of public RTD programmes using a sim­
ple description of the roles of the actors involved in the programme. These 
are: 

- to provide funding; 

- to design the operational (technical, temporal, etc.) objectives of the 
programme and/or projects; 

- to design the modalities, rules, etc.; 

- to manage the programme and/or projects; 

- to perform R&D activity; 

- to control the diffusion of the direct results of the programme and/or 
projects; 

- to use the direct results of the programme and/or projects. 

A detailed analysis of the roles of the various actors shows that R&D 
activity, and the control of access to the direct results and their use vary 
across the programmes evaluated using the BETA approach. However, the 
BETA approach focuses on the learning processes triggered by the R&D 
performed in each of the programmes and, consequently, on the initial 
beneficiaries of these processes, evidenced by the emergence of indirect 
effects. It therefore allows the innovation involved in these programmes to 
be measured, while also taking into account the various contexts in which 
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the R&D activity is designed and managed, and its results used. The set of 
complementary data mentioned above enables this. 

However, this means that comparisons of the overall results of projects, 
expressed in terms of effects (or ratio), must be treated with some caution. 
These results are not sufficiently comprehensive to completely grasp the 
variety of the effects generated, their meaning, and the determinants of the 
processes that have produced them or that have hindered or limited them. 
The results based on cross-analysis of effects and the various characteris­
tics and the qualitative/interpretative analysis are undoubtedly far richer 
and more informative. As mentioned in the introduction to this chapter the 
following section highlights results related to three topics of importance in 
cooperative R&D programmes: university-industry relationships, the role 
and performance of SMEs in collaborative innovative activities, and the 
design of partnerships. Given their greater scope in terms of the numbers 
of projects evaluated and partners covered, and given their collaborative 
nature, we decided to focus on the studies within the European Commis­
sion Framework Programmes (ECFP), the European Space Agency (ESA) 
programmes and, to a lesser extent, projects that were part of the Material 
Ireland programme. 
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9.3 University-Industry Collaboration in R&D Activities 

During the 1980s several national governments implemented new tech­
nology policies designed to promote university-industry partnerships^ 
Universities were put under pressure from government to change their 
function in society and to play an active role in the process of innovation. 
Thus, besides their classic mission of teaching and researching, universi­
ties were expected to diffuse new knowledge and to deliver new technolo­
gies to industry, in order to enhance the competitiveness of the economy. 
These policy initiatives have had a variety of consequences and impacts 
for both sets of actors. In this section, we show how the research results of 
universities or PROs have influenced the iimovation capabilities and/or 
processes of firms in several programmes. We also illustrate how the re­
search activities of the academic actors benefited from participation in col­
laborative innovation projects. We compare our results with the conclu­
sions from existing empirical studies related to the topic. 

9.3.1 The Impact of Scientific Research Results on Industrial 
Partners 

During the 1990s, a large number of studies, based on surveys, patents, 
and publications, underlined that universities and PROs produce substan­
tial R&D spillovers. For instance, Mansfield (1991) and Beise and Stahl 
(1999) show that in the absence of academic research a percentage of new 
products and new processes would not have been developed or would have 
come later. These positive impacts of university research are confirmed by 
studies based on the geographical dimension of spillovers^ (cf. Jaffe 1989). 
These studies generally highlight that geographical proximity matters and 
that the benefits from academic research decrease in line with the distance 
between industry and university (cf Mansfield and Lee 1996, Narin et al. 
1997) underline that the knowledge flows between the two worlds in­
creased threefold in the US between 1987 and 1994. If spillovers seem to 
be significant in the innovation process, firms do not consider PROs as 
important contributors to the creation of new ideas or to innovation com­
pletion (Cohen et al. 2002; Fontana et al. 2003). However, firms exploit 
research results in order to imiovate believe that cooperative agreements or 

^ To understand the antecedents of policies facilitating university-industry rela­
tionships see, for instance, Foyago-Theotoky et al. (2002). 

4 Feldman (1999), Salter and Martin (2001), and Breschi and Lissoni (2001) con­
tain valuable surveys of this literature. 
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formal contracts are important in accessing fundamental research (Meyer-
Krahmer and Schmoch 1998). Some studies highlight the characteristics of 
firms with the highest propensity to benefit fi*om public research results via 
cooperation (Mohen and Hoareau 2002; Fontana et al 2004), but very few 
analyses underline the potential benefits generated by firms participating in 
these kinds of agreements. In this section, we analyse the impact of scien­
tific research results on the iimovation abilities of firms participating in 
publicly financed R&D cooperative agreements. 

In the course of evaluating the Euram, Brite and Brite-Euram F (1993), 
we identified that the presence of a PRO (universities, institutions such as 
CNRS, Max Planck, CNR, etc) in a consortium had a positive influence on 
firms' generation of economic effects. The companies allied to PROs gen­
erated more direct effects than those not allied with PROs. The presence of 
a PRO in a consortium allows the process of generating indirect economic 
effects to be accelerated: in the short-run firms with an academic partner 
generate greater indirect effects than others; over the long-term the results 
are approximately the same for both types of firms. Association with PROs 
also influences the type of indirect effects generated by firms. Membership 
of a university in a consortium favours product rather than process trans­
fers, network effects rather than reputation effects, organization rather than 
method effects, and competence building rather than training. These results 
are somehow consistent with those obtained by Mansfield (1991): 11% of 
new products and 9% of new processes could not have been developed or 
would have come much later in the absence of academic research. 

In the course of the same study, and in HPCN (1997), we analysed how 
the nature of the research conducted by each partner impacted on their 
economic results. During the interviews partners were asked to define their 
particular research contributions: more fundamental (i.e. upstream), or 
more applied research or development oriented (i.e. downstream)? The 
group of organizations involved in upstream research (not just PROs) pro­
duced twice as many indirect effects as those conducting downstream re­
search, but they generated far fewer direct effects. Moreover, downstream 
research providers generated a very small proportion of technological ef­
fects. These results may be explained by the fact that downstream research 
is more specialized and focused and, thus, less generic than upstream re­
search. The more generic the knowledge, the more it is likely to be dif­
fused within the organization. At the consortium level, it is interesting to 
analyse the differences between collaborations where fundamental re-

^ These programmes focus mainly on new materials and industrial technologies. 
High-tech sectors, such as the pharmaceutical, biotech and NTIC sectors, are not 
well represented in these programmes. 
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search is associated with the other stages of innovation and those involving 
only downstream activities. The participants involved in consortia engaged 
in fundamental research are far more successful in terms of both direct and 
indirect effects. They also generate a large proportion of technological 
transfers while those working in more dovmstream consortia generate 
mostly human factor effects. These results underline the crucial role played 
by fundamental research in the innovation process (Kline and Rosenberg 
1986). 

As a result of deeper analysis of the direct and indirect effects, we can 
highlight which disciplines or scientific areas support economic effects. In 
Euram, Brite and Brite-Euram I, the direct effects were mainly generated 
in relation to three disciplines: mathematics and informatics, applied phys­
ics, and material science, which accounted for 93% of the cases of direct 
effects and 98% of the total value of direct effects. Effects in the area of 
mathematics and informatics were a surprise: Brite-Euram was merely in­
tended to support the development of new materials and industrial tech­
nologies. This scientific area consisted mainly in developing mathematical 
tools for modelling and simulation; it became mature at the time of the 
programme and was able to be transferred successfully from universities to 
industries. Concerning the indirect effects, the main difference is in the 
relatively poor performance of mathematics and informatics. One of the 
reasons is probably that the main objective of projects supported by 
mathematics and informatics was to directly transfer the knowledge cre­
ated by these disciplines to the intended process or product; less concern 
was given to the generation of indirect technological transfer. Material sci­
ences and applied physics mainly supported the generation of indirect 
technological effects that were particularly successful in economic terms. 

9.3.2 The Impact of Collaborative Innovation Projects on PROs 

Universities and PROs may benefit fi-om sources such as licensing, equity 
revenue, sponsored research, donations, and also from technologies devel­
oped by firms (Brooks 1994; Siegel et al. 2002). Links with industry may 
help universities to update curricula, to initiate new programmes and to 
create job opportunities for students (Stephan 2001). However, negative 
effects on education (content and quality of teaching), students and on the 
culture of "open science" (Nelson 2001; Dasgupta and David 1994) may 
arise. Increased commercialization of university research can delay the 
publication of scientific findings and reduce the willingness of faculties to 
disclose their research agenda and results (Blumenthal et al. 1997). Tech­
nology transfer could encourage a shift from basic to more applied re-
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search. Some empirical evidence refutes this hypothesis and shows that en­
trepreneurial scientists achieve higher productivity scores than their non-
entrepreneurial colleagues (Louis et al. 2001). Our aim is to show that uni­
versities participating in publicly funded R&D programmes do generate 
economic effects and, especially, indirect effects. 

In Euram, Brite and Brite-Euram I, we foimd that universities did not 
generate direct effects: the role of universities is not to directly sell a prod­
uct on the market. However, they generated indirect effects mainly through 
new research contracts from industry, national governments, and the EU, 
and through increased competences. This latter aspect is considered by 
participants to be very important: it enables the discovery of new fields of 
research directly connected to the industry and thus increases the potential 
for future contracts. The researchers who acquire these new competences 
work in the laboratory for long periods and hold senior academic positions. 
The new research contracts will mainly find application in sectors that are 
close to the mainstream disciplines (physics, chemistry, material science) 
of universities: electricity / electronics, materials processing, chemistry / 
petro-chemistry / pharmacy, power generation / energy, precision equipment 
/ instrument / sensors, etc. These sectors are not the most prolific as tech­
nology transfer receptors (cf automobile, civil engineering) and thus it 
cannot be expected that universities generate large amounts of money from 
these kinds of activities. 

9.4 Role and Performance of SMEs in Collaborative 
Projects 

The key role of SMEs in all aspects related to innovation, and, correspond­
ingly, the support the State can or should provide to these actors, are recur­
rent questions in the field of STI policies (Audretsch 2002; Comite Riche­
lieu 2003). SMEs are often assumed to exhibit specific features regarding 
their capacity to innovate and to contribute to the link between innovation 
and economic development, however "positive" (favouring innovation) or 
"negative" (hindering innovation) these features may be (Dodgson and 
Rothwell 1994; Munier 1999; Hoffman et al. 1998; Julien 1994). In con­
trast to the Schumpeter, Galbraith and Schumacher contributions, the most 
common view of SMEs, which goes beyond the view of SMEs as "small 
big firms" (Welsh and White 1981), is that, on the one hand SMEs benefit 
from their inherent characteristics, which favour their capacity to adapt to 
the evolution of the environment (flexible organization, proximity to cli­
ents, entrepreneurial attitude), but on the other hand suffer from lack of re-



9 Twenty Years of Evaluation with the BETA Method 267 

sources (notably in terms of funding and competences), and from various 
forms of dependence leading to fragility (dependence vis-a-vis key per­
sonal, clients, assets, etc). 

In consequence, SMEs have long been a favourite target for ST&I poli­
cies^. It was therefore, not surprising, that in most of the programmes stud­
ied using the BETA approach, policy makers and, more generally, all 
stakeholders, paid great attention to SMEs' performance, behaviour, con­
straints, opportunities, etc. Some interesting results shed some light on 
these aspects. 

9.4.1 Do SMEs get More Benefits than Large Firms? 

The related questions here are: do SMEs exhibit their supposed advantages 
and shortages as regards innovation in the context of publicly supported 
collaborative R&D activities? Do SMEs generate more innovations than 
big firms in such activities? If so, why? Contrasting results were observed 
in the programmes evaluated by BETA^. 

Generally speaking, big firms obtained better results than SMEs in 
terms of effects generated. This was especially true in relation to direct ef­
fects from large cooperatively funded types of policy. For instance, in the 
cases of EC Brite-Euram as well as Esprit, it was obvious that, at this level, 
SMEs could not compete with big firms. However, the difference between 
big firms and SMEs was not so great in terms of indirect effects. In the 
case of Brite-Euram, big firms achieved more indirect effects, whereas in 
Esprit, SMEs displayed more of these effects. Moreover, it is interesting to 
note that in programmes that were "closer" to firms, such as technical cen­
tre activities (cf. the Material Ireland Programme), the direct effects were 
at least as large for SMEs as for bigger firms. This could indicate that in 
terms of directly generating market application from sponsored research, 
SMEs perform better when they are involved in programmes whose design 
and implementation are more specifically oriented towards them and/or 
towards day-to-day needs. But, again, the conclusion seems different when 

We will neither detail here the variety of policies adopted across countries, nor 
insist on the debate about the adequate levels (sector vs. general, local vs. na­
tional etc) at which policies towards SME are/should be conducted (OECD, 
1998) (North etal., 2001). 
See the different reports for the precise definition of SME adopted. The studies 
having been performed at different points in time, the exact definition varies 
from one study to the other, which means that i) results are not strictly compara­
ble in quantitative terms ii) comments provided here are intended to show some 
tendencies contextual to the environment (type of programme, sector, etc). 
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indirect effects are considered. In the case of Material Ireland, indirect ef­
fects were important for SMEs. In terms of the research being conducted 
by the Technical Centre, this result highlights the existence within SMEs 
of an absorptive capability that was used to exploit the outcome of the 
R&D sub-contracted to the centre. 

In most instances, the programmes evaluated helped firms to access new 
markets and new networks, which demonstrated some kind of additionality 
of policy for SMEs. In contrast, critical mass effects were comparatively 
more limited, which could indicate that long term support is the most suit­
able (or is a necessary complement), rather than "spot support" to help 
SMEs to build such capabilities. 

Another particularly interesting result concerns the correlation between 
direct and indirect effects. Whenever it was possible to build statistically 
significant sub-samples (particularly in the case of EC programmes), it ap­
peared that big firms were the only ones able to generate both direct and 
indirect effects from the same project; SMEs were only able to generate 
one type of effect. Big firms, therefore, are able to conduct different re­
search projects in parallel, to directly exploit results, and to make internal 
knowledge transfers from one project to another (provided that the internal 
strategy and organization allow this). SMEs are generally limited to work­
ing on a single project or a small set of related projects. If the project is 
commercially exploitable they concentrate on directly exploiting it (ignor­
ing indirect ways of developing it); if it is not, they either forget this pro­
ject and pass on to another or try by whatever means to derive indirect ef­
fects from it. But they are not able to do both. 

The role of the SME in the project must also be considered in terms of 
technical success: it has been shown that even when a project is a technical 
failure (and then ipso facto a commercial failure) big firms are able to de­
rive indirect effects. This capability denotes an "R&D culture" that enables 
learning from successes and failures. SMEs seem to be much more limited 
in their ability to learn from technical failure in any systematic and organ­
ized way, that is to "pick up" the pieces of knowledge that could be useful 
for other projects. 

In Brite-Euram, SMEs that were "Prime" contractors (coordinators of 
the project) were likely to generate fewer, but greater direct effects, while 
they generated few indirect effects. In other words, focusing on the prime 
activity reflects either a strong commitment to research, which could be a 
risky but wiiming strategy with high gains, but which limits the ability to 
value the activity other than through its direct consequences. 
The reason for this apparent dominance of big firms in exploiting collabo­
rative programmes is in part to be found in the classical explanations in the 
literature: 
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- Critical lack of financial resources: in the case of EC projects, for a big 
firm, in most instances the extra investment necessary to put the product 
of the research on the market was very small when compared to total 
turnover; for the SME, even for extra investment equal to the amount of 
money previously invested in the research project, the barrier was too 
high and the technologically successful project was abandoned. 

- Lack of R&D capacity: some SMEs have participated in EC pro­
grammes without having budget or staff dedicated to R&D activities. 
These firms generated neither direct effects nor technology-related indi­
rect effects. 

- Lack of critical mass of competences and the lack of diversity of compe­
tences: even when projects were quite successful from a purely technical 
point of view, complementary assets (technical, commercial, productive, 
marketing, etc.) were often insufficient to go the step further needed for 
commercial exploitation. 

- Lack of resources combined with a lack of flexibility: do not allow re­
sources and attention to be allocated over the long term to different pro­
jects in parallel, but only to switch over time from one activity to the 
other. 

Other factors have also been identified as barriers to the creation of ef­
fects. For instance, the problem of gaining the confidence and trust of po­
tential partners and clients seems to be crucial. In a significant number of 
cases, big organizations were reluctant to become the first clients for the 
innovative products or services developed by SMEs because they did not 
trust their mid-term or long-term ability in terms of quality, cost, and de­
lays. This limited the possibility for SMEs to economically value the de­
velopments they made during the projects. SMEs experienced difficulty in 
setting up and securing adequate intellectual property protection (IPR), 
which limited commercial exploitation in many cases. 

9.4.2 Do all SMEs Perform Equally? 

Finally, there is the question of heterogeneity of SMEs. Are the previous 
results relevant to all SMEs? Are SMEs similar in terms of their supposed 
specificities as regards innovation? In relation to the latter point, very 
schematically again, two related lines of arguments have been pursued in 
the literature in the last twenty years. The first tries to account for the het­
erogeneity of the population of SMEs. The argument was initially based on 
differences according to the age of the SME (following different growth 
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models), but has conceded that "all SMEs are not future big firms". The re­
search has led to numerous and often ad-hoc classifications based on vari­
ous innovation-related variables^ 

A second way of tackling this question directly deals with the existence 
of specificities in SMEs, obviously beyond the simple observation of their 
size, whose relevant measurement is always subject to debate (GREPME 
1997; Torres 1998). From a strict opposition between SMEs and big firms 
in terms of certain variables used to characterize any organization (such as 
centralization, formalism, hierarchy, information system, etc.), the research 
has moved on to the idea that these variables can take different values 
along a continuum, and, consequently, that firms can exhibit different con­
figurations of characteristics, which more or less depart from the SME and 
big firms "reference" configuration. More generally, recently some re­
searchers have argued that the delineation between many SMEs and big 
firms will become more and more blurred, as will the respective advan­
tages/disadvantages of SMEs. On the one hand, different forms of conver­
gence (often related to different organizational aspects (Lanoux 2001)) will 
be observed more and more frequently, although still remaining highly 
context-dependant^. On the other hand, the complex game of extemaliza-
tion of activities and multiplication of alliances and partnerships of all 
kinds has led to a growing decentralization of activities and a reinforce­
ment of the links between the firms, with an increasing dominance of big 
firms (Sakai 2002). More SMEs are joining groups and are thus no longer 

^ For instance distinguishing technology developers, users, and followers (OECD 
2001); "fast-expanding" firms including mostly young SMEs, investing more in 
R&D and having a bigger and more diversified portfolio of alliances, especially 
for innovative activities (see OECD (2000)); firms as regards their strategic ori­
entation such as innovation, niche, etc. (OECD 2001); young SMEs, mature 
SMEs, very innovative SMEs, growth SMEs (EC 2002a,b); passive or tradi­
tional SMEs, dominated by big, imitative, technology based, high tech (Rizzoni 
1991); etc. 

^ The generalization about quality management, which makes SMEs able to for­
malize and standardize many aspects of the organization that were previously 
rather informal; the pervasive use of ITT (Information and Telecommunications 
Technologies) and Integrated Information System which help them to rationalize 
and optimize all information processing aspects and allow big firms to avoid a 
too centralized management of information; operations management methods 
(Just-In-Time and Toyotism concepts, etc.), which help them to rationaUze and 
optimize the production processes; intemal strategies of big firms consisting, for 
instance, in organizational change towards less bureaucracy; extemal strategies 
of big firms consisting of the extemalization of a large range of activities related 
to research, conception, production, etc. 
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fully independent, while others are joining networks to get access to re­
sources that otherwise would be limited for independent SMEs. 

Rather than being driven by the intrinsic features of SMEs, the charac­
teristics of SMEs (especially their advantages/shortages as regards innova­
tion) would be largely determined by contextual factors, among which, be­
side sectoral or technical factors, interactions with big firms play a 
prominent role. To what extent then is this reflected in collaborative pub­
licly supported activities? 

In the empirical studies based on the BETA approach, these debates 
were reflected by the observation of varying results among the population 
of SMEs, according to some of their characteristics. 

For instance, in the Brite-Euram study (and at that time in absence of a 
strict definition of SME except in terms of small number of staff), it ap­
peared that at least three classes of SMEs could be distinguished, all exhib­
iting quite different results. SMEs that were part of large groups dominated 
by big firms, generated far more effects (especially direct effects). SMEs 
that were linked together within small groups ("holdings" of SMEs sharing 
some resources and participations) could be ranked in second position, and 
largely dominated the third category composed of purely independent sin­
gle SMEs. Clearly, funding was one of the key factors, but also marketing 
and strategic capabilities provided by the big parent-companies (while 
holding structures could allow scale and scope economies) were also im­
portant. More or less captive or preferential markets (for instance, related 
to sub-contracting activities) and credibility vis-a-vis partners and clients, 
played a major role. 

In the case of EC programmes, the SMEs that acted as "technology pro­
ducers" produced the most effects (direct as well as indirect), ahead of the 
pure researchers or those that combined production, research, and use of 
technology (big firms "integrating" those different roles were the most 
successful of all the firms in the study). Again, what is probably behind 
this phenomenon is the position that some specialized SME-technology 
producers hold as key players in established networks, or as sub-contractors 
of big firms. 

In the case of the ESA programme, another type of relationship between 
big firms and SMEs also surfaced. Apart from "pure" SMEs, a lot of small 
space departments or teams from non-space oriented big firms were pre­
sent. They often acted as quite independent companies forming "Space 
SMEs within big companies". For reasons similar to those outlined above, 
they were quite successful in generating indirect effects. But, to some ex­
tent, since they were technologically more "isolated" from the rest of the 
company, the volume of their technology-related effects was greatly de­
pendent on the organizational set-up favouring internal cross-fertilization. 
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9.5 The Design of Partnerships and the Performances of 
Actors 

Access to complementary assets and knowledge is very often the motiva­
tion for entering into a cooperative agreement, or joining an R&D consor­
tium. For instance, Richardson (1972) suggested that complementarity was 
the essence of inter-firm cooperation. According to Teece (1986) the assets 
of suppliers, clients, and competitors are important for both the consortium 
and the participating firm. He also stresses the important role played by 
complementary external assets in the creation of successful innovation 
and, therefore, that complementary assets could justify the formation of 
strategic alliances. Along the same lines, Sakakibara (1997) shows that 
Japanese firms enter public R&D consortia more for "skill-sharing mo­
tives" and less for "cost-sharing ones". The exploitation of complementary 
assets inside a partnership gives access to new competencies and generates 
the creation of new knowledge. Mothe and Quelin (2001) show, for in­
stance, that "the access to complementary assets (which are fiirther down­
stream in the value chain) gives the partner firm a greater chance of creat­
ing new products and of accumulating knowledge" (p. 131). We want to 
emphasise similar results fi'om our study. 

However, the design of partnerships may be directly or indirectly influ­
enced by policy. For instance, in some procurement or mission-oriented 
policies, where the technological objectives correspond to a complex arte­
fact, such as a satellite or a high-speed train, the structure of the group of 
participants is often imposed by the technological artefact. In other words, 
the technology requires a hierarchy between the partners, typically with a 
prime contractor responsible for the project and integration of the artefact 
(including all the interfacing and management problems involved), part­
ners that are responsible for systems and sub-systems, equipment provid­
ers, and also a series of service/support providers. This hierarchy exists, 
but in a less well-defined way, in more diffusion-oriented programmes 
such as those implemented by the EU. Very often in EU projects one part­
ner plays the role of the general coordinator of the project (the prime part­
ner), while the others are simply contributors to the final objective. What 
we first aim to show is that the different positions/responsibilities of part­
ners in a consortium may induce different types of learning. This was es­
pecially clear in the ESA projects. Next, we focus on the link between the 
complementarity between partners, regardless of any hierarchy. 
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9.5.1 The Design Imposed by the Public Programme 

The ESA related activities are good examples of R&D programmes that 
are structured in a very hierarchical way, based on the technical content of 
the programme. Three levels can be distinguished: prime contractor (typi­
cally responsible for a satellite), system suppliers (in charge of providing 
systems such as propulsion or telecommunication systems), equipment 
manufacturers (chips, electronic boxes and devices, mechanical parts, etc.), 
and service providers supporting the whole network. In the 1988 BETA 
study, the correlation between these four levels of responsibility of ESA 
contractors and the indirect effects they generated was studied, and the re­
sults clearly indicated the influence of the actors' positions in the network 
on their learning patterns. The prime contractors, and to a lesser extent the 
system developers, tended to concentrate their efforts on the space market 
and used the ESA activities to maintain develop and diversify a high-
skilled workforce (expressed in the competence and training effects). They 
also gained experience in managing complex international projects (O&M 
effects) that could subsequently be exploited in other programmes. Prime 
contractors tended to diversify more (creation of new activities or new di­
visions), no doubt because their size and financial position allowed this. 
The firms generating the greatest indirect effects (and this was true of 
firms outside the space sector), were equipment developers, generally in­
novative, medium-sized firms or large firms with small space departments, 
using generic technologies to manufacture components, and the capability 
to move to mass-production. They were in "direct contact" with product 
and process technologies and thus generated technological effects. Few in­
direct effects were observed in relation to service providers, because they 
apparently make use of previously accumulated knowledge; however, al­
most all their effects were linked to administration and management iimo-
vation related to methods, quality control procedures, software standardi­
zation, and the like, confirming the influence of their role in ESA work 
(studies, consultancy, assistance, and maintenance) upon their learning 
profile. These analyses (presented in more detail in Zuscovitch and 
Shachar (1990) and extended in Zuscovitch and Cohen (1994)) also clearly 
showed that there was some form of irreversibility in the choice to act at a 
given level of responsibility. In particular, it seemed very difficult, in 
terms of resources management and know-how specificity, to resume a 
lower level of responsibility once having experienced a higher one. 

As mentioned earlier, in the European programmes and particularly in 
Brite-Euram and Esprit, the participants agree upon a prime partner, that 
will be responsible for the coordination of the technological work and will 
be the main channel of communication with the European Commission 
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project officer. Our main concern in this regard was: do prime-partners 
generate more economic benefits than others? In both Esprit and in Brite-
Euram, the partners generated more direct and indirect effects than the 
prime partners. In Brite-Euram, this negative effect for prime partners was 
much worse for SMEs. The huge amount of administrative work required 
by the EC is generally seen as the main handicap. In interviews, most 
prime partners admitted that they would avoid this responsibility in subse­
quent contracts. At the start of the project some prime partners had the ex­
pectation that they would be able to give a particular technological orienta­
tion to the project, but the reality was completely different for most of 
them. Moreover, in the Esprit programme, some of the prime partners 
complained about the lack of authority used by the EC project officers to 
manage free-riding behaviour: it is difficult for the partners to an agree­
ment to retaliate against bad behaviour by a partner. 

9.5.2 The Exploitation of Complementarities 

The positive impact of universities within a collaborative arrangement (cf 
3.1) can be considered as a first illustration of the importance in the inno­
vation process of exploiting complementarities. We also mentioned that 
the presence of partners conducting both fundamental and applied research 
was beneficial for the participants. 

The importance of user-producer relations (Lundvall 1992) in the proc­
ess of innovation has been extensively recognized in the literature. In 
Brite-Euram we divided the partners into four groups according to the na­
ture of their contribution (production). The first group included vertically 
integrated firms, which are simultaneously Producer, User, and Re­
searcher/Tester. The second group included firms that are only Users or 
Users and Researchers/Testers. The third group involved firms that are 
only Producers or Producers and Researchers/Testers. The last group com­
prised the partners (mainly universities and research centres) that were Re­
searchers/Testers. In Brite-Euram, the vertically integrated firms were four 
times more successful in terms of direct effects and three times more in 
terms of indirect effects, than the non-integrated firms. Users and produc­
ers (non-integrated) showed similar results for direct and indirect effects. 
These figures show that it is easier to market research results directly and 
indirectly, if all the competences are combined within the same company. 
In other words, complementarities inside a firm enable better performance 
than do non-integrated activities. But what about the association of non-
integrated users and producers in an agreement, compared to those that are 
not associated? We found that the associated users and producers gener-
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ated twice as many direct and indirect effects as users and producers that 
were not associated. These results show the existence of a complementar­
ity or consortium effect, although of less importance than the integration 
effect. 

In the study conducted in the mid-1990s examining technology transfers 
generated by Brite-Euram partners, we analysed more precisely the origin 
of the direct and indirect effects measured in the previous evaluation stud­
ies (BETA 1993, 1996b). We gathered information concerning the indus­
trial sector, the scientific disciplines, and the technologies that originated 
the transfers. We were able to show that the association of some scientific 
disciplines, or of some industrial sectors, allowed the creation of new 
knowledge and iimovation, which otherwise would not have occurred or 
would have occurred later. Mathematics and informatics, applied physics 
and material sciences, constitute the scientific disciplines at the base of 
most of the direct and indirect effects. The positive relationship between 
applied mathematics and a large variety of industrial sectors was one of 
our most important findings. 

The exploitation of complementarities was also analysed to some extent 
through the interaction between specific sectors in the process of genera­
tion of technology transfer (cf. BETA 1997a). We focus on the indirect ef­
fects for the three sectors that generated the highest amount of technology 
transfer: i.e. the automobile, civil engineering and electric/electronic 
equipment sectors. The automobile sector is an important receptor of tech­
nologies generated by other sectors, such as electronic components, aero­
nautics, and informatics, but this sector does not transfer many technolo­
gies to other sectors. Only three sectors benefit from its technological 
developments (electronic equipment, aeronautic, and material processing). 
Civil engineering is the biggest receptor in our sample, and the transfers 
are mainly from the electronic/electric equipment sectors), but does not 
transfer technologies to other sectors. The electronic/electric sector is the 
biggest source of technologies, which are transferred mainly to engineer­
ing, automobiles and within its own sector. These examples underline that 
the association of some industrial sectors is an important factor in techno­
logical development and economic opportunities. 

9.6 Conclusion 

Among the richness and the variety of results obtained from the studies 
conducted using the BETA method, this chapter focuses only briefly on 
the outcomes related to public cooperative R&D programmes, but tackles 
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more specifically the importance of university-industry interactions, the 
role and performance of SMEs, and the impact of the partnership design on 
the economic performances of actors. 

Our findings and their policy implications can be summarized as fol­
lows. Scientific research results are complementary to technological re­
lated knowledge in the sense that associating PROs and firms, or upstream 
and downstream research, within an agreement fosters innovation and in­
creases the economic impact of the outcomes. Moreover, PROs participat­
ing in cooperative innovation oriented programmes receive benefits (new 
research contracts with industry, new fields of research). More generally, 
the way different types of partners are associated (combining users and 
producers, some scientific disciplines with relevant industrial sectors or 
several industrial sectors) has an impact on innovation performance: 
"complementary skill-sharing objectives" should be seen from a political 
point of view as more important than "cost-sharing motives". Cooperative 
programmes often impose a hierarchy among the partners: the positions of 
partners in this hierarchy induce different types of learning. Finally, SMEs 
receive benefits from participating in such programmes, but do not per­
form as well as large companies. We underlined the main barriers explain­
ing this weaker ability to generate effects. We also highlighted tyipQS of 
SMEs (those that are part of a large group, "technology producers") that 
perform better than others. Although policies seem to be important for 
SMEs to access new markets, or networks, they do not help to overcome 
the main disadvantages that these kinds of firms experience. Other public 
instruments should be introduced to complement these cooperative pro­
grammes. 

More generally, related domains could be approached on the basis of the 
interpretation of the quantitative and qualitative information gathered in 
each implementation of the approach. The overall role and impact of pub­
lic action in the emergence and structuring of industry and of connected 
technologies would be an interesting area warranting further study. 
Evaluation of the Esprit programme (on a new generation of computer ar­
chitectures), of the Petrobras Procap programme (on creation/enforcement 
of equipment suppliers for oil industry), and, more generally, of successive 
generations of ESA programmes (on the creation of the European space 
industry and related competencies), could have been presented. Matters re­
lated to public policy design to support/orient technology transfers might 
be examined. 

Nevertheless, the results presented here contribute to the understanding 
in three crucial areas where quantitative data to support qualitative obser­
vations and monographs are often lacking, and for which analyses are not 
always developed in a context of evaluation of public action. It must also 
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be recalled that the results from these BETA studies, partially confirming 
previous statements or invalidating others, or possibly opening some new 
research perspectives, are some sort of secondary (but obviously impor­
tant) utilization of data that were primarily designed to account for the 
creation of economic effects. 

Certainly, there is a case for more interaction between the academics 
conducting research in related fields, and policy-makers. More involve­
ment of academics/researchers (especially greater involvement of re­
searchers dealing with ST&I or ST&I policies in evaluation work) would 
help to produce richer evaluation frameworks, metrics, and interpretation 
grids, better related to recent development in the ST&I fields, and that go 
beyond a simple cost-benefit analysis, which remains the basis of most 
studies. More interaction with policy-makers, including at the stage of the 
elaboration of the evaluation methods and approaches, would greatly help 
in the development of a "learning policy-making", which is more often 
than not only wishful thinking. 
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10.1 Introduction 

The aim of our chapter is to examine and characterize EU-sponsored R&D 
collaborations at the micro-analytical level, and to derive some policy im­
plications. The existing literature on European framework research pro­
grammes relies, in the main, on quantitative, statistical information. We 
think that the relevance and the efficiency of such programmes may well 
require a deeper understanding of the cooperative practices adopted by the 
companies that participate in government-sponsored collaborations. Our 
contribution can be considered as an attempt at opening this specific "inter-
organizational black box" at the micro level of the firm^ More precisely, 
we will explore the internal mechanisms of government-sponsored col-
laborations^ by comparing them to those of spontaneous, privately funded 
research collaborations^ Our work is based on the existing literature con-

^ Apart from Hagedoom and Schakenraad's (1993) article comparing private ver­
sus subsidized R&D partnerships between big information technology firms, we 
could not find explicit mention of similar issues in the literature. Although 
Hagedoom and Schakenraad do not identify substantial differences between the 
two kinds of agreements in terms of the general shape of the networks, we con­
tend that sharp differences are observable if organizational mechanisms are ex­
amined. 

2 The subsequent observations and theoretical propositions of our chapter are rele­
vant for the "diffusion-oriented" EU research programmes. Direct application to 
the so-called "mission-oriented" programmes or to other intemational/national 
programmes could be misleading. 

^ See Matt and Wolff (forthcoming 2004) for a comparative case study between a 
government-sponsored and a spontaneous R&D collaboration in the field of fuel 
cell powered electric cars. 

mailto:matt@coumot.u-strasbg.fr
mailto:wolff@coumot.u-strasbg.fr
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ceming inter-firm alliances and on qualitative, empirical information ob­
tained through numerous interviews relating to some of the research and 
development (R&D) projects within the EU's Brite-Euram^ programme. 

As a conceptual framework, we propose to consider inter-firm techno­
logical collaborations as particular forms of organizations that aim at creat­
ing new knowledge via the association of the resources of two or more in­
dependent firms^ We adopt the approach of March and Simon (1993) that 
organizations are "systems of co-ordinated actions among individuals and 
groups whose preferences, information, interests, or knowledge differ". 
Thus, an organization coordinates the actions of agents characterized by 
different knowledge bases and different interests. As a consequence, we 
suggest that any organizational mode (but particularly inter-firm collabora­
tion) must fulfil the following three functions: coordination, incentive, and 
learning^ Our chapter applies this three-dimensional grid in order to un­
derstand the micro-mechanisms of inter-firm technological collaborations. 

The chapter is organized as follows. In the first part we synthesize the 
relevant results from the literature about strategic management of techno­
logical alliances (focusing mainly, although not exclusively, on spontane­
ous research collaborations). Important issues generally concern: the moti­
vations of the partners in connection with potentially opportunistic 
behaviour; the mechanisms of inter-organizational learning and value crea­
tion; the influence of contractual terms and other internal coordination de­
vices of alliances. This allows us to apply our previously mentioned, three-
dimensional, analytical grid (in terms of incentives, learning, and coordina­
tion) to explain some important aspects of the micro-rationale of inter-firm 
collaboration emerging from the literature. 

In the second part of the chapter we again apply this grid in order to 
identify the specificities of "our" Brite-Euram research projects, and then 
try to compare them with ideal spontaneous collaborations. We contend 
that the two types of collaborations show rather contrasting rationales: 
government-sponsored collaborations most often concern peripheral activi­
ties, submit to pre-defined rules, and favour exploratory, unilateral learn­
ing; by contrast spontaneous collaborations concern activities closer to 
core competences, create their own operating rules, and may trigger an in­
teractive learning process, which generates valuable collective specific as­
sets. Evolution pathways also differ: government-sponsored collaborations 

^ Basic Research in Industrial Technologies for Europe - EUropean Research on 
Advanced Materials 

^ Independence means here that the partners are legal entities with separate identi­
ties, enjoying autonomy in economic and strategic terms. 

^ See Avadikyan et al. (2001) for a specific application of this grid. 
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seem to be more stable in the short term (no premature end), but less per­
sistent in the long term. Finally, we derive some policy implications result­
ing from the identification of two different collaborative patterns. 

10.2 A Review of the Literature: Incentives, Coordination, 
and Learning in R&D Collaborations, and Some Dynamic 
Implications 

In this section we briefly present some important issues concerning the mi­
cro-mechanisms of inter-firm technological alliances, that can be found in 
the literature on strategic management, sociology of organizations, the 
competence-based view of the firm, transaction cost economics, and, to a 
lesser degree, on industrial organization. We do this using a three-
dimensional analytical grid incorporating incentives, learning, and coordi­
nation. 

The first of these, incentives, concerns the motivations and the rationale 
behind inter-organizational strategies (cf. 10.2.1). Learning and combining 
competences with external, complementary resources seem to be key mo­
tivations for collaborating with other non-affiliated companies. Conse­
quently and unsurprisingly, learning mechanisms, and especially interac­
tive learning mechanisms, are a major topic in this literature (cf. the 
cognitive issue discussed in section 10.2.2). The way the work of the part­
ners is defined and effectively organized, via contract conditions and/or in­
formal coordination rules, is also a recurrent focus of scholarly attention. 
Coordination devices are supposed to have a major influence on the effi­
ciency, the outcome (success or failure) and, more generally, the evolution 
(stability, durability) of the collaboration. This "coordination" issue and 
the subsequent dynamic considerations will be developed respectively in 
Section 10.2.3 and 10.2.4. Although for the sake of clarity they are pre­
sented separately here, the three building blocks of our microanalysis are 
generally interdependent. 

10.2.1 The Incentive Issue: the Motivations of Inter-Firm 
Technological Cooperation 

Intrigued by the dramatic increase in technological inter-firm collabora­
tions from the end of the 1970s^, numerous scholars in economics and 

^ Cf. Hagedoom (2002) for a recent and up-dated statistical analysis of the phe­
nomenon. 
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management have attempted to explain the motivations of firms entering 
into collaborative strategies. Why should independent companies cooper­
ate in a competitive world? 

A first possible answer, presenting some analogy with the traditional 
explanation of collusions and cartels, is based on a "power" argument. 
Some authors consider technological alliances as just another way to com­
pete, to eliminate rivals, and to obtain market power (e.g., creating entry 
barriers, specifying technical standards shared by few companies, free-
riding while absorbing the core competences of the partner, etc.). These 
opportunistic behaviours are well analyzed in game theoretical models. 
While we recognize the existence of short-term, opportunistic actions, we 
do not place them at the heart of the alliance rationale: systematic null-sum 
games do not seem consistent with the longevity of the observed phe­
nomenon at the macro- and sometimes micro- levels. Rather, we will con­
sider "opportunism and power" as a second order motive in the case of 
technological collaboration, located far behind a first order motive consist­
ing of quick and reciprocal access to external resources and/or compe­
tences. 

Some preliminary empirical work revealed that the phenomenon was 
much more pronounced in industries characterized by rapid technological 
change, rising R&D costs, increasing complexity, and demand variety: 
computer and telecommunication, biotechnology, new materials, aeronau­
tics. Thus technological innovation is probably at the root of most coopera­
tive strategies. More precisely, the turbulence of the environment leads 
high tech companies to seek rapid access to external competences and/or to 
pool certain critical resources. "Access to external competences" is a rather 
broad motivation that can be split into - at least - three categories: 

- to achieve critical mass via the pooling of similar resources; 

- to combine complementary, dissimilar resources in order to create 
value; 

- to acquire reputation and other "network" assets. 

To achieve critical mass via the pooling of similar resources 
R&D cost sharing and other cost minimizing strategies resulting in 
economies of scale in R&D, agreeing on a common technical norm to im­
pose a de facto standard, enlarging commercial outlets via access to part­
ners' markets - all of these "scale-based" motivations are central in the tra­
ditional economic analysis of cooperative R&D, as proposed by scholars in 
industrial organization (Katz and Ordover 1990; De Bondt 1997; Salant 
and Shaffer 1998). It should be noted that within this stream of the litera-
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ture the partner firms have homogeneous capabilities, are competitors, and 
cooperate for cost minimization motives. 

To combine complementary resources to create value 
Early empirical analyses of alliance motives, such as the pioneering works 
of Mariti and Smiley (1983) or Hagedoom and Schakenraad (1992) in the 
information technology industry, emphasized that one of the main motiva­
tions for alliances ŵ as technological complementarity. Access to comple­
mentary assets and knowledge is often a necessary - but not sufficient -
condition for exploiting and benefiting from a technological innovation 
(Teece 1986). In his seminal contribution, Richardson (1972) also sug­
gested that complementarity was the essence of inter-firm cooperation. 
Observing that cooperation (and not market) was the dominant mode of 
organization of economic activities, he proposed that dissimilar, but 
closely complementary, activities had to be articulated via explicit, ex ante 
cooperative mechanisms between firms. 

Richardson's vision, according to which the frontier of the firm depends 
partly on the capabilities and know how of its human resources, can be 
considered as a precursor to the "competence-based view of the firm". The 
firm is seen as a portfolio of strategic, distinctive core competences 
(Prahalad and Hamel 1990; Teece 1992), i.e., pieces of collective 
knowledge that are the main source of its competitive advantage, but 
which are built through a time-consuming, cumulative process. Current 
competences constrain the scope of the future activities of the firm. In this 
perspective, the distance from the core determines the type of external 
growth chosen: a core activity is highly strategic and critical; it is not 
tradable on the market and has to be quasi-internalized, whereas a 
peripheral activity can be out-sourced. According to Amesse and Cohendet 
(2001), between the zone of core competences and peripheral knowledge 
lies an intermediary zone "where the firm holds significant pieces of 
knowledge but needs access to complementary forms of knowledge held 
by other firms to be able to develop and use the knowledge efficiently. 
This zone is characterized by networks" (Amesse and Cohendet 2001, p. 
1470) However, the notion of complementarity is even more interesting in an 
explicit dynamic perspective. Alliances may also be used as coordination 
devices, not only for exploiting existing complementary activities, but also 
for exploring new technological options (future core competences). If we 
go beyond the idea of a static exploitation of well-defined complementary 
assets and consider the opportunity to actually associate competences, 
learning mechanisms appear to play a central role in alliance rationale. 
Sharing the skills of heterogeneous firms can provoke a new combination 
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that creates new valuable knowledge for one or for all the partners^. Explo­
ration appears essential in a turbulent environment. But learning is a rather 
blurred notion, which has important implications for alliance dynamics. A 
deeper analysis of inter-organizational learning through alliances is con­
ducted in section 10.2.2. 

To acquire reputation and other "network" assets 
By network we mean a microcosm of several interacting organizations^ In 
some cases R&D collaboration is an admission ticket to a broader collabo­
rative, information network. Entering into such a network might be desir­
able j!?er se because, in addition to a quick access to numerous and scattered 
resources, it provides one or a combination, of the following advantages: 

- specific relational abilities vis-a-vis the other members of the network: 
the sharing of a common language/codebook, communication channels, 
coordination procedures, and other intangible assets result directly in 
decreasing transaction costs between the participating companies; 

- reputation and visibility vis-a-vis unknown agents and/or potential part­
ners. This motivation also deserves specific consideration since it is an­
other kind of intangible collective asset, playing a crucial role in the 
case of a signalling and/or "networking" strategy^^. 

Probably, these three categories of motives - critical mass, complemen­
tarity, and reputation - are not mutually exclusive and the distinction 
might not be so clear-cut in practice. But we contend that access to com­
plementary resources in order to create knowledge is the main motivation 
of firms entering into technological strategic alliances. Power and cost 
minimizing motives, though not marginal, should not be seen as a priority 
for firms. In circumstances where "learning motives" prevail, power and 
cost minimization dimensions would probably even exert a counter pro­
ductive effect. But learning does not only refer to an incentive dimension. 
It also exerts a strong influence on alliance dynamics. This is the reason 

^ Numerous authors insist on this "leaming rationale". See for instance Koza and 
Lewin (1998) and Doz (1996). 

^ A network concems a group of more than two companies, each of which is not 
systematically directly connected to all the others. An alliance concems a small 
group of companies that are all directly interconnected via formal, contractual 
links. In this chapter we focus on individual alliances of the Brite-Euram net­
work, i.e., a network of alliances. 

^̂ The "networking" strategy aims at expanding the number of business contacts 
and commercial links. The signalling strategy aims at advertizing to other com­
panies and organizations the specific abilities of the firm as well as a willingness 
to cooperate in a given field. 
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why we develop this cognitive and knowledge dimension further in the 
next sub-section. 

10.2.2 The Cognitive Dimension: Different Types of Learning 
Processes 

It is worth noting first that the importance and impact of learning on col­
laboration dynamics are strongly emphasized in the literature and that this 
applies well beyond the case of pure research collaborations. Learning also 
matters for any type of alliance, even those with no technological dimen­
sion. At least four types of knowledge appear relevant in this respect: (i) 
obtaining information about the firm's environment; (ii) creating new tech­
nological and/or commercial competences; (iii) acquiring knowledge about 
the partner, possibly provoking the emergence of trust; (iv) accumulating 
agreement management experience. 

Even when the creation of knowledge is not intentional (i.e., it does not 
explicitly belong to the set of initial agreement objectives), the activation -
or not - of learning processes can exert a strong influence on how the col­
laboration evolves and its eventual success. This is probably related to the 
distinctive properties of learning. On the one side, learning may bring nov­
elty, which may change the initial conditions of an alliance considerably. 
On the other side, it is a costly, time-consuming process with strong fea­
tures of irreversibility (it generates high sunk costs). Although a kind of 
consensus seems to have emerged in the literature about the relationship 
between the dynamics of learning and agreement, if we consider the im­
pact of learning upon the durability of the relationship then ideas differ. 

In addition to a more precise specification of the meaning of "stability" 
(cf. 10.2.4), it seems to us that a clear recognition of the variety of types of 
learning that are involved must be considered. Learning is not a homoge­
neous process. It may refer to the maintenance of, as well as to incremental 
improvements to, existing know-how, or it may refer to the creation of to­
tally new knowledge. Some qualification is needed in order to derive dy­
namic considerations. Economic and organizational theories distinguish 
between different types of learning^ ̂  depending for instance on the nature 
of the knowledge being considered (tacit/codified), the configurations of 
the learning agents (individual/collective), the degree of novelty of the 
process (level of learning) and the origin of the knowledge (external / inter-

^̂  For the best known definitions of different types of knowledge and/or teaming 
see: Malerba (1992), Arrow (1962), Rosenberg (1982), Dosi (1988), Argyris 
and Schon (1978) and Ancori et al.(2000). 
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nal). In the case of inter-firm agreements, we find it relevant to make a dis­
tinction between unilateral and interactive learning that combines several 
of the previously mentioned criteria. 

Unilateral learning 
Unilateral learning occurs when one individual party acquires and uses 
knowledge that has resulted from the cooperative process. Ciborra (1991) 
mentions a type of unilateral learning particularly relevant in the case of 
technological alliances: radical and exploratory learning (i.e. "learning to 
learn" abilities). This high level learning may be related to the best way to 
manage agreements, or may provide guidelines for how to manage a turbu­
lent, highly competitive environment. In other situations the agreement 
may lead to the genesis of new, valuable, technological knowledge that is 
largely redeployable by a particular partner. This supposes that this partner 
absorbs^^ some kind of- fairly - generic knowledge and is able to adapt it 
to a field of application other than that initially specified in the collabora­
tive agreement. 

Unilateral learning by one party may occur to the detriment of the oth­
ers, operating in the frame of a "learning race" (Hamel 1991). The type of 
learning emphasized in this chapter does not for the most part concern the 
creation of entirely new knowledge, but is more concerned with the trans­
fer of existing competences from one organization to the other. More pre­
cisely, asymmetric learning can modify the relative bargaining power of 
the partners, thus transforming a situation of bilateral interdependence into 
a situation of unilateral, non-viable dependence. Cooperative agreements, 
therefore, make it possible to internalize opportunistically the technologi­
cal skills and even the core competences of the partner. The effectiveness 
of such technological "hold ups" depends on the transparency and receptiv­
ity of the partners, as well as on the appropriability regime (Teece 1986) of 
the technological competences considered. If the critical core knowledge 
of a company needing access to complementary assets has a weak appro­
priability regime (i.e., it is easily imitable and/or cannot be efficiently pro­
tected by a patent), then this company would be well advised to avoid co­
operation and to integrate the complementary partner. 

The impact of unilateral learning on alliance duration can be negative as 
well as positive. On the one hand, asymmetric learning linked to opportun­
istic behaviour and the search for power may lead to conflicts and a prema­
ture ending of the collaboration. On the other hand, learning is a time-
consuming process that requires minimal durability. 

2̂ Cf. the notion of absorptive capacity developed by Cohen and Levinthal (1989). 
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Interactive collective learning 
Interactive learning a la Lundvall (1988) refers stricto sensu to real recip­
rocal learning, agreed by the actors. We talk then about learning "with" 
partner(s), i.e., learning together in the course of the tasks to be carried out 
within the partnership and within the cooperative process. The knowledge 
thus created is often largely tacit and favours a strong appropriability re­
gime in the sense of Teece (1986, cf. Section 10.2.1). Moreover, it may en­
tail a strong collective dimension. In fact, one of the possible outcomes of 
interactive learning - if it is effective - is the emergence of new, collective, 
and indivisible competences, and other specific assets endogenous to the 
agreement itself. According to Williamson's (1989) definition, asset speci­
ficity refers to the degree to which an asset cannot be redeployed to alter­
native uses and by alternative users without its productive value being sac­
rificed. In our view, asset specificity should not be considered as a once for 
all and well specified, exogenous factor. Rather, it should be seen as an 
endogenous, dynamic factor, which evolves and grows as the interaction 
proceeds. More precisely, it is the outcome of a cumulative process of col­
lective knowledge creation, of the progressive specification of a common 
language and also of the emergence of trust between the parties. Here the 
word "trust" requires some qualification. Trust acts as a cumulative proc­
ess of investment in "transactional capital" (Palay 1984) based on a "recip­
rocity of favour" principle. It thus leads to the creation of a particular kind 
of valuable, intangible asset resulting from behaviour in the past. Unlike 
reputation, transactional capital is highly specific to the partners, and can­
not be easily transferred to other agents (Ouchi 1980; Butler and Carney 
1983). 

The positive influence of asset specificity on agreement durability is 
twofold. First, the newly created assets may generate a highly valuable, 
"relational quasi-rent" (Aoki 1988; Dyer and Singh 1998), such that if the 
relationship broke down, most of the benefits from learning would defi­
nitely be lost. Second, if the newly created asset consists mainly of collec­
tive, indivisible, tacit knowledge, most of it is incorporated in human re­
sources via progressive encoding in the organizational memory of the 
alliance. Such a process of routine creation, because it is associated with a 
kind of lock-in phenomenon, usually favours continuity of the relationship 
between the partners (Wolff 1992; Ring and Van de Ven 1994). 

More generally, we contend that the articulation and the respective 
weight of different types of learning (unilateral versus interactive) may 
have a decisive influence on each partner's willingness to pursue the coop­
eration or not. Many authors stress the influence of different types of learn-
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ing and/or their combination on the dynamics of agreements'^. Our main 
assertion in this respect is that the effective implementation of interactive 
learning is a factor favouring the continuity of the inter-firm relation, 
whereas unilateral learning may, in some cases, lead to the cooperation 
breaking down (Bureth et al. 1997). 

10.2.3 The Coordination Dimension: Flexibility, Formal and 
Informal Mechanisms 

External knowledge, assets and competences may be obtained through 
means other than technological agreements, for instance, mergers or com­
pany acquisitions. A full understanding of the micro-rationale underlying 
inter-firm cooperation is assumed to explain why and when such coordina­
tion devices are preferred to fiill integration. It also involves examination 
of the possible implications of coordination upon the evolution of alli­
ances. 

Transaction costs versus flexibility 
We present below two alternative views: 

- the first, the transaction cost approach, emphasizes static efficiency; 

- the second emphasizes the flexibility of these agreements compared to 
fiiU acquisition, and focuses on dynamic efficiency. 

According to Williamson's comparative institutional analysis (1979), 
there are three broad modes of coordination of economic activities: market, 
hybrid modes (including inter-firm alliances), and hierarchies, each corre­
sponding to a given law doctrine (Macneil 1974). The first doctrine is that 
of classical contract law, based on complete presentation in formal docu­
ments, that fits well with anonymous market transactions and contingent 
claims contracting. It minimizes transaction costs for a stable environment, 
weak asset specificity, and low imcertainty. The second law doctrine is 
neo-classical contract law, which corresponds to incomplete long-term 
contracts designed to preserve flexibility. Third party assistance (arbitra­
tion) is ofl;en used to resolve disputes among the parties. This trilateral 
governance is supposed to be efficient for occasional transactions and me­
dium to high levels of asset specificity. An important advantage of arbitra­
tion over litigation is that it preserves the continuity of the relationship. Fi­
nally, the third doctrine is that of relational contract law, which relies on 

13 See, for instance, Parkhe (1991), Doz (1996), Child (1997) and Larsson et al. 
(1998). 
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norms and past behaviours to provide efficient adaptation mechanisms in 
the case of very complex, uncertain, and recurrent transactions. Two sub­
categories of governance mode may be distinguished here. Hierarchy of­
fers distinctive adaptive properties when assets are idiosyncratic; relational 
bilateral governance between autonomous parties is most efficient in the 
case of intermediate asset specificity. 

Because it is in the main a static approach, transaction costs economics 
might not provide an ideal conceptual framework for analyzing techno­
logical alliances in fast changing environments^" .̂ Within a dynamic effi­
ciency perspective, we suggest that alliances are better considered as flexi­
ble and exploratory tools, which help to create strategic and technological 
options (Vonortas 2000; Kogut 1991). They favour proactive R&D explo­
ration without the high sunk costs of a totally internal development. In this 
way, they partly preserve the company from radical, potentially destruc­
tive, uncertainty. However, alliances are in no way perfectly reversible 
holding positions. Learning cannot occur without a minimum level of 
commitment (irreversible, tangible as well as intangible investments; cf. 
Bureth et al. 1997). Conversely, too much rigidity can impede and block 
exploratory learning. This leads to the idea that the more or less detailed 
way that the coordination of the collaborative work is specified may exert 
a strong influence upon learning effectiveness and hence upon alliance dy­
namics. Here, again, it seems to us that transaction cost economics pro­
vides interesting insights, which are discussed in the next paragraph. 

Contractual safeguards versus informal mechanisms 
While we might question the theoretical proposition that technological al­
liances are selected because they minimize transaction costs, Williamson's 
distinction between classical contracting and relational contracting is espe­
cially interesting as far as the - internal - flexibility of inter-firm agree­
ments is concerned. To put it briefly, there seems to be a dilemma between 
the necessity to formalize written contractual terms and to promote the 
creation of informal, tacit, rules and routines. 

Definition of coordination and division of labour can be achieved 
through formal, detailed contractual terms and safeguards specified via a 
costly negotiation process. But this formal specification of the allocation of 
the tasks, obligations, and outcomes for each party is often very inflexible 

"̂̂  The presumed superior adaptive properties of hierarchies should lead to a multi­
plicity of mergers and acquisitions (M&A) in the turbulent context of high tech­
nology industries. Moreover, hybrid form efficiency implies that asset specific­
ity is located at an intermediate level. But we can express some serious doubts 
about the non-idiosyncratic nature of core competences and close complemen­
tary assets in the case of technological alliances. 
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and, thus, inefficient in a quickly changing context. On the other hand, re­
lational or psycho-sociological contracts based on routines, trust, and in­
formal coordination processes make any "contractual gaps" less important. 
In this sense they preserve flexibility within the tasks to be accomplished. 
The problem is that time is needed for routines, trust and informal coordi­
nation processes to emerge, since they are built on past behaviour. There­
fore, initially a reciprocal commitment, formal contractual safeguards 
and/or exchange of hostages (Williamson 1985) may be necessary in order 
to provide a stable basis for the actions (Bureth et al. 1997). Reference to 
this formal documented agreement will become less and less necessary as 
and when the collaboration evolves and grows. Informal rules may often 
substitute for formal explicit contractual terms. 

The emergence of relational capital and tacit collective routines, in addi­
tion to learning in general, also requires relatively frequent and direct in­
teractions between the participants, such as the implementation of specific 
communication channels. The implementation of an effective interaction 
process is an especially important prerequisite if collective, indivisible 
competences and specific assets have to be created. The creation of a joint 
facility may have to be programmed in this perspective (as opposed to an 
ex ante division of the tasks between the partners and their subsequent 
separate execution by each member firm). Finally, as mentioned in the 
previous section, relational capital introduces the possibility of inertia and 
lock-in in the long run. To summarize, a fine balance between formal and 
informal mechanisms needs to be maintained throughout the life of the col­
laborative relationship (Ring and Van de Ven 1994). 

10.2.4 Implication on the Evolution of Alliances 

Before going fiuther, it is necessary to define our concept(s) of stability. In 
fact we will define two types of stability: short-term stability and long-
term stability. By short-term stability, we mean that its short term is not 
due to the premature ending^^ of a cooperative agreement. Generally con­
nected also to the notion of success, this type of stability applies both to 
contracts with an ex ante precise time horizon and to agreements of unlim­
ited duration. Thus, it can be clearly distinguished from the notion of dura­
tion. Short duration does not signal instability or failure, it may simply be 
the direct outcome of an ex ante contractual specification. Beyond the 
short-term stability of a single collaborative agreement, it is relevant to 
take into account the continuity of the global relationship, that is, the 

^̂  Premature end usually corresponds to contractual breakdown. 
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whole set or sequence of formal and informal agreements between the par­
ties. This we consider to be "long-term stability", defined as the persis­
tence of an inter-firm relationship beyond the initial agreement, pursuing 
the same technological goals. 

Keeping in mind both definitions of stability (short-term stability of a 
single alliance versus long-term stability of a global relationship), our main 
propositions about alliance dynamics may be summarized as follows. As 
emphasized in the literature, the rate of failure of collaborative agreements 
is generally high, because of high internal and external uncertainty and be­
cause of the dangers associated with a potentially opportunistic partner. In 
other words, technological collaborations are not characterized by short-
term stability. But if short-term stability occurs, or more precisely, if and 
when valuable specific assets are created, a kind of virtuous circle of suc­
cess and increasing commitment may arise. In this perspective, a research 
agreement is seen as a kind of real option that will be exercised, only in the 
case of success, by way of further specific commitments, for instance, a 
second research agreement or an investment in a more formal structure, or 
an equity agreement such as a joint venture. Several authors^^ mention this 
idea of an escalation of commitment and satisfaction. It is a good example 
of what is called "long-term stability" of an inter-firm relationship. 

Section 10.2 was devoted to underlining relevant theoretical results fi"om 
the rich and diverse literature about strategic inter-firm alliances. Most of 
the papers cited focus implicitly on spontaneous collaborations, i.e., col­
laborations that are not fostered by government policies. Section 10.3 chal­
lenges these theoretical propositions with empirical information concern­
ing the particular case of EU sponsored R&D collaborations. 

10.3 The Specificities of EU Sponsored Collaborative 
Projects 

We use the conceptual framework elaborated in the previous section to lo­
cate and characterize a particular case of collaboration: R&D agreements 
sponsored by the European Framework Programmes (FWP). More pre­
cisely, this section tries to identify the specific incentive, learning, and co­
ordination properties of Brite Euram projects, and to confi-ont them to the 
main analytical results in Section 10.2. 

16 Cf. Doz 1996; Doz et al. 2000; Bureth et al. 1997; Ring and Van de Ven 1994; 
Wolff 1992 
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Our empirical material is mainly qualitative information obtained 
through official information channels and through numerous in-depth in­
terviews^^ covering a representative sample of 50 Brite-Euram projects (cf. 
Bach et al. 1995). The interviews were conducted at the beginning of the 
1990s. Although they were not conducted for the specific purpose of this 
chapter, they yielded a lot of information that is relevant here, for instance, 
about the stability of collaboration, the creation of new technological as­
sets, etc. We do not try to use our empirical information to give statistical 
support to a theoretical hypothesis. We simply use it to make inferences 
and to elaborate several theoretical propositions, or stylized facts, accord­
ing to an inductive research process. 

Our intention was to highlight certain outstanding features specific to 
these EU sponsored collaborative projects, at the individual level. We pro­
ceed by contrasting two collaborative patterns: that of a typical EU spon­
sored R&D collaboration versus that of an idealized, pure form of sponta­
neous collaboration. We develop the idea that these two collaborative 
patterns exhibit sharp differences. These differences are mainly due to the 
presence of the rules imposed by and the characteristics of EU FWPs. We 
suggest that the main determinant of these differences is related to the stra­
tegic importance of the collaborative research from the point of view of the 
firm: the research undertaken in a spontaneous collaboration is presumably 
closer to the firm's core competence than the research undertaken in a gov­
ernment sponsored R&D project. 

10.3.1 Incentives to Form EU Sponsored R&D Collaborations 

The motives or incentives for collaborating described in the literature (cf. 
10.2.1) probably also apply to EU sponsored and spontaneous collabora­
tions. Policy makers often emphasize cost sharing motives. However, our 
observations reveal that complementary, dissimilar partnerships are much 
more frequent in the case of Brite-Euram projects, than collaboration be­
tween partner firms that are similar and whose sole objective is to achieve 
critical mass. So, the skill-sharing motive probably prevails in the Brite-
Euram case. Sakakibara (1997a) in his study of Japanese R&D consortia 
also stresses the importance of the "skill-sharing" as opposed to the "cost-
sharing" motive. Hence, we can formulate the following proposition: 

• Proposition 1: In the case of EU sponsored collaborations, "skill-
sharing" motives and access to complementary knowledge probably 

^̂  R&D managers in each partner firm were interviewed. 
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prevail in terms of incentives over "cost-sharing" motives and achieving 
a critical mass. 

However, the necessity for firms to disclose information, and the exis­
tence of subsidies in EU sponsored collaborations, can induce specific in­
centives. The strategic importance of the project, that is to say its distance 
&om the "core competences" of the firm, is a relevant development in this 
respect. 

Information disclosure: combining complementary resources for pe­
ripheral activities and gaining reputation 
Participation in a public programme means that certain information con­
cerning the project becomes publicly available. In the case of Brite-Euram 
and of other European programmes, the EU Cordis database provides free 
access to a list of funded projects, including a summary of the research ob­
jectives and the different partners. From the strategic point of view of a 
specific company, several assumptions can be made about this information 
disclosure: 

- the firm does not mind revealing this kind of information because the 
project is not critical for it, in the sense that it is one of its peripheral ac­
tivities; 

- the firm wants to reveal this information as a signalling strategy. For in­
stance, it wants to signal to the external world a specific technical com­
petence, its willingness to cooperate, or intention to enter a new research 
area, etc. This signalling strategy is a priori compatible with the hy­
pothesis that the project is connected with peripheral activities, insofar 
as competitors, clients and suppliers would generally be familiar with 
the core activities of the firm^^ Thus, signalling of a core activity seems 
to be less important for the firm than signalling other domains of inter­
ests that might attract new partners; 

- the signalling strategy may also be linked to reputation effects. The dif­
fusion of information - concerning reliability - to the microcosm of 
firms participating in a public programme will play an important role in 
creating and/or maintaining a good reputation. This good reputation can 
be considered as a strategic asset, attracting new "public" research con­
tracts, for instance. 

18 Of course, we recognize that core activities may be blurred, complex and evolv­
ing. In this case, signaling peripheral competences may also be a means to pro­
vide information about potential, future core competences. 
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The specificity of EU sponsored collaborations at this stage can be 
summed up by proposition 2: 

• Proposition 2: In the case of EU sponsored collaborations, the imposed 
disclosure of information also suggests that gaining reputation, network­
ing, and/or signalling are among the basic motives for collaborating. 

Spontaneous research collaborations represent an alternative means to 
access external complementary knowledge, without necessarily disclosing 
this strategy publicly. In other words, partners can choose to advertize or 
not the existence of their collaboration. If the R&D project is closely con­
nected to the core activity of the firms, they may prefer to keep the coop­
eration secret̂ .̂ Spontaneous agreements are thus more compatible with 
the preservation of secrecy, often required for highly strategic activities. 
This leads on to the next subsection, concerning the strategic importance 
of government sponsored compared to spontaneous collaborations from 
the point of view of the firm. 

Subsidy: a means used to explore new technological options 
Government-sponsored agreements benefit from public subsidies^^, which, 
from a social point of view, should not be seen as a substitute for private 
funds, but as being complementary ^K Let us consider that firms, at least 
big ones, generally do not pursue only a single research project, but man­
age a portfolio of projects. From this perspective, the opportunity to bene­
fit from external subsidies can be analyzed from the point of view of the 
company in different ways: 

- the company "free rides" and uses public money to do what it would 
have done without it. This corresponds to a case of pure substitution 
where the policy is a priori useless. Nevertheless, the company can al­
locate the money saved to other research projects. In this sense, the sub­
sidy allows the firm indirectly either to open up a new research project 
or to expand an existing one; 

- the company takes advantage of the subsidy to carry out a project it 
would not have imdertaken, or not to such an extent. The subsidy allows 

^̂  We do not mean that all spontaneous agreements imply secrecy. At a develop­
ment stage, or subsequent to promising preliminary results, firms may have an 
interest in disclosing the cooperation for competitive reasons: to patent a tech­
nological innovation, to be the first to innovate, to advertize their comparative 
advantage, etc. 

^̂  In the 5*̂  EU FWP, for example, the financial contribution of the Community 
represents 50% of the eligible project costs. 

21 Cf David et al. 2000; see also Bozeman and Dietz 2001. 
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the company directly to open up a new research project or to carry it out 
in a more ambitious way (broader objectives, with more partners, time-
saving, etc.). 

The decision to finance research collaboration (using public or internal 
private funds) is connected with the way companies manage their knowl­
edge. The more strategic (i.e. close to the core competences) the knowl­
edge, the more the company will be prompted to invest on its own. Here, 
again, we find the idea that the spontaneous strategy is more likely to be 
related to the management of critical, "close to core" knowledge. More 
precisely, the subsidy may be considered as a direct or indirect means to 
open up new technological options, that is to say, to broaden the scope of 
exploration^^. It is presumed that the new options are located at the periph­
ery of the firms' activities. They might, of course, eventually become cen­
tral. By contrast, private funding explores previously selected options, 
considered as having strategic priority and connected to the - future - core 
activities of the company. To some extent, government-sponsored collabo­
ration tends to be more "exploratory" and private funded partnerships 
more "exploitation" oriented. The above discussion can be synthesized in 
the following proposition: 

• Proposition 3: In the case of EU sponsored collaborations, the imposed 
disclosure of information and the presence of a subsidy mean that: 
(i) firms tend to collaborate mainly on projects connected to peripheral 
activities; 
(ii) collaborative projects can be considered as highly exploratory means 
to open up new technological options. 

• Proposition 3bis: By contrast, spontaneous research agreements seem to 
focus on: 
(i) "close to the core" competences; 
(ii) collaborative projects that aim at exploring pre-selected technologi­
cal options. 

Supporting our view, Sakakibara shows for Japan that: 
"support for R&D consortia by the Japanese government is modest and 

declining, and there is no clear link between the existence of R&D consor­
tia and industry competitiveness. R&D consortia participants perceive 
sharing complementary knowledge to be the single most important objec­
tive of R&D consortia. [...] R&D consortia work as a complement of pri­
vate R&D. The overall subjective evaluation of the typical project's suc­
cess is modest, and participants do not perceive R&D consortia to be 

' Exploration in the sense of March (1991). 



302 Mireille Matt and Sandrine Wolff 

critical to the establishment of their competitive position" (Sakakibara 
1997b, p. 449). 

10.3.2 Learning in EU Sponsored Collaboration: the 
Predominance of Unilateral Learning 

Although exploration is obviously an ingredient of both types of agree­
ment, we want to underline some distinctive features of "public" partner­
ships. In the previous section, we suggested that the object of the publicly 
funded joint research is usually rather distant from the current core compe­
tences, so that learning is of a more exploratory nature than in the case of 
private collaboration in general. If we exclude a few cases of (very) small 
companies with restricted resources, the strategic intent behind Brite-
Euram was generally not to create or to move quickly towards new core 
competences. From our investigation it seemed to us that companies coop­
erated mainly in order to explore possible options and to screen a given 
technological area. 

Section 10.2.2 developed two notions of learning relevant to the case of 
technological collaboration: unilateral and interactive learning. Actually, 
we found that the Brite-Euram projects exhibited important effects in 
terms of unilateral, individual learning, but no strong effects in terms of in­
teractive collective learning. One of the prevailing indirect effects identi­
fied in Bach et al. (1995) is "technological effects"^^ By definition, indi­
rect technological effects result from the partial redeployment by one 
party, of the technology acquired through the European project. Such ef­
fects are considered to be indirect in the sense that the new technological 
knowledge is applied (transferred) to an activity that was not involved in 
the joint research. Almost all indirect technological effects typically corre­
spond to the creation of knowledge assets, which are individually rede-
ployable by a particular partner^^. Thus they can be considered to be a 
manifestation of positive unilateral learning. Participation in a Brite-Euram 
project also substantially improved the "learning to learn" abilities of the 
participants. Participants often recognized that they had gained consider­
able experience in the course of managing multipartite, EU sponsored 
R&D collaborations. This activity was perceived as facilitating subsequent 
contributions to such programmes, or to other types of joint research pro-

2̂  In the frame of the particular evaluation methodology used by the authors, tech­
nological effects represent 50% of all indirect effects (the latter include techno­
logical, but also network, organizational, and critical mass effects). 

"̂̂  Indirect technological effects due to collective redeployment of knowledge are 
few. 
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jects. In terms of opportunistic learning, we found no obvious cases of 
learning races leading to effective hold ups in partners' competences. Nev­
ertheless, free riding, in the sense of adopting "wait and see" positions and 
lack of true commitment, did occur. 

We now turn to the role of interactive learning, i.e., the creation of col­
lective competences and specific indivisible assets that cannot be individu­
ally appropriated and redeployed by one party. Whereas spontaneous R&D 
collaborations sometimes conclude with an explicit intention of creating 
such specific collective assets - from the perspective of a long-term rela­
tionship - this was never the case in Brite-Euram projects (or at least, in 
our representative sample of 50 projects). However, we might qualify this 
argument by recognizing that partners often have to learn together how to 
integrate the different contributions in the final product or process. Interac­
tive learning may thus occur in this weaker form. 

• Proposition 4: In the case of EU sponsored collaborations, learning is 
basically unilateral: most of the assets created through these projects are 
largely redeployable, separable and appropriable individually by each 
partner. 

• Proposition 4bis: By contrast, spontaneous research agreements seem to 
favour interactive learning and the creation of non-redeployable assets. 

So, the newly created assets are generally not of the collective, non-
redeployable kind described above. As a consequence we may advance the 
notion that long-term stability, and particularly the rationale of increasing 
commitment emphasized by several authors (cf. 10.2.4), is not a typical 
characteristic of publicly sponsored agreements. This idea is partly sup­
ported by our empirical material: none of our sample of Brite-Euram pro­
jects gave rise to subsequent collaboration with increasing commitment in 
the same field^^ such as a manufacturing equity joint venture, for instance. 
In other words, we found no direct effects (i.e., effects in the same techno­
logical field) linked to the creation of a new agreement. This does not 
mean that indirect networking effects did not exist; on the contrary, firms 
established new business links (commercial activity, research contract 
sponsored, or otherwise) thanks to the sponsored collaboration. But these 
networking effects, more often than not, consisted of increased numbers of 
contacts or exploring a new technology with a previous partner, rather than 
any deepening of the research area based on a rationale of increasing com­
mitment. By spontaneous inter-firm collaborations, we do not mean that 

^̂  A complementary explanation resides in the fact that antitrust pressures and in-
temal regulation of R&D programmes usually discourage repetitive contracting 
in the same field and with the same partners. 
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that firms always exhibit long-term stability: effective genesis of specific 
assets requires short-term stability and is typically difficult to obtain. 
Rather, we simply assert that, if and when specific assets have been cre­
ated, private partnerships tend to promote longer term relationships 
(through a sequence of increasing commitment with the same partners and 
in the same field) than government-sponsored agreements. 

It is worth mentioning that the specificities of learning through sponta­
neous versus EU sponsored collaborations are consistent with our proposi­
tions concerning the incentive dimension in Section 10.3.1. In order to cre­
ate valuable, collective, specific assets, the partners to a spontaneous 
collaboration must have clear prospects of developing pieces of knowledge 
that are relatively close to their core competences and long-term horizons. 
Obtaining peripheral knowledge is consistent with the fact that govern­
ment-sponsored collaborations are triggered by an external organization (a 
government agency), and not due to an "internal" awareness of environ­
mental pressures or opportunities^^ 

10.3.3 Coordination of Activities in EU Sponsored 
Collaboration: pre-Defined Rules and Arbitration as a Short-
Term Stabilizing Factor 

In this section we will assume that inter-firm technological collaborations 
are governance modes that offer decisive advantages, in terms of flexibil­
ity, compared to hierarchical governance structures. We will focus on the 
rules of coordination operating inside a given collaboration. The aim of 
coordination is to provide compatibility and coherence to individual ac­
tions, as well as to decentralized learning processes, in order to reach a 
global objective. Moreover, any collaborative agreement has to resolve the 
problem of the distribution of the roles and tasks of the partners, as well as 
their articulation. Here, again, our Brite-Euram collaborative projects show 
strong particularities - some imposed by the design of the European pro­
gramme itself. 

Pre-defined rules: stability vs. potential learning rigidities 
Very often in the framework of a technological policy, the public organiza­
tion in charge of the management and the control of the programme re­
quires certain information and imposes certain (minimal) rules that must 
be respected by all partners. For instance, the research contracts signed by 
partners to the Brite-Euram Programme contain provisions about the allo-

^̂  For an interesting development conceming "triggering entities" in connection 
with "engineered networks" of collaborations, see Doz et al. (2000). 
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cation of funds and budget between the partners, the duration and mile­
stones of the agreement, the contribution to be made by each partner, and 
the objectives of the project. European programmes also impose certain 
minimal inter-partner coordination rules in terms of allocation of work: ex 
ante definition of work packages, organization of a minimum number of 
meetings, etc. Moreover, this kind of programme usually requires that the 
partners agree on the results and/or property rights. This pre-defined 
framework eases the coordination of the partners in terms of allocation of 
resources (money, competences, tasks, property rights), and contributes to 
building the channels used to communicate and exchange research results. 
In other words, it helps to set the initial conditions of the collaboration and 
constitutes an important stabilizing element. 

Nevertheless such ex ante specification of rules also introduces potential 
rigidities. More importantly, it may confine learning to specific zones and 
types. We propose that it primarily favours unilateral learning to the detri­
ment of true interactive learning. To illustrate this point, we observed that 
in most cases of Brite-Euram partnerships, the organization of work be­
tween the partners often consisted of a clear ex ante separation of the tasks 
between the parties. Actual organization of the work seemed to correspond 
more or less to the minimal EU requirements and/or guidelines (in terms of 
defining work packages and number of meetings). These rules, when 
strictly applied, constitute a very poor framework for stimulating interac­
tive learning. More intensive exchanges, or even the creation of a common 
research facility, may be necessary to stimulate effective processes of col­
lective knowledge creation. 

• Proposition 5: In the case of E.U. sponsored collaborations, the exis­
tence of pre-defined rules favours short-term stability, but also brings 
potential rigidities and impediments to interactive learning. 

In a spontaneous collaboration strategy, the partners have first to elabo­
rate and agree upon the kinds of rules to be applied before specifying their 
content. Spontaneous agreements, therefore, have to overcome an addi­
tional problem, which is to define the "borders" of the contract. In the ne­
gotiation phase, partners must learn which rules should be created, and 
also how to implement and manage them. This first step confers on the 
partners a higher degree of freedom and flexibility compared to a Euro­
pean sponsored partnership. To maintain or even extend this flexibility the 
partners may well be induced to formalize and codify fewer rules and con­
tractual safeguards than in a government-sponsored agreement. But flexi­
bility and informal coordination have a counterpart. This greater freedom 
may entail more hazards and misunderstandings, which result in the well 
documented, high failure rates, i.e., to the premature end of cooperation. 
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Both spontaneous and sponsored collaborations do, in most instances, 
specify the duration of the partnership. Respecting the planned time dura­
tion may be an indication of the stability of the relationship. We saw in 
section 10.2.4 that a high rate of failure characterizes most spontaneous 
technological collaborations. Interestingly though, from our evaluation of 
Brite-Euram agreements'^ this was not the case. Our evidence suggests that 
the rate of break-up is very small: among 50 statistically representative se­
lected agreements only one failed at the beginning. It might be concluded 
that short-term stability seems to be an important characteristic of EU 
sponsored collaborations. This observation is consistent with the assumed 
stabilizing properties of the pre-defined coordination rules imposed by 
European R&D FWPs. The "stability" argument is further reinforced by 
the discussion in the next subsection. 

The existence of an arbitrator and reputation effects: reinforced sta-
biUty 
This aspect is linked to the previous one. In a public policy, the agent in 
charge of the management and control of the programme can play the role 
of arbitrator, in the sense of Williamson (1979), should a conflict arise. For 
instance, in the case of non-enforcement of the agreed rules by one of the 
partners, the public supervisor imposes some credible threat (no more sub­
sidy payments, no reimbursement). The supervisor can exclude one of the 
partners and help the remaining group to stabilize'^. Another factor, that 
has already been mentioned, might explain the relatively higher stability of 
EU sponsored collaborations: the strategic importance of networking and 
reputation effects in the microcosm of firms participating in a European re­
search programme. These two elements lead us to the following proposi­
tion: 

• Proposition 6: In the case of EU sponsored collaborations, the conjunc­
tion of a public supervisor playing the role of an arbitrator and strong 
reputation effects favours short-term stability. 

In spontaneous agreements, there is no official arbitrator and the part­
ners have to define their own solutions to conflicts. Asking a third party 
(very often a lawyer) to intervene is usually an expensive alternative that 
does not preserve the continuity of the relationship and is generally used 
only if the damages are significant. The absence of an arbitrator may be 

27 Cf. Bach etal. (1995). 
2̂  For a more general discussion of the role of govemment agency in discouraging 

opportunistic behaviour in collaborative R&D, see Tripsas et al. (1995). A 
complementary view recommends the presence of a "principal" as a good way 
to coordinate a group of agents (cf. Picard and Rey, 1988). 
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another reason for the relatively higher percentage of failure in spontane­
ous agreements compared to government-sponsored ones. 

10.3.4 Two Contrasted Scenarios of Evolution 

The bi-polar characterization of inter-firm research agreements described 
above leads us to assemble incentive, coordination and cognition features 
in such a v^ay as to exhibit a strong internal coherence between the charac­
teristics of one given configuration. For instance, the secrecy aspect put 
forward as a characteristic of private R&D cooperation is consistent with 
the idea of close connection to the core activity of the partners, which, in 
turn, seems to be highly compatible with greater commitment and more 
"exploitation oriented" learning. Also, it is consistent with the fact that the 
partners prefer to preserve their strategic scope of action, which includes, 
among other things, the free specification of cooperative rules. In our 
view, internal organizational coherence is also critical to understanding 
agreement dynamics - in particular, the stability, success, and overall logic 
of a given relationship. Keeping in mind our two definitions of stability, 
we can now combine the incentive, learning, and coordination features of 
agreements identified in the previous section in order to build two contrast­
ing scenarios of evolution. 

Our main propositions at this stage can be formulated as follows. 

• Proposition 7: Government-sponsored R&D agreements are most often 
associated with strong "short-term" stability, but they do not necessarily 
favour increasing commitment and longer-term relationships. 

• Proposition 7bis: By contrast, spontaneous research agreements seem to 
be characterized by a much higher degree of instability and failure in the 
short term, whereas they promote long-term relationships in case of a 
first success. 

Let us first consider the case of publicly funded agreements. As men­
tioned previously, the mere existence of pre-defined coordination rules, 
combined with the presence of a third party able to arbitrate in case of con­
flicts, should promote stability of the research project. This "short-term 
stability" argument is further reinforced by the reduced strategic weight 
linked to a peripheral activity as compared to a core business. Most impor­
tantly, the signalling strategy associated with potentially strong reputation 
effects inside the whole network of firms participating in the government 
programme may exert very strong, although indirect, incentive pressures. 
Willingness to create or maintain a good reputation should impede or at 
least discourage opportunistic behaviour; it adds to the incentive to get 
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things done, that is to say, to complete previously announced R&D pro­
jects. Unilateral learning can be considered as a normal by-product. But 
the newly created assets are not of the collective, non-redeployable kind 
described earlier. Hence, long-term stability, and particularly the rationale 
of increasing commitment, are not likely to occur very often, despite the 
higher probability of short-term stability and "success". However, it may 
be that experience gained in the management of government-sponsored 
projects leads to subsequent contracting in another field and/or with other 
companies (networking dynamics). 

Let us turn now to our pattern of idealized spontaneous collaborations. 
Such collaborations, because of their proximity to the partners' core busi­
ness (perceived as critical for companies' survival) or, more generally, be­
cause of the strong motivations and expectations that triggered them, run 
higher risks of failure in the short run. However, if specific, non-
appropriable assets are generated as the result of an effective interactive 
learning process, then a virtuous escalation of commitments and successes 
may occur. These are the reasons why we - somewhat paradoxically -
stress both the short-term instability of spontaneous collaborations and 
their "long-term stability". Needless to say, we recognize that short-term 
stability is an obvious prerequisite for long-term stability, but not a suffi­
cient condition. 

Our bipolar characterization and our evolution scenarios are summarised 
in Table 10.1. 

Of course. Table 10.1 relates to two idealized cases, simplified for ana­
lytical purposes. The real world is more complex and may display a set of 
"intermediate cases", which combine the characteristics of EU-sponsored 
and spontaneous collaborations. For instance, social norms and predefined 
rules may also emerge in spontaneous cooperation networks open to mul­
tiple membership, such as R&D consortia. Also, as mentioned in section 
10.3.2, a weak form of a specific asset can sometimes emerge during an 
EU-sponsored collaborative process (for example, the phase of integration 
of the various contributions). So, the idea that EU-sponsored collabora­
tions do not produce "increasing commitment" needs to be qualified. Al­
though in the 50 Brite-Euram projects we surveyed this evolution was not 
observed, we cannot exclude the possibility that promising results (high 
potential, fiiture benefits), and good inter-firm relationships might induce 
the partners to continue the collaboration, but not as part of a government 
sponsored programme and without any public subsidy. This behaviour 
somehow assumes that the continuing collaboration involves a "close to 
the core" rather than a "close to the periphery" to activity. At this point, the 
firm is embarking on the "spontaneous collaboration" pathway described 
above, with the advantage of a first common stable experience. 
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Table 10.1. Government sponsored versus spontaneous agreements: two idealized 
collaborative patterns 

Government sponsored 
agreement 

Spontaneous agreement 

Incentive Subsidies 
Public info/signalling strategy 
Reputation effects 
Develop peripheral compe­
tences 

Coordination Pre-defined rules 
Arbitration by a third party 

Learning Individual learning 
creation of redeployable as­
sets 

Evolution Short-term stability 
No long-term duration of the 
global relationship between 
the partners 
"Networking" rationale 

BOQOOOOOOOQOQOQOQOOO<XXXX»OOOQOQQOMWOOOQQOQflWXX>OQQOQQQOOOQQOOOQOQO<}000^^ 

Private funding 
Secrecy 
Trust 
Develop future core competences 

Rules to be created/flexibility 
Self resolution of conflicts 
Towards interactive learning 
creation of endogenous specific 
asset 
Short-term instability 
Long-term duration of the rela­
tionship in case of success 
i.e. increasing commitment 
"Increasing specificity" rationale 

0 < » C M O O O O O O O « W O O < X X } 0 « M O O f l O O W O m « » & 0 0 ^ 

10.4 Policy Implications 

If the government-sponsored collaborations (like spontaneous collabora­
tions) obey specific motivation, learning, coordination, and evolution fea­
tures, then it becomes necessary to revisit the rationales behind certain 
technology policy instruments, such as the European research FWPs. This 
is the subject of this final section. 

10.4.1 Revisiting the Rationale of EU Research Programmes in 
the Light of Firms' Incentives to Collaborate 

As mentioned in section 10.1.1, cost-sharing is one of the motives empha­
sized by policy makers and assumed in a large part of the neoclassical lit­
erature (Katz 1986; D'Aspremont and Jacquemin 1988; Suzumura 1992, 
Salant and Shaffer 1998, etc.). This literature considers that R&D coopera­
tive agreements are a means of reducing market failures induced by the 
characteristics of the technology. It typically assumes that firms are sym­
metrical in terms of skill and knowledge and analyzes the conditions under 
which R&D cooperation brings social benefits. State intervention in areas 
where firms would not cooperate spontaneously, but where R&D collabo­
ration would benefit the society, is justified. It should be noted that this as-
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sumes that: 1) govemment-sponsored agreements are equivalent to sponta­
neous ones; 2) the sponsored firms have similar resources and cost-sharing 
is the main motive for collaboration; 3) the partners produce only one good 
and are active in the same market. The validity of these assumptions is 
questionable on at least three counts: firms need to access complementary 
knowledge; they collaborate to improve their reputation; they generally 
manage a portfolio of R&D projects, among which spontaneous agree­
ments and sponsored agreements should be considered as quite separate in 
strategic terms. 

From "cost sharing" to complementarity 
Sakakibara (2003) shows in a three-stage model that R&D consortia that 
include firms with complementary knowledge are welfare enhancing. He 
underlines that the consortium Sematech, comprising a narrow set of in­
dustries with, therefore, little complementarity between participants, were 
able to reduce the cost of R&D in the semiconductor industry, because of 
the dominance of cost-sharing effects among partners. In contrast, Japa­
nese R&D sponsored consortia generally involve firms from much more 
diverse industries. Thus, there is a higher probability of exchange of com­
plementary knowledge and positive learning effects. Sakakibara concludes 
that "governments should take the organization of R&D consortia into ac­
count when deciding on the types of consortia they want to promote" (Sa­
kakibara 2003, p. 126). 

Similarly, Bach et al. (1995) found that firms associated with universi­
ties - i.e., with clearly different and complementary organizations - gener­
ated more indirect effects and were more effective at achieving the objec­
tives of the research project. The results were the same for consortia where 
complementary partners, such as users and producers, were associated, 
compared with consortia involving users or producers only. Moreover, Sa­
kakibara and Brandstetter (2003) confirm empirically the theoretical pre­
diction of Katz (1986), according to which product-market proximity has a 
negative impact on the outcomes of public consortia. Policy makers should 
consider knowledge complementarity as being critical, with cost-sharing a 
secondary issue. The way that consortia are structured (firms from diverse 
industries with technological proximities, associating users and producers, 
and showing high potentialities for exchanging complementary knowl­
edge) will influence outcomes and thus the impact of the public policy. 

Taking networking into consideration 
Bach et al. (1995) show that firms participating in Brite-Euram generated 
networking effects. Firms established new business links with some of 
their partners, or with the partners of their partners. Thus, networking, 
even if it does not take the form of a reinforced commitment, is an impor-
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tant outcome of public policy. Link et al. (2002) find that the US ATP 
(Advanced Technology Program) encouraged participating firms to join 
other research consortia. Broadening netv^orks is certainly an important 
policy means to disseminate knowledge in the economy, to increase the 
coordination of complementary competences, and, thus, to promote tech­
nological innovation. This learning argument, where networks are consid­
ered as privileged loci for innovation, is especially important in the evolu­
tionary economics rationale^^ for publicly subsidized research programmes. 
However, what is the economic justification when networking becomes the 
primary objective of the firm rather than a means of exchanging and creat­
ing new valuable knowledge? Proposition 2 states that the acquisition of 
network assets represents - at least - an important motive for collaborat­
ing. But, what happens if it is the only motive? In cases where networking, 
signalling, or adding to reputation are a company's only motives for col­
laborating and no real technological innovation is intended, or can occur, 
then the subsidy would not be justified. At a more general level, the need 
for and effectiveness of supporting a network over a prolonged period 
might also be questioned. 

Consideration of the firm's portfolio of projects 
The portfolio of R&D activities of a company, indicating how they man­
age their sets of competences, might influence a collaboration. The deci­
sion to enter into a certain type of collaboration for a given activity often 
depends on the distance of this activity from a firm's core competences. 
We would maintain that an activity closer to the core has a higher prob­
ability of being funded in house, whereas activities on the periphery will 
usually be managed by applying to government-sponsored programmes. In 
our analysis, where we want to stress the necessity to distinguish between 
sponsored and spontaneous collaborations, the existence of a portfolio spe­
cifically indicates the variety of projects carried out by a given firm. First, 
let us consider that firms are able to rank their projects in terms of strategic 
priority^^. Subject to the money being available, firms know which projects 
to fimd internally (i.e., those close to the core), and which will need public 
subsidy (i.e., those close to the periphery) because they are currently of 
less importance strategically, therefore more risky, although they are of 
importance for the future (i.e. new valuable options). 

^̂  See Metcalfe (1995) for an overview of technology policy rationales from an 
evolutionary economics perspective. 

^̂  Of course the projects are not independent and there are some overlaps in terms 
of the required knowledge base. 
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This has an important implication for the debate in terms of input (and 
output̂ ^) additionality vs. substitution. Input additionality exists when, 
provided the actions are welfare improving, the State sponsors actions 
which agents would not have resourced themselves. Substitution is a situa­
tion of "waste" where public funds are used to support actions that would 
have been carried out by the firm in any case. If sponsored and spontane­
ous collaborations differ in strategic terms (as mentioned above), then 
funding through EU programmes should be devoted explicitly to support­
ing valuable peripheral activities rather than highly strategic projects. By 
definition, firms with a portfolio of projects will not ask the EU to fimd 
their "close to the core" strategic projects and the State should not offer to 
fimd them. In other words, substitution (between spontaneous and publicly 
funded projects) should not be a major issue, since spontaneous projects 
tend to be privately funded - at least by large companies. Thus, if a substi­
tution issue exists, it is in relation to peripheral activities. Waste and free 
riding occur when firms deliberately apply to public programmes for fund­
ing to carry out unimportant, minor projects under a "wait and see", or 
pure networking strategy. Such waste also occurs when firms receive funds 
for peripheral activities that they would have funded themselves (in 
wealthy periods). In other words, the policy maker's problem of substitu­
tion vs. additionality should be turned into "opening new valuable options" 
vs. "sustaining minor activities". Of course, this supposes that firms have a 
clear vision about the "good" options to open and are able to differentiate 
between peripheral activities that might be considered as important for the 
future, and minor activities that will never be of any importance. It also 
supposes that the State is able to select the technological options with a 
high "public" value (in the social interest). 

In other words, we would suggest that cooperative policies should take 
care of the strategic positioning of the project inside the company. We con­
tend that analysis of the strategic weight of the collaborative project for 
each partner could usefully complement the current pre-competitiveness 
criterion of selection. If the stage at which cooperation takes place (i.e., 
pre-competitive R&D) is the unique criterion, spontaneous and subsidized 
collaborative R&D seem to be equivalent and could be considered to be 
substitutable. However, when strategic considerations at the firm level are 
taken into account the picture changes radically. 

^̂  Output additionality answers the question: would we have obtained the same 
outputs without policy intervention? 
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10.4.2 Toward Revisiting the Rationale of EU Research 
Programmes in the Light of Specific Inter-Firm Learning and 
Coordination Mechanisms 

Propositions 3, 5 and 6 express the following ideas: learning in sponsored 
agreements is exploratory due to the distance of the project from current 
core competences; the existence of pre-defined rules induces short-term 
stability even if it entails potential rigidities in terms of interactive learn­
ing; short-term stability is reinforced by the presence of an arbitrator (the 
public agency) and reputation effects. 

Revisiting the rules concerning the division of labour between the 
partners 
The existence of pre-defined rules, especially in relation to the project's re­
search agenda (work packages, milestones, partner contributions, theoreti­
cal background, technological options, etc.), might strongly influence the 
direction of learning and the actual learning mechanisms. For instance, the 
application forms themselves impose a precise division of labour and a 
minimum number of meetings. The project design thus implicitly assumes 
that each participant will work on its contribution in-house and will learn 
about the results of other partners during meetings, or in a subsequent inte­
gration phase. In our view this resembles a kind of modular organization, 
which presupposes an efficient pre-defined architecture that makes it pos­
sible to build each module (produce each work package) independently of 
the others. The relevance of an a priori rigid architecture in the case of 
highly exploratory projects is questionable. In such an uncertain context, 
much more integrative work, and especially ex ante integrative work, is 
likely to be necessary if any technological value and success is to be 
achieved. In other words, interactive learning is likely to be involved. 
However, the imposed design and coordination of projects enforces a high 
level of unilateral learning and enables little learning by interacting. 

The project design should foster interactive learning and, thus, the pos­
sibility to create new knowledge. Formal rules and procedures rarely trig­
ger learning. Extrinsic incentives (here, very restrictive pre-defined rules) 
cannot counter weak intrinsic learning motivation (cf. Kreps 1997). Rules 
that are too rigid can be counter-productive and even impede learning 
and/or innovation. Thus, rules should be seen as means of stabilizing the 
initial condition and not as means of monitoring or inducing learning; 
flexibility in the design and the monitoring of projects, therefore, is impor­
tant. In addition, the administrative burden for firms should not be too 
heavy, such that it hinders learning. Finally, "wait and see" behaviour, 
amounting to lack of involvement and commitment from any of the part-
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ners (i.e., free-riding) should be eliminated by the supervisor of the public 
programme dealing out appropriate punitive actions. 

Networking and the danger of lock-in effects 
Networking, and more precisely increased numbers of business contacts, 
seems to be an important motive for both firms and policy makers, whose 
intention is to stimulate creative interactions and technological innova­
tions. But policy makers must be aware of the danger of lock-in effects in­
side the created networks. In the longer term, once the networks have been 
set up, negative path dependencies, in the sense that participants become 
too close to one another to be able to create new valuable knowledge, must 
be avoided. If it is evident that the group of companies benefiting from 
subsidies is the same for two or more projects, that is to say, when the 
network of interacting firms has stopped expanding, then the positive net­
working effects have reached their limit. When this occurs, continuing to 
award funding runs the risk of reinforcing the position of the initial con­
tributors and blocking entry of possible new partners. 

10.5 Conclusion 

In this chapter we have tried to characterize the organizational properties 
and the micro-mechanisms of a particular case of inter-firm technological 
collaboration: the EU-sponsored collaborative projects. In order to achieve 
this goal, we used a three dimensional analytical grid in terms of incentive 
to cooperate, and learning via collaboration and coordination devices. A 
first application of this grid led us to the literature relevant to strategic alli­
ances in general. We then complemented this with empirical material 
drawn from numerous Brite-Euram projects. 

Our main results are of a theoretical nature. They consist of the elabora­
tion of stylized facts, i.e., two contrasted, idealized collaborative patterns: 
EU-sponsored research collaborations and spontaneous research collabora­
tions. Our findings can be summarized as follows: 

- government-sponsored collaborations generally focus on peripheral 
competences, submit to pre-defined rules, and favour exploratory, uni­
lateral learning; 

- spontaneous collaborations can also concern the creation of more criti­
cal knowledge (i.e., closer to core competences); they need to define 
their own operating rules, and they sometimes trigger an interactive 
learning process that generates valuable collective specific assets; 
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- evolution paths differ: government-sponsored collaborations seem to be 
more stable in the short run (no premature end), but less persistent in the 
long run in the case of success. 

From the identification of the specificities of EU-sponsored technologi­
cal collaborations, we were able to derive some important policy consid­
erations concerning the potential rigidities of European programmes (lack 
of flexibility in the organizational design of the projects, learning impedi­
ment, lock-in effects in the long run). We also tried to revisit the debate 
concerning additionality versus substitution in sponsored R&D projects, by 
examining in depth the specific motivations behind such partnerships from 
the micro-strategic point of view of the firm. Clearly, the evidence pre­
sented in this chapter has some limitations, one of the most important be­
ing the lack of a wide-scale, comparative empirical analysis. The next step 
in this exploratory research would be to carry out a survey in order to pro­
vide some empirical support for our theoretical hypothesis. 

10.6 References 

Amesse F, Cohendet P (2001) Technology transfer revisited from the perspective 
of the knowledge-based economy. Research Policy 30: 1459-1478. 

Ancori B, Bureth A, Cohendet P (2000) The economics of knowledge: the debate 
about codification and tacit knowledge. Lidustrial and Corporate Change 9(2): 
255-288. 

Aoki M (1988) Information, incentives and bargaining in the Japanese economy. 
Cambridge University Press, Cambridge. 

Argyris C, Schon DA (1978) Organizational leaming: a theory of action perspec­
tives. Addison Wesley, Reading. 

Arrow KJ (1962) The economic implication of leaming by doing. Review of Eco­
nomic Studies 26: 155-173. 

D'Aspremont C, Jacquemin A (1988) Cooperative and non-cooperative R&D in 
duopoly with spillovers. American Economic Review 78: 1133-1137. 

Avadikyan A, Llerena P, Matt M, Rozan A, Wolff S (2001) Organizational rules, 
codification and knowledge creation in inter-organization cooperative agree­
ments. Research Policy 30: 1443-1458. 

Bach L, Ledoux MJ, Matt M, Schaeffer V (1995) Evaluation of the economic ef­
fects of Brite-Euram programmes on the European Industry. Scientometrics 
34(3): 325-349. 

Bozeman B, Dietz JS (2001) Strategic research partnerships: constructing policy-
relevant indicators. Journal of Technology Transfer 26: 385-393. 

Bureth A, Wolff S, Zanfei A (1997) The two faces of leaming by cooperating: the 
evolution and stability of inter-firm agreements in the European electronics 
industry. Joumal of Economic Behaviour and Organization 32(4): 519-537. 



316 Mireille Matt and Sandrine Wolff 

Butler R, Carney MG (1983) Managing markets: implications for the make-buy 
decision. Journal of Management Studies 20(2): 213-231. 

Child J (1997) Learning trough inter-organizational cooperation. In: Proceedings 
of EMOT program Conference, Stresa, Italy, 11-14 September. 

Ciborra CU (1991) Alliances as learning experiences: cooperation, competition 
and change in the high-tech industries. In: Mytelka L (ed.) Strategic partner­
ships and the world economy, Pinter, London, pp. 51-77. 

Cohen WM, Levinthal DA (1989) Innovation and learning: the two faces of R&D. 
Economic Journal 99: 569-610. 

David PA, Hall BH, Toole AA (2000) Is pubhc R&D a complement or a substitute 
for private R&D? A review of the econometric evidence. Research Policy 29: 
497-530. 

De Bondt R (1997) Spillovers and innovative activities. International Journal of 
Industrial Organization 15(1): 1-28. 

Dosi G (1988) Sources, procedures and microeconomic effects of innovation. 
Journal of Economic Literature 26: 1120-1171. 

Doz YL (1996) The evolution of cooperation in strategic alliances: initial condi­
tions or learning processes? Strategic Management Journal 17: 55-83. 

Doz YL, 01k PM, Ring PS (2000) Formation processes of R&D consortia: which 
path to take? Where does it lead? Strategic Management Journal 21: 239-266. 

Dyer JH, Singh H (1998) The relational view: cooperative strategy and sources of 
interorganizational competitive advantage. Academy of Management Review 
23(4): 660-679. 

Hagedoom J (2002) Inter-firm R&D partnerships: an overview of major trends 
and patterns since 1960. Research Policy 31: 77-492. 

Hagedoom J, Schakenraad J (1993) A comparison of private and subsidized R&D 
partnerships in the European information technology industry. Journal of 
Common Market Studies 31(3): 373-390. 

Hagedoom J, Schakenraad J (1992) Leading companies and networks of strategic 
alhances in information technologies. Research Policy 21: 163-190. 

Hamel G (1991) Competition for competences and inter-partner leaming within 
intemational strategic alhances. Strategic Management Journal 12 (Special 
Summer Issue): 83-103. 

Katz MJ (1986) An analysis of cooperative research and development. RAND 
Joumal of Economics 17: 527-543. 

Katz MJ, Ordover JA (1990) R&D cooperation and competition. Brookings Pa­
pers on Economic Activity: Microeconomics, pp. 137-203. 

Kogut B (1991) Joint ventures and the option to expand and acquire. Management 
Science 37: 19-33. 

Koza MP, Lewin AY (1998) The co-evolution of strategic alliances. Organization 
Sciences 9(3): 255-264. 

Kreps DM (1997) The interaction between norms and economic incentives. Intrin­
sic motivation and extrinsic incentives. American Economic Review 87(2): 
359-364. 



10 The Organizational Specificities of Brite-Euram Collaborative Projects 317 

Larsson RL, Bengtsson L, Henriksson K, Sparks J (1998) The interorganizational 
learning dilemma: collective knowledge development in strategic alliances. 
Organization Sciences 9(3): 285-305. 

Llerena P, Matt M (1999) Inter-organizational collaboration: the theories and their 
policy implications. In: Gambardella A, Malerba F (eds.) The organization of 
economic innovation in Europe. Cambridge University Press, Cambridge, pp. 
179-201. 

Link AN, Paton D, Siegel DS (2002) An analysis of poHcy initiatives to promote 
strategic research partnerships. Research Policy 3: 1459-1466. 

Lundvall BA (1988) Innovation as an interactive process: from user-producer in­
teraction in the national systems of innovation. In: Dosi G, Freeman C, Nelson 
R, Silverberg G, Soete L (eds.), Technical change and economic theory, Pinter 
Pubhshers, London, pp. 349-369. 

Macneil IR (1974) The many futures of contract. Southern California Law Review 
47: 691-816. 

Malerba F (1992) Learning by firms and incremental technical change. The Eco­
nomic Journal 102: 845-859. 

March JG (1991) Exploration vs. exploitation in organizational learning. Organi­
zation Science 2(1): 71-87. 

March JG, Simon H (1993) Organizations revisited. Industrial and Corporate 
Change 2(3): 299-316. 

Mariti P, Smiley R (1983) Cooperative agreements and the organization of indus­
try, Journal of Industrial Economics 4: 437-451. 

Matt M, Wolff S (forthcoming 2004) Incentives, coordination and learning in 
government-sponsored vs. spontaneous inter-firm research cooperation. Inter­
national Journal of Technology Management. 

Metcalfe S (1995) The economics foundations of economic policy: equilibrium 
and evolutionary perspectives. In: Stoneman P (ed.) Handbook of the econom­
ics of innovation and technological change. Blackwell Handbooks in Econom­
ics, Oxford UK and Cambridge USA, pp. 409-512. 

Ouchi WG (1980) Markets, bureaucracies and clans. Administrative Science 
Quarterly 20: 129-141. 

Palay TM (1984) Comparative institutional economics: the governance of rail 
freight contracting. Journal of Legal Studies 13(June): 265-288. 

Parkhe A (1991) Interfirm diversity, organizational learning, and longevity in 
global strategic alliances. Journal of International Business Studies 22: 579-
601. 

Picard P, Rey P (1988) Recherche-Developpement, Incitation et Cooperation. In : 
Melanges economiques, Essai en I'honneur de Edmond Malinvaud, EHESS, 
Economica, Paris, pp. 315-342. 

Prahalad CK, Hamel G (1990) The core competence of the corporation. Harvard 
Business Review 68(May/June): 79-91. 

Powell WW, Koput KW, Smith-Doerr L (1996) Interorganizational collaboration 
and the locus of innovation: Networks of learning in biotechnology. Adminis­
trative Science Quarterly 41: 116-145. 



318 Mireille Matt and Sandrine Wolff 

Richardson GB (1972) The organization of industry. Economic Journal 82: 883-
896. 

Ring PS, Van de Ven AH (1994) Developmental processes in cooperative interor-
ganizational relationships. Academy of Management Review 19: 90-118. 

Rosenberg N (1982) Inside the black box. Cambridge University Press, Cam­
bridge. 

Sakakibara M (1997a) Heterogeneity of firm capabilities and cooperative research 
and development: an empirical examination of motives. Strategic Manage­
ment Journal 18: 143-164 

Sakakibara M (1997b) Evaluating government-sponsored R&D consortia in Japan: 
who benefits and how? Research Policy 26: 447-473. 

Sakakibara M (2003) Knowledge sharing in cooperative research and develop­
ment. Managerial and Decision Economics 24: 117-132. 

Sakakibara M, Brandstetter L (2003) Measuring the impact of US research consor­
tia. Managerial and Decision Economics 24: 51-69. 

Salant SW, Shaffer G (1998) Optimal asymmetric strategies in research joint ven­
ture. International Journal of Industrial Organization 16: 195-208. 

Suzumura K (1992) Cooperative and non-cooperative R&D in an oligopoly with 
spillovers. American Economic Review 82: 1307-1320. 

Teece DJ (1992) Competition, cooperation and innovation: organizational ar­
rangements for regimes of rapid technological progress. Journal of Economic 
Behaviour and Organization 18: 1-25. 

Teece DJ (1986) Profiting from technological innovation: implications for integra­
tion, collaboration, licensing and public policy. Research Policy 15: 285-305. 

Tripsas M, Schrader S, Sobrero M (1995) Discouraging opportunistic behavior in 
collaborative R&D: a new role for government. Research Policy 24: 367-389. 

Vonortas NS (2000) Multimarket contact and inter-firm cooperation in R&D. 
Journal of Evolutionary Economics 10: 243-271. 

WiUiamson OE (1989) Transaction cost economics. In: Schmalensee R, Willig 
RD (eds.) Handbook of industrial organization Vol. 1. New York, North Hol­
land, pp. 136-182. 

Williamson O E (1985) The economic institutions of capitalism. Free Press, New 
York. 

Williamson OE (1979) Transaction costs economics: the governance of contrac­
tual relations. Journal of Law and Economics 22(2): 233-261. 

Wolffs (1992) Accords inter-entreprises et flexibilite: elements theoriques et ap­
plication au secteur des telecommunications, PhD Thesis, Universite Louis 
Pasteur, Strasbourg. 



11 How International are National (and European) 
Science and Technology Policies? 

Jakob Edler and Frieder Meyer-Krahmer 

FhG-ISI, Karlsruhe, E-mail: j.edler@isi.fraunhofer.de 
BETA, Strasbourg and FTiG-ISI, Karlsruhe, E-mail: Frieder.Meyer-Krahmer@isi.fhg.de 

11.1 Introduction 

The internationalization of research and development is a fact. Numerous 
indicators point to a strong tendency towards intensified international ac­
tivities as regards the generation and exploitation of new scientific knowl­
edge and technologies. At the same time, the corporate strategies designed 
to internationalize R&D activities follow ever more differentiated ration­
ales: there is apparently no one single reason, but a whole range of differ­
ent motivations for international collaborations. 

The consequences for science and technology (S&T) policy should be 
obvious: if more and more of the activities within a given country or re­
gion are conducted by foreign-based actors, and if the home-based actors 
reach out further and further beyond the borders of their home country (or 
region), it should be self-evident that national or regional policies have re­
acted - one way or the other. 

In this chapter we concentrate on the international activities of multina­
tional companies (MNC) and provide some evidence for the empirical 
trends both as regards the technological activities of MNCs and national 
policies to exploit these tendencies. It will be shown that - despite the ob­
vious trends - national policy-makers have not fully understood the neces­
sities to tailor appropriate, comprehensive approaches and that the contexts 
and existing activities in different countries vary considerably. Finally, we 
derive a couple of principal lessons to be considered by national and Euro­
pean policy-makers that seek to foster and take advantage of the global op­
timization of R&D portfolios. 

mailto:j.edler@isi.fraunhofer.de
mailto:Frieder.Meyer-Krahmer@isi.fhg.de
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11.2 Patterns of International R & D 

11.2.1 Scale and Scope of International R&D 

Recent trends. There are three different dimensions to the internationaliza­
tion of science and research: international exploitation of nationally gener­
ated knowledge and technology; international technological and scientific 
cooperation and exchange; and the international generation of knowledge 
and innovation (Archibugi and Michie 1995; Archibugi and lammarino 
1999; Meyer-Krahmer et al. 1998). Current data indicate a robust tendency 
towards growing internationalization of science and research in all three 
dimensions (OECD 1997a, 1998a,b,c, 1999; UNCTAD 1996; UNESCO 
1998; Narula 1999). Although certain aspects of this internationalization 
trend are well documented, and some effects can be quantified, the overall 
processes are extremely complex and the outcomes/impacts are highly un­
certain. The existence of the phenomenon is generally accepted, but its im­
portance and the trends are currently the topic of a lively debate (see 
Kuhlmann and Meyer-Krahmer 2001). Since the early 1980s, the interna­
tional generation of innovation has increased, and affected the internation­
alization of research and development (R&D). During earlier periods of in­
ternational expansion (the 1960s and 1970s), MNCs first built up their 
sales, distribution and assembly operations in foreign countries. In later 
phases (late 1970s/early 1980s), efforts were directed towards supporting 
foreign subsidiaries with corresponding capacities in application engineer­
ing and applied R&D. Although initially the tasks of development depart­
ments abroad were limited to adapting product and process technologies 
from the home country to local production and market requirements, there 
was a clearly recognizable trend, fi-om the late 1980s, towards strengthen­
ing R&D in foreign countries and extending the global competence portfo­
lio. Increasingly, research became established at a high level in foreign lo­
cations. 

If the situation up to the end of the 1970s was largely characterized by 
the dominance of a world centre for research and innovation (the United 
States in many important fields of technology, and western Europe in indi­
vidual fields, such as chemistry), it is now true to say that, for the most 
important fields, several centres are crystallizing out within the Triad 
countries - and in some instances even beyond. These are in fierce compe­
tition with one another, and, from time to time, very rapid changes in rank­
ing take place. Because of this development, enterprises that are leading 
performers of R&D have to demonstrate a presence in several locations at 
the same time, establish sufficiently competent and extensive structures 
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there, and react as quickly as possible to dynamic changes in relative loca­
tion advantages. 

For this reason, R&D centres and product development capacities were 
established within the same corporation at several different Triad locations 
as a part of entrepreneurial integration strategies. At the same time, at­
tempts are being made, through R&D cooperations and strategic technol­
ogy alliances, to form networks as quickly and as flexibly as possible be­
tween institutionally and regionally scattered centres of competence. 
Empirical evidence has shown that since the 1980s the number of newly 
established strategic technology alliances has increased considerably (see 
Hagedoom and Schakenraad 1990, 1993; Narula 1999), especially in the 
most dynamic technology fields, such as biotechnology, new materials 
and, above all, information technologies. 

Complex mix of motives and the role of lead markets 
Obviously, in a somewhat simplified typology globalization follows differ­
ent paradigms in different entrepreneurial functions (Gordon 1994): (1) 
the internationalization of markets is determined by the search for markets 
with high income and low price elasticities of demand in conditions of free 
world trade, (2) the transnationalization of production locations is driven 
by the regime of production possibilities (qualified workforce, supplier-
producer networks, costs, other comparative advantages, closeness to mar­
ket), and lastly, (3) globalization is characterized by the pursuit of system 
competence through global "R&D sourcing" and the orientation towards 
the excellence of (national) iimovation systems and related institutions^ 

However, there is growing evidence that the "three worlds" postulated in 
the above "three-different-paradigms" approach repeatedly impinge on one 
another, so that the various paradigms merge again to some extent - mar­
kets and the excellence of innovation systems are taken into consideration 
together, recent studies on determinants of location factors of the interna­
tionalization of research and development (Reger et al. 1999; Jungmittag et 
al. 1999) show that in different key technologies the three paradigms play 
varying roles. Differences between sectors regarding the degree of liberali­
zation of international trade, the regulation of streams of direct invest­
ments, specific features of regional demand, economies of scale in produc­
tion and the internationalization of technological knowledge, result in 
different levels of internationalization. Surveys in three selected technol­
ogy fields indicated that the internationalization of R&D is mainly influ­
enced by three factors, namely: 

^ In management theories these terms „transnationalization" and „globalization" 
are used the other way round (see, e.g., Bartlett and Ghoshal 1989). 



322 Jakob Edler and Frieder Meyer-Krahmer 

- early linkage of R&D activity to leading, innovative clients ("lead us­
ers") or to the "lead market"; 

- early coordination of the enterprises' own R&D with scientific excel­
lence and the research system; 

- close links between production and R&D. 

Different patterns within Europe 
Within Europe, the degree of internationalization varies considerably. The 
roles of a home for international expansion and a host for foreign R&D 
laboratories are mostly concentrated in a few countries - mainly Germany, 
France and the United Kingdom. Within the European Union, three main 
clusters of countries - which are related to the companies' strategies - can 
be identified: 

- small, highly developed European countries, such as Belgium, Sweden 
or the Netherlands (also Switzerland), where global players perform up 
to more than half of their R&D activities outside their home country. 
These countries have a relatively small pool of domestic R&D re­
sources; firms therefore invest heavily in the international generation of 
innovations; 

- large European countries with large technology bases and markets, such 
as Italy, Germany, and France, and where "their" MNCs perform be­
tween one-fifth to one-third of their R&D activities abroad. Neverthe­
less, many large enterprises in these large European countries, particu­
larly in the machinery, transportation and electrical engineering sector, 
tend to concentrate a significant part of their research in the country of 
origin; 

- "intermediate countries", such as Spain, Portugal and Ireland, partici­
pate somehow differently in the new international division of labour. 
These countries lack well-equipped technological infrastructures and re­
sources and are characterized by high foreign inward R&D investment 
and very low outward R&D investment. On the one side, MNCs con­
tribute, quantitatively and qualitatively, to a great extent to the techno­
logical efforts of these countries. On the other side, there are, firstly, a 
considerable number of innovative domestic companies which do not 
internationalize (neither via exports nor foreign direct investment 
(FDI)). Secondly, most domestic firms operating in international con­
texts use exports as the basic and almost unique way of internationaliza­
tion. 
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The (decreasing) weight of Europe as host to international R4&D 
The significance of the big European countries playing host to interna­
tional R&D is qualified if one compares their weight as host to that of 
other regions in the world, mainly the US. In the course of the 1990s the 
attractiveness of Europe as a location for foreign companies declined. Of 
all R&D expenditure under foreign control in the manufacturing industry 
within the OECD countries, the share that is spent in the US has grown 
from 45.3% to 55.5%, the share of Japan has grown fi-om 2.8% to 4.1%, 
while the share of Germany, France, the UK and the rest of the OECD 
coimtries has declined (OECD 2001; p. 26, fig. 10). 

us Japan Germany UK France Other 
OECD 

Source: OECD (2001). 

Fig. 11.1. Share of R&D expenditure under foreign control in the manufacturing 
industry in selected OECD countries 
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11.2.2 Lessons on Location Factors of MNCs 

The multitude of studies that have been produced in the last five to ten 
years has shown that R&D is motivated by a very broad variety of factors^. 
For example, Edler et al. (2002) have identified a whole range of reasons 
that drive internationalization. 

To adapt products to 
local requirements, 

regulations, 
ingredients, ... 

To get access to 
skilled researchers 

and new talent 

To learn from foreign 
lead markets or lead 

customers 

To take advantage of 
technology developed 
by foreign companies 

To keep abreast of 
foreign technologies 

To support non-
domestic 

manufacturing 
capability 

To comply with local 
market access 
regulations or 

pressures 

To take advantage of 
foreign publicly-funded 

R & D programs 

Not satisfied with the 
firm environment in 

home country 

Europe MNCs 
HJapan MNCs 
DN-America MNCs 
n Total 

1 = not important at all, 5 = very important 
Source: Edler et al. (2002). 

Fig. 11.2. Motivations for MNCs from the Triad regions to invest in R&D abroad 

' See Criscuolo et al. (2001) for an overview. 
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Figure 11.2 shows, that despite this variety, the most important reasons 
can be grouped into two basic motivations: knowledge exploiting vs. 
knowledge augmenting^. 

Knowledge exploitation (R&D abroad to meet the peculiarities of for­
eign markets) 

- Mode: Kjiowledge exploitation encompasses all motives that are related 
to R&D work done in order to adjust the existing technologies, prod­
ucts, and processes to meet the needs of local demand, supply, regula­
tion (standards, etc.). In this mode, the major knowledge is generated in 
the home coimtry, and, in a second step, exploited abroad by fine-tuning 
technological developments towards different needs and to support for­
eign production and marketing. 

- Empirical evidence: For most companies, the bulk of activity is still the 
support of local production and marketing abroad (Cantwell 1995; 
Cantwell and Kosmopoulou 2001; Patel and Vega 1999; Patel and Pavitt 
2000; Serapio and Dalton 1999). For example, for German MNCs vari­
ous studies (Legler et al. 2000; Beise and Belitz 1998; Belitz 2002; Ed-
ler 2003) have shown that the technological areas developed abroad are 
very similar to those at home, indicating that companies mainly adapt 
what they have developed at home. This also means that for the bulk of 
R&D investment in a given host country the characteristics of its inter­
nal market (size, advanced users, advanced suppliers, product or process 
regulations) are more important than the quality of the science and re­
search system. 

Knowledge augmenting 

- Mode: Knowledge augmenting, on the other hand, means that the inter­
national arena is used to generate new knowledge. Innovation is more 
and more knowledge- and speed-driven, MNCs are forced to be quick 
and excellent at the same time. Therefore, MNCs have perfectly genuine 
motives to tap into existing, forefront knowledge centres of excellence 
abroad and to take advantage of them. This might be done through sim­
ple monitoring activities, through integrating into existing scientific 
networks, or through employing scientific talent. In this paradigm of in-

^ This is confirmed by a very broad range of recent studies, see, e.g., Dunning 
andNarula (1995), Meyer-Krahmer et al. (1998); Edler et al. (2001); Meyer-
Krahmer (1997); Niosi (1999); OECD (1999); Pearce (1999); Pearce/Singh 
(1992); Criscuolo et al. (2001); Boutellier et al. (1999), Kuemmerle (1999) and 
Kumar (2001). 
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temational R&D, the search for excellent research centres around the 
globe and the build up and re-transfer of knowledge are major tasks for 
"globally learning companies" (Meyer-Krahmer et al. 1998). 

- Empirical evidence: a growing number of studies finds the knowledge 
augmenting mode becoming more and more important (Florida 1997; 
Koopmann and Miinnich 1999; Boutellier et al. 1999; Cantwell 1995; 
Edler et al. 2001; Dunning and Wymbs 1999; Granstrand 1999; Pearce 
and Singh 1992; Pearce 1999; Criscuolo et al. 2001; Narula 1999). It has 
been shown that knowledge seeking and generating abroad correlates 
with 

• the knowledge intensity of the technological area"̂ , 

• the intensity and scope of the corporate R&D, 

• the perception of researchers and managers that the knowledge base 
of the host country is more advanced. 

Secondary location factors 
Beyond the two major strands of motivations a set of other location factors 
can be defined, the meaning of which, as identified in surveys, is in most 
cases lower than the meaning of the two sets of reasons just discussed. 

- Vertical cooperation with local partners (suppliers, (lead) customers). 
The importance of vertical integration has grown, and so has the inclina­
tion of MNCs to locate parts of their R&D close to their most important 
suppliers and/or customers (Just 1997). 

- Efficiency (research costs): in some areas of research, the actual costs of 
performing it play a major role. It has been shown that if the level of ex­
pertise needed is available for less cost, and if the infrastructure limits 
transaction costs, research also follows efficiency (Gerybadze et al. 
1997). 

- Follow the competitor, in some cases, mainly in oligopolistic markets, a 
"follow the leader" effect has been observed even for R&D activities 
(Kumar 2001; Pearce and Singh 1992). 

- General political and financial framework conditions: in none of the re­
cent studies does the general political framework or a different financial 

4 A recent study on German MNCs abroad and foreign MNCs in Germany has 
shown a clear correlation between knowledge intensity of a technological field 
(average number of cited publications in a patent) and degree of international ac­
tivity (Edler 2003). 
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framework (venture capital etc.) play a significant role as a driving force 
for R&D investments 

Public RTD policy, all studies reviewed (including especially Kumar 
2001; Edler et al. 2002 and Edler et al. 2003) find that public policy 
(R&D programmes, patent regime, some kind of indirect supporting 
schemes, etc.) are not a major determining factor, they are far less im­
portant than market size and requirements, or the various forms of 
knowledge supply. 

'*Side effects "\ finally, in interpreting data on R&D internationalization 
it is important to note that the build up of foreign research capacity is 
very often the by-product of merger and acquisition activities that are 
not driven by R&D considerations (Boutellier et al. 1999). As Archibugi 
(2000) has stressed, and as has recently been shown for German MNCs 
abroad (Edler et. al. 2003), the R&D intensity of foreign subsidiaries 
tends to be smaller than that of domestic companies. Therefore, it is true 
that external growth in R&D capacity by foreign firms through "side ef­
fects" increases the share of international R&D activities, however, in 
the medium and long run, such "side-effect" R&D capacities are often 
reduced if not closed down. Moreover, there are instances where exist­
ing linkage to the local knowledge base dissolves after post acquisition 
re-organizations^. 

11.3 Existing Policy Activities for Internationalization 

Governments act on the increasing internationalization of science and 
technology, albeit slowly. Edler and Behold (2001) studied national public 
policies to exploit international science and industrial research. They ana­
lyzed strategies and initiatives set in motion by key actors in science and 
technology policy in eight countries (USA, Japan, France, United King­
dom, Netherlands, Switzerland, Malysia, South Korea)^. These activities 
could be directed at attracting or absorbing foreign knowledge or carriers 

^ However, in most cases where big MNCs are analyzed, different cultures of ven­
ture capital provision may play a very different role for small and young compa­
nies. 

^ An important issue for future research on foreign R&D investment will be what 
kind of negative effects might occur for local or regional innovation systems in 
the long mn. 

^ Unfortunately, Germany was excluded from the empirical analysis that was con­
ducted on behalf of the German Ministry for Education and Research. 
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of knowledge. The study found that, although there is awareness of a gen­
eral leverage for policy, few countries develop an integrated policy strat­
egy to address these issues. Nevertheless, the study identified a number of 
interesting initiatives that can serve as "benchmarks" for policy-makers 
elsewhere. 

Following Meyer-Krahmer and Reger (1999), Edler and Behold see the 
rhetoric on internationalization as aiming either at enhancing the inward 
activities of foreign actors (attractiveness) or the outward activities of na­
tional actors to exploit knowledge generated abroad or to contribute to this 
generation (absorption). The following problems are typically identified: 

- lack of attractiveness or insufficient national supply of scientists and in­
dustrial R&D in certain fields; 

- brain drain; and/or 

- isolation fi-om, or lack of integration into, processes of international 
generation of knowledge. 

From the strategic documents^ five principal strategies were identified, 
which, without being all-embracing, cover the major strategic efforts of 
national administrations: 

1. attraction of foreign scientists; 

2. attraction and integration of foreign industrial R&D; 

3. improvement of access to foreign knowledge and to technological lead 
markets; 

4. targeted learning from administrative and management practices abroad; 
and 

5. support for the international networking efforts of firms and scientists. 
On the basis of these three problem dimensions and five strategic traje-
tories. Table 11.1 shows the characteristics of the countries. 

These are principal policy papers coming from research or economy ministries 
or state agencies. For an illustration, see, in the case of Japan e.g. Science and 
Technology Agency (Hg.) (1995) or Ministry of Intemational Trade and Indus­
try (MITI) (annually), or in the case of the USA e.g. Department of Commerce 
(1998, 1999). 
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Table 11.1. Strategic country characteristics 

USA UK CH F J NL SK MY 

Problem areas 
Lack of attractiveness for "̂  ~ - - H - - H - - H - - H - - I - I -
intemational scientists and 
industrial R&D capital 
Braindrain - ( + ) ( + ) + - + ++ + 
Insufficient integration "̂  - + + + + + + + -
into and exploitation of 
the global 
generation of knowledge 
Strategic trajectories 
Attraction of foreign sci- "*" ~ + + + + (+) + 
entists 
Attraction and integration + ++ - - - + ( + ) + + 
of foreign industrial R&D 
capacities 
Better access to foreign 
knowledge and techno­
logical lead market 
Targeted learning from 
foreign administrative and 
management 
practices 

+ 

- - + 

Support of individual 
firms and scientists in in­
ternational networking ef­
forts 

- no problem awareness/no strategic measures, (+) some problem awareness/no 
explicit measures yet, + some problem awareness/some measures taken, ++ high 
level of problem awareness/targeted strategic measures, * in the USA and in the 
UK attraction policies are mainly undertaken by the states and regions 
Source: Edler and Boekholt 2000 

In principle, three types of countries with similar strategic positioning 
can be defined, with the Netherlands being a special case. First, Switzer­
land, the USA, and the UK can be considered as a group of coimtries 
where policy-makers and administrators alike are convinced that their 
home country is attractive for foreign knowledge seekers. The overarching 
strategic orientation in these countries is towards the established strengths 
of the national iimovation system, where world-class excellence will gen­
erate sufficient attractiveness. These countries concentrate on absorption. 
Switzerland, albeit developing a foreign science policy, has no explicit 
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public strategy to attract foreign researchers, especially for industrial 
R&D. Internationalization of academia is largely based on decentralized 
initiatives. 

Second, despite their obvious differences, Japan and France have shown 
a lack of attractiveness and in addition even face a brain drain. In both 
countries, administrations have recognized that foreign scientists face a 
range of disincentives to integrate in their national innovation systems. In­
centives for immigration are seen thus as strategically important. 

Third, Malaysia and South Korea face the key challenge of catching up 
with the OECD economic and innovation systems. However, their strate­
gies to exploit international science and research (S&R) are different. 
Apart from following a strategy of imitating foreign-developed technolo­
gies and products. South Korea has put little emphasis on international 
S&R, but has rather supported students and senior scientists in going 
abroad. Malaysia has chosen to concentrate on attracting foreign industry. 

The Netherlands are a special case. The national economy and the inno­
vation system have traditionally been very open and internationally inte­
grated. Also, research policy and industrial policy have traditionally been 
linked. Consequently, the internationally oriented activities of the coimtry 
mainly aim at pushing for more international integration of the national in­
dustry, both within the country (attraction schemes) and abroad, and the 
country has indicated its willingness to import best organizational practice 
to that end. 

11.4 Consequences and Issues for Technology Policy in 
Europe 

What does all this mean for a more appropriate technology policy in 
Europe? As a general consequence of this situation, the premise of national 
science and technology policy encountered in many countries that the main 
benefit from the public allocation of resources in this policy area flows 
into the national economy, is progressively dissolving. Not only the know-
how produced in the national innovation system, but also other public in­
vestments, for instance in training and education, are increasingly being 
swept into the stream of the international exchange of knowledge. This de­
velopment enlarges the focus of policy: it is not simply the appropriation 
of nationally generated knowledge that is involved, but the strengthening 
of a generally beneficial, interactive transactional exchange of knowledge. 
It is possibly as important to absorb knowledge that has been generated 
worldwide, as it is to support the production of knowledge in one's own 
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country. This statement is very important for technology policy on the na­
tional as well as the European level. 

As a consequence of this analysis of the changes in the innovation 
strategies of large MNCs there are at least four dimensions that should be 
kept in mind by national and European policy-makers (Meyer-Krahmer 
and Reger 1999): 

- strengthening European absorptive capacities and cooperating with non-
European countries; 

- attracting innovative companies from non-European countries; 

- lead markets and learning for the mastery of complex innovations; 

- integrating different policies towards an iimovation policy in Europe. 

To meet the challenges that arise within these four dimensions, policy­
makers need to draw the appropriate conclusions from analysis of the loca­
tion factors identified above. After all, policy needs to appeal to the deci­
sion-makers within these corporations. For heuristic reasons, the distinc­
tion between "market adaptation" and "knowledge creation" is initially 
maintained, while it is clear that a combination of measures to foster both 
modes at the same time are the most promising. 

11.4.1 Policy Challenges Stemming from the Market Adaptation 
Mode 

- Companies can be driven into investing in R&D if they sense a market 
to be a lead market requiring R&D presence alongside production or 
sales. This can be caused simply by different local demand (taste, tradi­
tion, etc.), by technologically advanced public or private demand, by 
advanced regulation or future oriented standards. If - in addition - a 
market is of a certain critical size, the adaptation to those local condi­
tions triggers R&D investment. Therefore, European policy should iden­
tify and foster possible lead market areas, i.e., areas in which the end-
user market is regarded as a trendsetter internationally. Especially in 
these markets, standards-setting regulations will drive European and 
non-European companies into research and development activities 
(Meyer-Krahmer and Reger 1999). Candidates for such lead markets in 
Europe could be in the field of pharmaceuticals, mobility (especially 
cars), (mobile) communication, and "sustainable" products and energy 
(especially fuel cell) (see Meyer-Krahmer (2004)). 
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- In this market adaptation - and similarly in the lead market oriented 
mode - direct policy measures seem to be less effective. Nevertheless, 
policy must ensure that those foreign companies that are willing to ex­
ploit a lead market and learn within lead markets - thus creating value 
within a host country - have access to cooperation partners, especially 
lead users. Here, public support schemes - including public procure­
ment to trigger innovation - should not be discriminatory. 

11.4.2 Policy Challenges in the Knowledge Creation Mode 

- The greatest challenge, obviously, is to make a coimtry or region scien­
tifically or technologically attractive. Attractive locations for MNCs in­
vesting in the generation of new forefront knowledge are characterized 
by an excellence science system (excellent human capital, especially 
talent) that is accessible to foreign companies. European policy must 
foster the existence of, and accessibility to, scientific excellence and sci­
entific-technological networks, including eagerness of universities and 
institutes to cooperate with (foreign) MNCs, including long-distance 
cooperation. 

- As the necessity to integrate knowledge fi*om very diverse technological 
areas into the industrial R&D process increases, and the absorption of 
knowledge from neighbouring fields becomes more important, locations 
that can offer accessibility to a wide scope of scientific and technologi­
cal activities will become more attractive in the future. To ease the ac­
cess to this wide scope within Europe would be an important element of 
any scheme to attract foreign MNCs to Europe. 

- The enabling infi*astructure, most importantly ICT networks, must be 
excellent, as coordination with the headquarter for reasons of integrating 
knowledge globally is crucial in this mode. 

For the sake of analysis, the market adaptation and knowledge creation 
modes are mostly dealt with separately. The most important policy advice 
to be given, however, is that in order to attract foreign industrial R&D it is 
increasingly necessary to develop policy schemes that integrate the re­
quirements of both modes, as the combination of advanced conditions to 
generate knowledge that feeds into innovation with a market that is able to 
absorb these innovations (lead markets) obviously has the greatest - and 
most likely sustainable - attractiveness for multi-national enterprises 
(Manes). At the same time the host country benefits, not only from ad-
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vanced R&D activities and related networking, but also from value adding 
production activities. 

Furthermore, some additional policy principles can be derived from the 
secondary location factors. As companies tend to follow the technological 
leader, the attraction of the prime players in the market should be a major 
goal, as this might more easily lead to agglomeration effects within a given 
region. In addition, as vertical cooperation is a major reason for many 
companies, it is important to ensure that access to local industrial clusters 
is not hindered for foreign MNCs. Finally, as public monetary incentives 
are of relatively minor importance for foreign MNCs, the issue is not 
whether the MNCs are eligible to receive additional money, but whether 
existing support schemes - and their regulations (exploitation, appropria­
tion) - diminish the possibility of foreign MNCs to enter into technological 
or scientific cooperation schemes. However, from the importance that for­
eign MNCs attribute to integration into the local innovation systems, pub­
lic policy can have a detrimental effect if it leads to the exclusion of for­
eign MNCs from certain cooperation schemes. This is perhaps the greatest 
problem with RTD support schemes, which are not open to companies 
from other countries, public policy should re-consider their openness. 
Therefore, it would be of major importance to have a new look at the 
openness issue, as the last comprehensive overview was OECD (1997b). 

11.4.3 Limitations and Counterproductive Tendencies 

The conclusions derived in this chapter are based on the empirical evi­
dence of international R&D and the premise that policy needs to be tai­
lored to meet the needs of internationally active MNCs. However, in order 
to avoid a somewhat naive approach to appropriate policy-making, we 
conclude by pointing towards potential dangers. 

Firstly, MNCs do not seem to rate direct policy measures geared to­
wards R&D investment in their potential host countries as being a mature 
location factor. By far more important are the market and/or knowledge 
generation conditions. This means that expensive schemes seeking to at­
tract companies simply by providing some kind of monetary or fiscal in­
centives might be a waste of money. 

Second, there is tendency for winners to win and losers to lose and for 
attraction schemes in any form to create even more concentration and ag­
glomeration within Europe, conflicting with cohesion policies. Therefore, 
it seems sensible that centres of excellence in Europe should rather be vir­
tual, and characterized by new schemes of long-distance cooperation. The 
logic of the European Research Area (ERA), to combine complementary 
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excellence throughout Europe, could result in a new mode of attractive­
ness. The idea of building up a critical mass of excellence in any given 
technological area through having competence centres cooperate and ex­
change, as is the major goal of the ERA, might be a major step in that di­
rection. The question, however, would be how accessible these (virtual) 
centres would be foreign MNCs. 

Third, making European companies re-locate existing R&D capacity 
back to Europe through some kind of incentive schemes could backfire. 
Either to accompany local production or tap into knowledge structures 
abroad, the reasons for locating R&D capacity in foreign markets are rea­
sonable and, after all, serve the needs of the parent company in Europe. 
Rather than thinking of attraction schemes, Europe has to make sure that, 
especially for knowledge centres and lead markets, it builds up more rea­
sons for MNCs to come back simply for their own good, not to assist pub­
lic policy. 

For the time being, one might even help companies, even smaller ones, 
to integrate into international knowledge creation structures, since the gen­
eration of forefi-ont knowledge fosters competitiveness at home as well 
(absorption). For example, policy could assist companies to install knowl­
edge management practices that ensure re-integration of knowledge. 
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12.1 Introduction 

Debate has been growing among policy-makers, scientists, and industri­
alists about the role of the university in modem society (Etzkowitz and 
Leydesdorff 2000, p. 109). How the missions of universities have evolved 
has depended on the link established between the economic dynamic and 
the production of knowledge at different periods of time and how science 
has been oriented by the policies in place in those periods. 

Science and technology policies impact significantly on the activities 
involved in the creation and diffusion of knowledge in shaping the activi­
ties of scientific institutions and their relationships with other economic 
actors. The objectives of these policies have evolved in line with socio­
economic change and different conceptions of the roles of scientific and 
economic institutions. Today, the governments in most industrialized 
coimtries tend to adopt convergent scientific policies, imposing constraints 
on universities in terms of the broadening of their mission in conformity 
with current economic constraints. This tends to increase the pressure on 
research activities 

The transformation of universities is thus often seen from a determinis­
tic point of view in which these institutions need only to adapt to the new 
mission being imposed by government. The requirement for continual per­
formance improvement, in a context in which science is considered as a 
strategic economic resource and where higher education becomes more 
and more competitive, has produced an evolution in university manage­
ment. In this chapter we examine the new necessity for management and 
consider how the role of the university has evolved. 
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Based on a strategic analysis model, we will demonstrate that universi­
ties cannot all respond to external pressures as firms would, and also that 
all universities cannot do so in the same way. Strategic analysis shows that 
the performance of a particular university does not depend on the adoption 
of a global model. We maintain that the diversity amongst universities is 
not taken into account at different political levels. The trajectories chosen 
by universities in the context of the evolution of their missions are specific 
to them and not compatible with the idea of a single university model, 
based on the entrepreneurial university. Our aim in this chapter is to ad­
dress some management and policy recommendations. Identification of the 
factors that characterize the ability of a university to move towards a pro­
posed model of university is important in this context where the missions 
of universities are broadening because of their growing implications for 
economic development. 

In the first part of the chapter we briefly describe the evolution of sci­
ence and technology policy in order to underline the convergence of politi­
cal orientation in the OECD countries and to characterize the global model 
of the university that accompanies it. The second part of the chapter will 
be devoted to the limitations of this global model. We will show that the 
existence of a global model does not correspond to reality in a world char­
acterized by significant differences between universities, between coun­
tries and also between different universities within the same country. Fi­
nally, we will draw out some management and policy implications, 
especially in relation to the responsibilities of university management and 
the coordination with policy makers that will become necessary. 

12.2 Science Policies and the Emergence of a New Global 
Model of University 

Science, its activities, and its products are clearly linked to the social and 
economic domain. The activities of creation, diffixsion and use of knowl­
edge in the economy have gained in importance and the scientific systems 
and techniques involved have become more collective: "knowledge be­
comes an activity that is whole and openly multidimensional that must 
contribute simultaneously to the creation of certified knowledge, collective 
goods, competitive advantages, professional competencies but also to a 
culture of decisions shared by the majority" (Gallon et ah 1995, p. 12). All 
the institutions involved in knowledge production activities, whether they 
are firms or universities, are now expected to produce all of these kinds of 
knowledge. This has not always been the case. Universities and firms once 



12 Universities Specificities and the Emergence of a Global Model 341 

had very distinct roles and recognition of the link between the economy 
and the production of knowledge is relatively recent. 

12.2.1 Science Policies and the Evolution of the Missions of the 
Universities 

The explicit integration of the scientific, economic, and social domains 
dates back only to World War II, with the institutionalization of a policy 
for and by science. Since then, this policy has taken different directions 
that have been marked by the passage from measures based upon public 
financial support for universities with no conditions attached, to measures 
characterized by funding for specific projects (Vavakova 1998, p. 219). 

Autonomy of universities 
Universities for a long time were seen as being autonomous and as the 
places responsible for the creation and diffusion of knowledge. They were 
not ruled by any specific policies. The roles of universities and of busi­
nesses were quite distinct and can be summarized as follows. Universities 
were devoted to the production of knowledge, and firms and businesses to 
the creation and improvement of economic goods. Universities diffused 
knowledge across the socio-economic sphere through publications and 
education. The creation of knowledge was their starting point and deter­
mined industrial development and the creation of markets. The role of the 
government was to regulate exchanges, and to unconditionally finance 
universities in order that they could pursue their social objectives of 
knowledge creation and teaching. 

The concept that fundamental knowledge delivered by universities is the 
origin of technical development in the industry for a long time justified the 
policies that were put in place. The "environment" of the university was 
characterized by very little regulation of its activities and a complete ab­
sence of competition in the transmission or creation of knowledge. Private 
funding for universities was only acceptable in the form of unconditional 
subsidies or donations. 

Fundamental research was organized around universities and public 
laboratories that were structured within disciplines and were precisely spe­
cialized. In terms of their philosophy, or principles and rules of action, 
universities did not, for example, have to direct their research towards 
business objectives, which would have run contrary to the concept of pub­
lic service. The fundamental driver of research was curiosity, and prob­
lems were defined within disciplinary matrices (OECD 1999, p. 46). This 
"contract" between science and society can be summarized as: "Govern­
ment promises to fiind the basic science that peer reviewers find most wor-
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thy of support, and scientists promise that the research will be performed 
well and honestly and will provide a steady stream of discoveries that can 
be translated into new products, medicines, or weapons" (Vavakova 1998, 
p. 210). 

Accrued importance of socio-economic variables in research 
The emergence of a second type of scientific policy, focused more on 
socio-economic demands than on producers of science, such as universi­
ties, can be linked to a new awareness from governments of their limits in 
relation to research and development (R&D) spending, to a decrease in re­
search productivity, and to a questioning of its value (Vavakova 1998, p. 
219). 

The debate around science policies in the 1970s directly touches univer­
sities and the question of the relationship between universities and indus­
try. The social contract between scientific institutions and governments 
was revised: "The changed world of modem science and modem govem-
ment means that it is imperative to search for and begin to define a new 
contract, or series of contracts, between the institutions of democracy and 
the institutions of science. The scientific community needs to reach out 
and justify its claim on public resources by demonstrating where and how 
it is relevant in solving public problems. Science needs to cam the confi­
dence of the public and the government and to enhance its contribution to 
the general welfare" (Guston and Keniston 1994, p. 32, cited in Vavakova 
1998, p. 210). 

For some, it is also the huge increase in scientific activity and the diffu­
sion of results linked to massive investment that has been made in research 
and education, which has provoked significant transformations in the ways 
that knowledge is created and diffused^ New rationales of funding are be­
ing initiated in most OECD countries. Knowledge creating organizations 
are multiplying; scientific expertise is being redefined in the context of the 
links being established between the producers of knowledge, and scientific 
disciplines; the boundaries between them are becoming less well defined; 
professional bodies are being established; and scientific and technological 
systems are becoming global (Hamdouch and Depret 2001, p. 44). 

Once integrated within a political and economic environment composed 
of competing organizations, universities are being forced to adopt more 
strategic styles of management. In this new setting, they have to reconcile 
environmental, economic, political, social and technological demands. 

^ In the United States, for example, new disciplines emerge from collaborations 
between universities and industrials in the context of large research programmes, 
like the Manhattan Project. Applied disciplines are institutionalized. 
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Global converging changes 
The changes in R&D systems that have occurred since the 1990s have as-
smned such importance that many authors believe they are radical and 
global (Rip and Ziman 1990; Gibbons et al 1994; Etzkov^itz et al 1998). 
Contemporary analysis of hov^ economies have been transformed demon­
strates that, from a global perspective, scientific and technical systems are 
being characterized by the transition towards a knowledge economy, with 
closer ties between science and technology, a tightening of relationships 
between companies and public laboratories, the development of global 
competition, the centralization of techno-science in international markets, 
and global intellectual property rights (OECD 1999, p. 47). These changes 
are taking place in a context of increasing research costs, and budgetary 
constraints at government level, both of which have had an impact on the 
fimding of university research. 

Currently, technology policies are largely aimed at promoting coopera­
tion between the public and private sectors. Collaboration has become a 
management tool in government innovation programmes. This has resulted 
in new rationales in relation to funding, the promotion and organization of 
research, a reduction in public participation in the R&D effort, and the 
growing involvement of the private sphere within the public sector. In the 
early 2000s, in Japan and the United States, as in Europe, industry finances 
over 60 per cent of the R&D that is conducted - twice as much as at the 
beginning of the 1980s (Hamdouch and Depret 2001, p. 44). 

As a result of this type of innovation policy, academic research has be­
come strategic research^, which is largely determined by economic and so­
cial needs and is evaluated by public authorities in terms of its contribution 
to national objectives. In the past, research was internally generated and 
assessed by peers. Innovation policy is closely linked, in the OECD coun­
tries, to a major reconfiguration of the role of universities in the creation, 
diffusion, and use of knowledge globally (Milot 2003, p. 68). 

Universities are losing their monopoly over knowledge production to 
the benefit of numerous other institutions (research centres, industrial 
laboratories, consultancy firms, etc.). Science is no longer organized 
within disciplines and assessed by a limited community of peers. Solu­
tions emerge from the context of application. The creation of knowledge 
has become a process that must be justified and legitimated against social 
values, the media, and political objectives (Gibbons et al. 1994). This also 

^ Rip (2002) quotes Irvine and Martin (1984) to define the concept of strategic research: 
"research carried out with the expectation that it will produce a broad base of know-edge 
likely to form the background to the solution of recognised current or future practical 
problems" (Rip 2002, p. 125). 
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means that universities are in competition with firms in the knowledge 
business in various aspects of its creation, diffusion, and promotion. 

As a result, Rip describes a new regime of strategic science. This sci­
ence combines preoccupations of relevance and excellence (Rip 2002: 
123). The word "regime" is used to qualify the fact that these preoccupa­
tion today are legitimate. New rules of operation, organization, and legiti­
mation of science are being established and are not limited only to the aca­
demic context (Rip 2002, p. 126). 

12.2.2 The Emergence of an Entrepreneurial Model of 
University 

Public policies concerning research aim at formalizing and orienting these 
new links between science and the economy. At the international level, 
there seems to be a convergence among the various measures adopted by 
many governments to direct the creation, diffusion, and promotion of sci­
ence, towards the achievement of major national objectives. 

Governmental policies in most of the OECD countries are based on col­
lective innovation models (Wouters et al, 2002, p. 4) within which neither 
the academic institution nor the innovating firm is dominant (Gulbrandsen 
and Etzkowitz 1999; Gibbons et al 1994; Gallon et al 1994). These models 
account for, reinforce, and legitimize the emergence of hybrid organiza­
tions, multi or transdisciplinary, which reside within the network of het­
erogeneous organizations (universities, public and private laboratories, 
consultancies, etc.) and translate into measures^ and direct or indirect fi­
nancial incentives for the establishment of strategic alliances between 
firms, or university spin-offs. 

According to Etzkowitz et al (2000), in many countries, imder pressure 
from major scientific and technical policies, an entrepreneurial university 
model has emerged, despite resistance fi-om the critics of this model and 
the institutional problems that it brings. One such emanates from the gov­
ernments of the principal OECD coimtries (OECD 1999). Several govern­
ments have tried to foster an entrepreneurial culture amongst universities, 
which, when successful, has led to the emergence of start-ups and an in­
creasing number of interdisciplinary research centres aimed at promoting 
and exploiting public research while also responding to the interests of 
companies and science parks in interdisciplinary research (Concei9ao and 
Heitor 1999). Universities must be prepared to contribute directly to the 

For example, the Bayh-Dole act in the US, the Foundations in Sweden, etc. 
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creation of wealth and to forge new alliances with the political and social 
players (Rip 2002, p. 126). 

Other pressures on universities are internal to the institutions them­
selves. As a result of greatly increasing their applied research activities, 
and becoming more receptive to the idea that it is possible to make money 
from research (Feller 1990; Faulkner and Senker 1995), universities have 
been forced to build more research centers and increase their interdiscipli-
narity. They have been obliged to establish partnerships with companies 
and, to an extent, to adopt a firm model. To facilitate this universities have 
implemented complementary strategies (Hamdouch 2001, p. 146): entering 
into more and more agreements involving public and private sector re­
searchers, adopting active policies concerning patents agreements, and 
promoting the rapid development of academic swarms. 

These changes provoke a number of questions. For instance, what role 
will universities play in countries determined to improve their economic 
performance in a global and highly technological environment (Rosenberg 
2002)? Will imiversities be able to undergo a further metamorphosis? Af­
ter having, in the 19̂ ^ century, taken on the mission of research in addition 
to that of education, will universities now be able to orient their activities 
to satisfying the demands of mass education and a free-market (Cara9a 
2002)? Will universities be able to cope with such seemingly opposing ob­
jectives? Although there may be a global evolution in science and technol­
ogy policies, the diversity among universities, and, thus, their varying 
abilities to meet these challenges, will remain. 

12.3 The Need for Strategic Management in Universities 

The broadening of universities' missions is one way of identifying new 
sources of finance for university research activities. At the university level, 
in entering into contractual research, care must be taken to preserve scien­
tific reputation and demonstrate financial efficiency. Strategic management 
is a problem in this regard: the regulation and fiscal frameworks adopted 
by public administrators and the direction given to research management 
result in a management style that is closer to the industrial model, with its 
quest for efficiency and its strategic plans, as opposed to the more democ­
ratic model, with its concentration on collegiality and consensus among 
departments (Milot 2003. p. 73.) 

The aim of this section is to underline the necessity for strategic man­
agement, but also to broaden its definition. Strategic management in uni­
versities means more than just taking account of the economic imperatives 
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and responding as firms might. In the universities, research promotion is 
not simply juxtaposed with the missions of research and teaching: while 
these various missions generally tend to mutually enrich one another, they 
can also be a source of conflict. 

Also, universities will not all be able to adapt to their environmental 
constraints in the same way. The specific environment of each university, 
its organization, its rules and objectives all vary. The adoption of a strate­
gic plan allows universities to act and to put in place rules and conditions 
that will further the development of this third mission of research promo­
tion. 

12.3.1 The Management of Emerging Conflicts 

The evolution of the role of the university, which has resulted from tech­
nology policy, generates debate concerning the contradictions that emerge 
between different missions, challenging the efficiency of the entire mecha­
nism. The problem is that the involvement of universities in research pro­
motion might detract from the performance of academic research in the 
creation of knowledge. 

Conflicts of commitment 
The activities related to the promotion of research results can conflict with 
other commitments. For instance, a researcher may make a commitment to 
do some research which results in his not being able to fulfill his responsi­
bilities towards the university and/or the company. Etzkowitz (1996) illus­
trates such conflicts through the experience of four researchers from the 
University of Colorado who established a company, but also retained their 
academic positions. The researchers in question recognized the effects on 
their academic responsibilities: the commercial promotion of research led 
to restrictions with regard to publication of results. One of the researchers 
had abandoned his teaching responsibilities in order to devote all his time 
to research. Another had made the decision to reduce his involvement in 
the company because it was affecting the time he had available for the stu­
dents he was mentoring, and also meant that he was becoming less in­
volved in their research. So, promotion of research may harm the scientific 
missions and must therefore be undertaken with care. 

Conflicts of interest 
In the traditional university system, the main measure of performance in 
relation to research is publications and diffusion of results to peers. The 
presence of private interests is not always compatible with the disclosure 
of the results of research. Conflicts of interest appear for two main reasons: 
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the necessity to keep results confidential in order to benefit economically 
from them, and the necessity to hide results which could have a negative 
impact on the commercial value of the existing products of a firm that is 
providing substantial financial support to the university. The growing im­
portance of these conflicts of interest requires that universities define a 
specific internal policy. 

Institutional conflict 
There are a number of public authorities (at local, national, and interna­
tional levels) that have an influence on the activities of universities. Each 
has different objectives, which affect their perception of the role of the 
university. These different perceptions can lead to conflicts within the uni­
versities themselves. Institutional conflict can arise when a university from 
one country collaborates with a firm or firms from another country, in rela­
tion to their mission to promote the results of their research, which is en­
visaged as benefiting national economic development. According to David 
et aL (1994), universities face a very sensitive situation: if it is considered 
to be in the national interest to exclude foreign firms from participation in 
industry projects, then it is questionable whether it is in the national inter­
est if researchers completing postdoctoral studies participate in projects fi­
nanced by foreign companies. 

Research promotion is a continuing source of conflict for universities. It 
is important that its development is not detrimental to everyday research 
activities and does not harm the global image of the university. Each uni­
versity possesses assets developed through past activities, which it can 
promote or dispose of as it sees fit. How each university chooses to exploit 
its assets is dependent on the activities that led to their accumulation in 
particular scientific disciplines, and on the promotional activities that have 
attracted resources, which may be linked to company and market knowl­
edge, and to the formation of networks. Thus, the private funding of re­
search must be carefully managed by each university. The strategies put in 
place within the university must be in line with the university's competen­
cies, abilities and goals. 

12.3.2 The Limits of a Global Model 

The strategies adopted by one university to attract private support for re­
search, carmot simply be based on what has been successful in other uni­
versities, or even within individual departments within universities; rela­
tionships between industry and universities are characterized by a 
significant amount of heterogeneity. Strategies adopted must be based on 
the particular environment of a university, taking account of its particular 
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constraints and opportunities, its distinctive competencies, its value system 
and its declared objectives. 

Numerous actors and various dimensions (economic, scientific, techno­
logical, political, and social) influence the activities, the organization, and 
the adaptability of a university. Identifying these factors will help to clarify 
the opportunities and the constraints that universities have to take into con­
sideration in developing their strategies. 

Historical institutional specificities 
Although there appears to be a convergence of science policies in various 
OECD countries, national policies have also marked the evolution of their 
universities. The national situation, the national iimovation systems, and 
the extent of decentralization of their management of science vary. Brans-
comb et al. (1999) demonstrate that universities cannot and do not respond 
in the same way to similar pressures because of institutional differences 
that are associated with differing national characteristics. 

For example, in France, two specific features of the national science 
system are seen as barriers to the development of good relations with in­
dustry (Chesnay 1993): the independence of the Centre National de la Re­
cherche Scientifique (CNRS) from the universities, and the duality of the 
higher education system, with universities and the major schools coexist­
ing. Li Germany there is a clear separation between applied and basic re­
search, with the latter coming under the auspices of the Max Planck Insti­
tute (MPI), which has little connection with industry. The Fraunhofer 
Institutes are more focused on industry needs, but find it difficult to de­
velop competencies in high technology fields (Etzkowitz et al. 2000). Ef­
forts are being made in Germany to eliminate the separation between ap­
plied and basic research by creating transversal structures aimed at better 
exploiting the complementarities between existing research teams. There­
fore, the position of universities in the national irmovation system of a 
country is dependent on the country context and this naturally affects the 
degree of their relations with industry, both in terms of research and educa­
tion. 

The degree of centralization within the national science system also has 
an effect on how universities can be managed. Henreckson and Rosenberg 
(2001) demonstrate, through a comparison of Swedish and American uni­
versity systems, that centralization contributes to rigidity within the sys­
tem, which makes adaptation to economic changes more difficult for uni­
versities. In the Swedish system, the rules of admission, budgetary matters, 
and salaries are established centrally by goveniment. The lack of latitude 
with regard to remuneration handicaps universities in attracting academics 
from other universities in other countries, and the lack of freedom to vire 
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funds between various budgets does not allow universities in Sweden to 
respond quickly to external demands. 

The significant decentralization within the American university system 
is accompanied by strong competition between universities for research fi­
nancing, both for students and for academic staff. This competitive situa­
tion is one of the main factors explaining the impact of the Bayh-Dole Act 
in the United States and is the reason why similar measures would not 
have had the same effect in other countries (Mowery 2002). 

According to Rosenberg (2002), the fact that American universities have 
become economic institutions cannot be explained only by their ability to 
give birth to new high technology firms, to develop prototypes or to hold 
patents: it is also a reflection of their ability to create new disciplines and 
to rapidly diffuse new knowledge through the establishment and fast de­
velopment of education programmes (similar to what occurs in the field of 
basic scientific research). "I have been suggesting that a central feature of 
the American University has been its high degree of responsiveness to 
changing economic opportunities. I believe that this combination of re­
sponsiveness, along with the high quality of teaching and research, is at­
tributable to a certain organizational feature of that system and the incen­
tives that have flowed from them" (Rosenberg 2002). Rosenberg concludes 
that because of these organizational differences, European universities are 
significantly less prepared than American universities for an evolution of 
their missions. 

Universities as a set of cumulative and localized resources 
Their histories (Grossetti and Losego 2003), their scientific potential, their 
level of industrial network development, and the existence of significant 
competition in terms of education, are all elements that produce in univer­
sities their individual characteristics. The competencies-based approach 
(Teece 1988; Teece and Pisano 1994; Mowery et al. 1995) provides a 
framework within which to analyze the type and cumulative character of 
the resources^ developed by universities. Within this framework, the uni­
versity, like any other organization, has to be considered as a group of spe­
cific, cumulative, and localized resources, which are difficult to copy, and 
which explain the differences in the performances of different universities. 

4 Firm specific resources can be physical (production techniques, for example) or 
intangible (routines ensuring the organization's coordination, for example). 
Technological resources are often cited as demonstrating the firm's specific ca­
pabilities, which also include knowledge of markets and user needs, organiza­
tional routines, such as decision-making techniques or management systems, 
knowledge, and complex product marketing and distribution networks (Mowery 
etal. 1995). 
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The cumulative and localized nature of universities' resources leads to 
disparities with regard to technological opportunities. The type of com­
pany that would be a suitable partner for activities within the university 
will be specific to each university, because the motivation for entering into 
this kind of relationship lies in the different competencies and knowledge 
bases of the potential partner firm, that might be exploited in order to gen­
erate new competencies (Cohen and Levinthal 1990; Teece 1986; Johnson 
and Lundvall 1992; Ingham 1994; Roberts and Berry 1985; Stankiewicz 
1989). It is therefore important that requirements can be clearly identified 
in order that appropriate partnerships are continued and new collaborators 
identified. 

Unequal resistance to change 
Each activity within an organization reflects some norms of performance 
and some acknowledged hypotheses about the behaviour that will lead to 
the achievement of objectives. The shared criteria of performance and ac­
knowledged behaviour are factors that influence and shape organizational 
features. For many years, universities were completely autonomous - in­
dependent of politics or economic considerations. They developed organ­
izational modes and operating principles that were sympathetic to the pur­
suit of their dual role of social educators and researchers. 

The status associated with being a scientist brings an important degree 
of autonomy and freedom of choice concerning the research undertaken. 
The scientific community is open and receptive to new ideas concerning 
research, but not so in relation to the practical administration or teaching 
programmes that may accompany it (David et al. 1994). Their openness to 
new ideas and the competencies of university researchers are what pro­
vokes firms to turn to universities in search of solutions to problems of in­
novation. However, this openness also can create dysfunction in their col­
laboration with companies (Hagstrom 1983, p. 192). 

The ongoing development of relations between universities and compa­
nies has led to changes in the behaviour of both parties. Such changes are 
evolutionary and rely on a learning process involving the members of the 
university, which leads them to revise their perception of their professional 
environment and of their role in this contexts The questioning of behav­
iours that have for long been inherent in an organization and have been 
seen to be of value in the past is difficult (Cyert and March 1963). 

^ Lee (1996) relies on a survey to examine the role that American academics are 
believed to play in economic development, what they see as their specific role, 
and how they might collaborate with industry. The majority of respondents be­
lieved that their university should participate in local and regional development, 
facilitate the commercialization of academic research, and encourage consul-
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Thus, it can be seen that diversification of activities by universities is 
not straightforward since it involves a process of revision of knowledge 
and existing norms that is not easy, and becomes even more difficult if it 
involves major changes to the organization. Of course, the degree of 
change will be particular to each university and dependent on its character­
istics and assets and also its existing relationships with industry. 

Due to the many unique characteristics of universities, objectives for all 
universities cannot be imposed through public policy. The objectives that 
are realistic for a university are dependent on its specific assets. For exam­
ple, certain types of relationships with industry may be out of the question 
because of the internal resources that they would demand, or because of 
the reluctance of researchers to meet different administrative demands. In 
order to develop private support for research, the university must identify a 
strategic orientation on the basis of its existing scientific and human poten­
tial. It must also be clear about the management requirements any choice 
would involve. 

In this section of the chapter, we have highlighted the multiple charac­
teristics of universities, which demonstrate that they would not be able to 
adhere to a single model. In the first part of the chapter we focused on the 
evolution of science policy within the OECD countries and how it is con­
verging. The aim of the next section is to analyze and propose a solution to 
the mismatch between the focus in these countries on a single model of 
policy and the diversity among universities in these countries and also 
within each individual country. 

12.4 The Challenge: Exploitation of the Diversity in the 
Science System 

The emerging policies described in Section 12.1 were not shaped in order 
to build on the diversity among universities. These policies were inspired 
by the American model and based on theoretical models, such as Mode II 
(Gibbons and Limoges 1994) or the Triple Helix (Etzkowitz and Leyders-
dorf 1997, 2000), which integrate the interactive modes of production of 
knowledge in public research and industry. These models are often quoted 

tancy with private firms. A majority of respondents rejected the idea that their 
university got involved with private companies through start-ups. The survey 
highlighted two preoccupations: universities feel that the vitality of their re­
search is threatened by the reduction in public financing, but also that too close 
cooperation with industry could, in the long run, pose a threat to academic lib­
erty to pursue disinterested basic research. 
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to justify the policies aimed at the development of the entrepreneurial uni­
versity and the increased private funding for research. The limitations of 
these policies in relation to science are that they do not exploit the diver­
sity of the system, but rather increase the gap between those universities 
that fit with the emerging model of entrepreneurial university and the oth­
ers. 

In this section we propose an alternative political approach to influenc­
ing the role of the university in society, which sees diversity as an asset. 
Firstly, we demonstrate that the current political framework is not shaped 
to exploit the diversity of universities; second, we underline why it is im­
portant to exploit this diversity; and thirdly we propose a political frame­
work, which takes account of the diversity in the system. 

12.4.1 Policies for Science and Denial of the Diversity Between 
Universities 

As shown in Section 12.2 of this chapter, the formulation of science poli­
cies globally is taking place in a context of increasing costs of research and 
increasing budgetary constraints. This situation has led to the adoption of 
policies with two main aims: the fostering of cooperation between the pub­
lic and private sectors and increasing efficiency in the public support for 
science. This has produced two central threads in policies towards science: 
firstly, measures that encourage patenting and the creation of firms to ex­
ploit results; secondly, the orientation of public support for science on the 
basis of socio-economic priority. 

The emergent model of the university completely ignores disciplines 
that have no direct application to society, especially those within the hu­
manities. Those universities that have a reputation based around these dis­
ciplines will be unable to survive in this new climate because of lack of 
government support and public funding. Their reputation will suffer as a 
result of poor student numbers and reduced research because of lack of 
funding. 

In a context of increasing costs of research and budgetary constraints, 
the search for efficiency has led to public funding becoming polarized to­
wards recognized centres of excellence. This can be justified on the basis 
that reputation is a great attractor, both for funding and also for highly 
qualified researchers and academics. At the European level the emergence 
of centres of excellence is a prerequisite for becoming a world leader in 
knowledge creation. 

Those universities more oriented towards teaching, and with no huge 
reputation for research, suffer a major handicap. Firstly, they will not be 
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able to replace public support for research with private funding, and, sec­
ond, the emergence of centres of excellence will increase the distance in 
terms of research reputation between the large and the small universities. 
So, policy based on the American model will, in the case of Europe, bene­
fit those universities undertaking high-level scientific activities and will 
increase the gap between what are perceived as the best and the other uni­
versities. 

This diversity and this gap do in fact exist in the USA, and the success 
of the American model is exemplified only in the best institutions. Also, 
the more successful American universities are highly multi-disciplinary, 
combining both science and arts disciplines, the former of which contrib­
ute to the reputation of the university and attract private support and high 
student fees. 

The policies emerging in Europe do not exploit the diversity among 
universities. Rather, they lead to the development of a Manichaean-type 
system, making a distinction between "good" and "bad" universities, 
which is not in line with the positive exploitation of diversity for several 
reasons. 

12.4.2 The Diversity of Universities: an Asset in a Learning 
Economy 

In a knowledge-based society, the interactions between actors from differ­
ent backgrounds are an important source of knowledge creation (Lundvall 
1988). A key factor in the creation of knowledge is the sharing of knowl­
edge. The rules governing the scientific community have been shaped by 
the interactions within the community. Given the diversity of the links, and 
mutual contribution of science and technology, universities play an impor­
tant role in this interactivity. To stimulate creativity, the aim of public au­
thorities should be to favour the development of an environment that en­
courages the sharing of knowledge. Sharing of knowledge between 
universities and industry does not occur only within research collabora­
tions: it is also achieved within forums organized by scientists for industri­
alists for example, or in lifelong training, which leads to the transmission 
of knowledge from imiversity to industry, and vice versa, through the 
placement of students, and through presentations to industry from univer­
sity researchers. 

Nevertheless, those universities that do not fit with the emerging entre­
preneurial university model also have important roles to play. The univer­
sity should be a scientific and economic actor, and also a social and spatial 
one. For example, universities are important in influencing urban devel-
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opment (Grossetti and Losego 2003) in other ways than merely through 
scientific activities. The presence of a university has an impact on the size 
of the population within a town or region, and it affects local taxes, and, 
thus, the financial resources of the town or region. The search for urban 
development may foster the establishment of universities specialized in 
teaching, without strong research departments. At the local level, this type 
of university has an influence on economic growth through demographic 
effects and the creation of networks. It will contribute to the construction 
of local networks important for the sharing of knowledge between teach­
ers, students, and industrialists. 

The diversity between universities is important in terms of their contri­
butions to the sharing of knowledge. For Concei9ao and Heitor (2001), 
"there is a need to promote a diversity of organizational arrangements, 
even at the higher education level", because this could be important in en­
suring the institutional integrity of the university, as a "special type of or­
ganization specialized in producing and diffusing knowledge in unique 
ways" (p.85). Universities are involved in many other activities than teach­
ing and research. A single university cannot respond to every demand and, 
according to Concei9ao and Heitor (2001), a diversified higher education 
system, encompassing institutions with different vocations, would produce 
a flexible system and reconcile the maintenance of centres of excellence 
with the irreversible expansion in demand for university education. 

The challenge for policy makers is to contribute to reinforcing the role 
of universities in the knowledge based society, but this means exploiting 
their diversity. Universities come under the scrutiny of several political 
levels, each of which has an incomplete vision of the role of the university 
in the knowledge based economy. Each level sees the university as a tool 
to achieve economic and social objectives and considers only the facets of 
the university that fit with its particular objectives. This incomplete vision 
results in the emergence of a university model, which does not recognize, 
and therefore cannot benefit from, the diversity within the system. 

12.4.3 A "bottom-up" Approach in the Global Framework 

Since universities have lost their monopoly over knowledge production 
and entered the competitive sphere, they have become economic players, 
but, for the moment, their scope is limited. Universities are subject to a lot 
of political pressure and a great diversity of expectations. 

This has created a paradox: the model of the entrepreneurial university, 
which is led by the evolution of scientific and technological policies seems 
to be determined more by a series of external pressures or constraints 
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rather than by imiversities controlling their own development. The strate­
gic perspective discussed above has demonstrated that it is impossible for 
all universities to adapt in the same way to these pressures and that this 
could lead to a downgrading of certain university missions and, in some 
cases, might even lead to the demise of some institutions. The idea of an 
entrepreneurial university must ultimately lead to the university taking 
those initiatives that will make them successful in their new competitive 
environment. We must expect an evolution in university management 
which will involve a change of direction in strategic planning and the abil­
ity to participate in the political debate about the role of universities. 

At this time of institutional change, it is important that universities are 
able to recognize and respond to political, social and economic changes in 
the environment. University management must, through strategic planning, 
be able to preserve some coherence between commercialization, and re­
search and training. The challenge will be to fulfil their traditional mis­
sions ever more successfully while strengthening their links with the rest 
of society and becoming more active socio-economic players. 

Lundvall (2002) expresses this in strong terms in saying that the univer­
sity must make "room for slow and in depth learning (...) [and be] a place 
where one can keep a long-term perspective, and reflect critically both on 
theory and reality" (p.6). In other words, universities may become more 
active on the socio economic front, but they must remain distinct from 
businesses. For Lundvall, universities need to adopt strategies of diversifi­
cation and differentiation of knowledge production, both within the uni­
versities themselves and in collaboration with other partners in the activi­
ties of knowledge production. 

This suggests a kind of "bottom-up" approach in the creation and elabo­
ration of a new institutional framework for universities. Universities must 
not only respond to external pressures, but must also develop their own 
strategies such that they have an impact on political thinking at all levels. 
Rather than a deterministic and homogeneous approach, government poli­
cies should take account of institutional differentiation. The Danish ap­
proach is interesting in this regard. 

The Danish government took the initiative of asking each imiversity to 
construct a development plan and design instruments to enable specific 
goals to be achieved. These development plans were to be the result of a 
strategic analysis conducted by the universities to identify their specific 
resources, competencies, values, and objectives within the local context, 
while at the same time acknowledging the new competitive environment. 

For example, the basic fimctions of each university should be posi­
tioned in relation to other national and foreign universities; its key func­
tions should be defined, with peripheral activities being outsourced; an 
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analysis should be made of internal routines and micro-organizational 
tasks to identify how lecturers and researchers could be freed from trivial 
tasks in order to devote more time to teaching and scientific research; a 
structure of incentives and evaluation principles should be proposed to en­
sure a balance between teaching, inhouse research, and interaction with 
the outside world, etc. (Lundvall 2002, pp. 17-18.). 

Adoption of this type of initiative could provide an incentive for imi-
versities to develop particular strategies, in keeping with their specific re­
sources and competencies. It should enable universities to manage the 
contradictions that might emerge between their different objectives. Such 
an initiative should make it easier for governments to formulate policies 
that recognize diversity amongst universities, and thus enlarge their think­
ing about universities as being more than just economic actors. 

12.5 Conclusion 

In the regime of strategic science, universities face increasing pressures to 
promote the results of their research in addition to carrying out their tradi­
tional tasks of research and education. Under this regime, the management 
model that has largely been adopted is more strategic than collegial. How­
ever, it is important that universities do not adopt the management princi­
ples of firms and make efforts to preserve some of the rules that tradition­
ally have governed the scientific community. Commercialization creates 
conflicts and incoherencies in the mode of operation of universities and 
these conflicts need to be managed. 

David et al (1994) strongly criticize attempts to force universities to 
play a role in knowledge creation, and knowledge transfer to the local en­
vironment. They question the tendency to see universities as instruments of 
national R&D policies, or as players in competitive strategies, and they at­
tempt to evaluate the consequences of these new objectives for universi­
ties' traditional missions. For these authors, universities not only possess 
different institutional characteristics, but their reward system (open sci­
ence) is also incompatible with that of companies (protection of intellec­
tual property, appropriation, etc.). However, universities do not all have 
the same organizational characteristics. Some of them, American universi­
ties, for example, seem to adapt well to the new demands being made upon 
them, but others do not. 

This new context raises several issues that must be addressed by univer­
sities and governments. Should we go toward a global university model, or 
towards a differentiation of universities, based on specialization? Are the 
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gaps growing between universities that agree to expand their traditional ac­
tivities and those that do not? If so, are these gaps be related to differences 
in the environment and management of different universities? 

In our view, it is extremely important that the diversity between univer­
sities is acknowledged and maintained. Although universities have no 
choice but to bow to current pressures, given the similarity in the technol­
ogy policies in OECD countries, how they do so will vary, and cannot fol­
low a single university model. University administrators will have the re­
sponsibility of maintaining institutional integrity and emphasizing their 
particular university's specific competencies, vocation, and social, eco­
nomic and political contributions. 

It is widely acknowledged that the challenge for policy makers is to re­
inforce the role of universities in the knowledge-based society. We have 
seen that the exploitation of the diversity of universities and the sharing of 
knowledge are important sources of knowledge creation. Policies that aim 
at developing cooperation between the public and private sectors in order 
to replace public support with private funding, are favoring only one 
model, namely that of the entrepreneurial university. The current political 
framework is not shaped to exploit universities' diversity. 

Strategic analysis gives us insights into the way the universities' new 
mission of knowledge promotion can be accomplished. Politicians should 
be cognizant of the diversity of local solutions adopted by universities. It is 
important that these different local solutions are extensively investigated 
through case study research. 
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