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Correct optimization can change the behavior of an incorrect program; therefore at times it is
necessary to debug optimized code. However, optimizing compilers produce code that impedes
source-level debugging.

Optimization can cause an inconsistency between where the user expects a breakpoint to be
located and the breakpoint’s actual location. This article describes a mapping between state-
ments and breakpoint locations that ameliorates this problem. The mapping enables debugger
behavior on optimized code that approximates debugger behavior on unoptimized code suffi-
ciently closely for the user to use traditional debugging strategies.

Optimization can also cause the value of a variable to be noncurrent—to differ from the value
that would be predicted by a close reading of the source code. This article presents a method of
determining when this has occurred, and shows how a debugger can describe the relevant effects
of optimization. The determination method is more general than previously published methods;
it handles global optimization and many flow graph transformations, and it is not tightly coupled
to optimizations performed by a particular compiler. Necessary compiler support is also de-
scribed.

Categories and Subject Descriptors: D.2.5 [Software Engineering]: Testing and
Debugging—debugging aids; D.2.6 [Software Engineering]: Programming Environments; D.3.4
[Programming Languages]: Processors—code generation; compilers; optimization

General Terms: Performance, Verification

1. INTRODUCTION

1.1 The Problem

A source-level debugger has the capability of setting a breakpoint in a
program at the executable code location corresponding to a source statement.
When a breakpoint at some point P is reached, a debugger user can query
the value of a variable V, and the debugger will display the value in V’s
storage location. Optimization may have reordersd, rearranged, or even
suppressed assignments to V, making the valu: in V’s storage location
misleading. The debugger user may expend tim: and effort attempting to
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determine why V contains the value that has been displayed when the source
code suggests that V should contain some other value.

Figure 1 is an example in which constant propagation followed by dead-store
elimination creates the potential for the user to be misled. Assume that the
only use of x following the assignment of constant to x is the assignment of
» to v. Constant propagation removes that use of x as shown in the second
column of the figure. With that use eliminated, the assignment of constant
to x may be eliminated, as shown in the third column. If a breakpoint is
reached anywhere following the eliminated assignment to %, and the debug-
ger is asked to display the value of x, then typical debuggers will display
expression. The user, looking at the original source code, may be confused
by the fact that the displayed value is not constant, or may believe wrongly
that the value being assigned to v is expression. At such a breakpoint, x is
called noncurrent [Hennessy 1982], and determining whether optimization
has caused a variable’s value to be misleading is called currency determina-
fion.

Optimization may also introduce confusion over where execution is sus-
pended in the program being debugged. The straightforward mapping of
statement boundaries onto machine code locations in unoptimized code is
insufficient for optimized code.

Zellweger [1984] introduced terms for two methods of removing or amelio-
rating the confusion introduced into the debugging process by optimization.
One method, known as providing expected behavior, is to have the debugger
responses to queries and commands on an optimized version of a program be
identical to its responses to the same set of queries and commands on an
unoptimized version of the program. It may not always be possible to provide
expected behavior, so the next best thing is to provide truthful behavior, in
which the debugger avoids misleading the user, either by describing in some
fashion the optimizations that have occurred or by warning the user that it
cannot give a correct answer to the command or query.

The misleading effects of optimization may sometimes be avoided by dis-
abling optimization when debugging. This may be impractical, and at best it
is inconvenient, because it requires extra compilation steps. At worst, how-
ever, it may be impossible. A program compiled with optimization enabled
may behave differently from the same program compiled with optimization
disabled—that is, when optimization is turned off, the bug may go away.

1.1.1 Optimization May Change the Behavior of a Program. There are two

circumstances in which correct optimization may change the behavior of a
program.’

trf program behavior changes because optimization is incorrect, there are three options. get a
different compiler, get the broken compiler fixed, or work around the bug. In practice the first
two options may not be viable. The third option requires the programmer to find the code that
causes the compiler bug to show up and replace it with semantically equivalent code on which
the compiler functions correctly. The programmer still has to debug the (incorrectly) optimized
code! Even if the choice is made to get the compiler fixed, the programmer typically has to debug
the optimized code enough to convice the compiler vendor that it is a compiler bug.
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Original Source Code After Constant Propagation After Dead-Store Elimination
X = expression; X = expression; X = expression;

X = constant; X = constant;

y = x; ¥ = constant; y = constant;

Fig. 1. Potentially confusing optimizations.

void uses_uninitialized_variable() {

Fig. 2. Optimization can change pro-
gram behavior: The stack location for y

int x,y; changes depending on whether storage
is allocated for x, which in turn depends
on whether the program is optimized.

return y; Because v is used without being initial-
ized, that can change the return value
of the function.

Loose Semantics. A language may contain constructs whose semantics
allow multiple correct translations with distinct behaviors. Most common
general-purpose programming languages do contain such constructs. The
most commonly known area of “loose semantics” is evaluation order.

Buggy Programs. Optimizations are correctness-preserving transforma-
tions, but correctness-preserving transformations are not guaranteed to pre-
serve the behavior of an incorrect program. This is commonly overlooked but
important because a program that is being debugged is unlikely to be correct.

There is a widespread misconception that if optimization changes the
behavior of a program, the compiler must be incorrect. Figure 2 presents an
incorrect program whose behavior can be changed by correct optimization. It
is a simplified example of a very common bug: using a variable that is not
properly initialized. When uses_uninitialized_variable is called, a
stack frame is allocated for it, within which x and y are located. 0 may be in
the stack location allocated to x, and 1 may in the stack location allocated to
y—1 is returned. Because x is not used, its storage may be optimized away.
In the optimized version, y is located where x falls in the unoptimized version
—and now 0 is returned.
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Because optimization can change the behavior of a program, it is necessary,
upon occasion, either to debug optimized code or never optimize the code.
This paper presents a mapping between statements and breakpoint locations
that enables debugger behavior on optimized code to approximate debugger
behavior on unoptimized code sufficiently closely for the user to use tradi-
tional debugging strategies.

Using this mapping, this work presents a currency determination tech-
nique that determines whether a variable has the value the user would
expect when execution is suspended at one of these breakpoints. In response
to a query about a variable V, this technique enables a debugger to

—display V’s value without comment if optimization has not given it a
misleading value,

—display V’s value with a warning if optimization may have given it a
misleading value. The warning can describe how the variable may have
gotten the misleading value. The debugger can distinguish the cases in
which V is known to have an unexpected value from the cases in which
(because of unknown control flow) it may or may not, and adjust the
warning accordingly.

1.2 Related Work

General approaches to debugging optimized code have been:

—'To restrict the optimizations performed by the compiler to those that do
not provoke the problem [Warren and Schlaeppi 1978; Zurawski and
Johnson 1990]. This has the drawback that it degrades the efficiency of
software compiled with such a compiler.

—To restrict the capabilities of the debugger to those that do not exhibit the
problem [Warren and Schlaeppi 1978; Gupta 1990; Zurawski and Johnson
1990]. This is clearly undesirable, though possibly preferable to being
misled by the debugger.

—To recompile, without optimization, during an interactive debugging ses-
sion, the region of code that is to be debugged [Feiler and Medina-Mora
1980; Zurawski and Johnson 1990]. This requires a software engineering
environment that provides incremental compilation. Such environments
are not in general use, and even should they become commonplace, the
approach is problematic because optimization may change the behavior of
the program.

—To have the compiler provide information about the optimizations that it
has performed and to have the debugger use that information to provide
appropriate behavior [Adl-Tabatabai and Gross 1993b; Berger and R.
Wismiiller 1993; Brooks et al. 1992; Cohn 1991; Cool 1992; Copperman
1992; Copperman and McDowell 1991; Coutant et al. 1988; Gupta 1990;
Hennessy 1982; Pineo and Soffa 1991; Pollock and Soffa 1992; Srivastava
1986; Warren and Schlaeppi 1978; Zellweger 1984; Zurawski and Johnson
1990]. A drawback of this approach is that it increases compilation time
and symbol table size. Experience in debugging unoptimized code has
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shown that the benefits of source-level debugging are worth the time and
space cost.

My work follows the fourth approach. Some previous work that has taken
this approach has resulted in compiler/debugger pairs that are able to
provide acceptable behavior when debugging optimized code because the
debuggers have been specialized to handle the particular optimizations per-
formed by the compiler. Because much of the industry allows compilers and
debuggers to be mixed and matched, solutions that do not require the
compilers and debuggers to be tightly coupled are preferable. This article
describes a compiler /debugger interface for currency determination that does
not require that the debugger be specialized to a particular set of optimiza-
tions.

Hennessy [1982] introduced the problem of currency determination. He
presents a solution for local optimization, assuming either that no block in
the unoptimized code contains more than one assignment to a given variable
or that if it does, only the last such assignment in a block assigns to the
location that the debugger associates with the variable [Copperman and
McDowell 1993]. In 1982 this was not a restrictive assumption, but today
many debugging-information formats allow the location associated with a
variable to be a register. Hennessy also introduced the concept of recovery, in
which the debugger reconstructs the value a variable should have at some
point. Coutant et al. [1988] describes a debugger that solves several problems
related to debugging optimized code for the particular set of optimizations
performed by their compiler. Much of their work applies beyond that set of
optimizations, but their solution to currency determination applies only to
local optimization. Streepy [1991] and Brooks et al. [1992] present a break-
point model designed for optimized code with the intent of helping the user
understand the effects of optimization as opposed to hiding those effects.
Their model is largely orthogonal to the one presented herein, and a combina-
tion would work well. Cool’s [1992] work also aims at helping the user
understand the effects of optimization by using different levels of highlight-
ing for expressions that have not been executed, that have begun execution,
and that have completed execution, for VLIW code after instruction schedul-
ing. Berger and Wismilller [1993] also use dataflow techniques to attack
currency determination. Their breakpoint model is more general, and they
incorporate some aspects of recovery into their currency determination algo-
rithm. As of this writing, their work is promising but incomplete. No previous
work explicitly addresses optimizations that change the shape of a program’s
flow graph.

1.3 Overview of the Solution

The fundamental idea behind the solution to the currency determination
problem is the following: if the definitions of a variable V that “actually”
reach a point P are not the ones that “ought” to reach P, V is not current at
P. The definitions of V that actually reach P are those that reach P in the
version of the program executing under debugger control. The definitions of V
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that ought to reach P are those that reach P in a strictly unoptimized
version of the program.

A mapping between source statements and (optimized) executable code
grounds the concept of “a point in a program.”

Data-flow analysis on a graph data structure that combines preoptimiza-
tion and postoptimization information finds the definitions that actually
reach a point and those that ought to reach that point. This data structure
must be modified when optimization changes the shape of the program flow
graph, in order to combine this information correctly. Pointers add consider-
able complexity to the data flow analysis, so a solution that works in the
absence of pointers is presented first, then extended to handle pointers.

The work in this article is extracted from my dissertation. The breakpoint
model is similar to that in my earlier work, but the currency determination
technique differs. In particular, in earlier work [Copperman and McDowell
1991], two reaching-definitions computations were performed independently,
one on a preoptimization flow graph, and one on a postoptimization flow
graph, and the results were compared. Because the computations were
independent, a further computation (a graph search) might be required. In
this work, a single reaching-definitions computation is performed on a data
structure that incorporates both preoptimization and postoptimization infor-
mation, eliminating the need for further computation. Copperman [1992] is a
workshop paper that has one foot in each camp.

This work is applicable in the presence of any sequential optimizations that
either do not modify the flow graph of the program or modify the flow graph
in a constrained manner. Blocks may be added, deleted, coalesced, or copied;
edges may be deleted, but control flow may not be radically changed. Allow-
able flow graph transformations are summarized in Section 4.3; they are
described in detail in Appendix B and in Copperman [1993]. The techniques
presented in this article apply in the presence of local common-subexpression
elimination, global common-subexpression elimination, constant and copy
propagation, constant folding, dead-code elimination, dead-store elimination,
cross-jumping, local instruction scheduling, global instruction scheduling.
strength reductions, code hoisting, partial-redundancy elimination, other
code motion, induction—variable elimination, loop unrolling, and inlining
(procedure integration), as well as any other optimizations that observe the
constraints. As an example of an optimization that modifies control flow in a
manner that does not observe the constraints, the techniques do not apply to
a portion of a program that has had loops interchanged.

2. BREAKPOINT MODEL

In an unoptimized translation of a program, code is generated for every
source code statement in the order in which it appears in the source code, and
the code generated from most statements is contiguous.? It is possible to halt
unoptimized code at a point that corresponds exactly to a statement boundary
in the source code by halting at (before execution of) the first instruction
generated from the statement. When execution is suspended at statement S
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in unoptimized code, all “previous” statements have completed, that is, all
code that was generated from statements on the path to S has been executed.
No “subsequent” statements have begun, that is, no code that was generated
from any statement on the path from S (including code generated from S
itself) has been executed. Because of the straightforward nature of the
translation, the value in each variable’s location matches the value of the
variable that would be predicted by a close reading of the source code.

In general, there is no point in optimized code that corresponds exactly to a
statement boundary in the source code, that is, there is no point at which
optimized code can be halted such that the above characteristics hold. Some
choice of breakpoint location must be made nonetheless. The choice of break-
point location is not crucial to the correctness of the work presented in the
remainder of the article. It is crucial that the relative ordering of variable
definitions and breakpoints be available, and that breakpoints be at locations
that exist in both the optimized and unoptimized versions of a program. We
describe one satisfactory breakpoint model which we use throughout the
article.

Zellweger [1984] introduced the terms syntactic and semantic breakpoints.
The order in which syntactic breakpoints are reached reflects the syntactic
order of source statements; the syntactic breakpoint for statement 7 is prior
to or at the same location as the syntactic breakpoint for statement n + 1. If
the code generated from statement n is moved out of a loop, a syntactic
breakpoint for n remains inside the loop. The semantic breakpoint location
for a statement is the point at which the action specified by the statement
takes place. This does not preserve any particular order. If the code generated
from statement S is not contiguous, the semantic breakpoint location de-
pends on the definition of “the action specified by the statement.” If no code
motion or elimination has occurred, the syntactic and semantic breakpoint for
a statement are one and the same.

Streepy [1991] and Brooks et al. [1992] describe a source code /breakpoint
location mapping that allows breakpoints to be set at various levels of
granularity, including expressions, basic blocks, and subroutines. In the
debugger described by Streepy and by Brooks et al., a breakpoint is set at the
beginning of each sequence of contiguous instructions generated from the
specified source construct.

The mapping presented below differs in that when a breakpoint is set on a
statement, it allows the debugger to break once each time a statement is
executed. It is complementary to the mapping presented by Streepy and
Brooks et al., and they could be combined to good effect.

The view taken in this work is that the best semantic breakpoint location
for a statement is the address of the instruction that most closely reflects the

%(ode generated from looping or branching statements is typically not contiguous. However, this
lack of contiguity is present in the source code as well as in the generated code. It can cause
debugging anomalies in unoptimized code. For example, placing a breakpoint at a C for loop can
cause several commonly available debuggers to either break once before loop entry or break each
time through the loop, depending on the presence or absence of initialization code.
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effect of the statement on user-visible entities (program variables and control
flow). For statements involving program-variable updates, it is the instruc-
tion that stores into the variable. (A “store” in this context needs not be a
store into a memory location. It can be a computation into a register, or a
register copy, if that is the instruction that implements the semantics of the
assignment.) For control flow statements (branching or looping constructs), it
is the instruction that accomplishes the control transfer (typically a condi-
tional branch), because it provides a natural sequence point for program
dependences. An instruction whose address is the breakpoint location for a
statement S is the representation instruction for S. The C statement

i ((L=F++) ==k)

has three representative instructions (and therefore three breakpoint loca-
tions), one at the store into j, one at the store into i, and one at the branch to
the then or else case.

The syntactic breakpoint location for a statement S whose representative
instruction has been moved or eliminated is the (identically syntactic and
semantic) breakpoint location for the next statement in the same basic block
whose representative instruction has not been moved or eliminated. If there
is none, the syntactic breakpoint location for S is the last representative
instruction in the block. If the entire block has been eliminated, S has no
syntactic breakpoint location. The results described in the remainder of this
article hold at syntactic breakpoints, because they are locations that are
guaranteed to exist in both the optimized and unoptimized versions of a
program.

3. CURRENCY

When the user asks the debugger to display the value of a variable, the user
is misled if optimization has caused the value displayed to be different from
the value that would be predicted by examing the source code.

The actual value of a variable V when execution is suspended at a
breakpoint is the value in V’s storage location. A variable’s expected value
when execution is suspended at a breakpoint is the value that would be
predicted by examining the source code and knowing the relevant context,
such as within which iteration of a loop execution is suspended.

In unoptimized code, at each breakpoint the expected value of every
variable is identical to its actual value. In optimized code, the actual value of
a variable at some point may differ from its expected value at that point.
Hennessy [1982] introduced the terms current, noncurrent, and endangered
to describe the relationship between a variable’s actual value and its expected
value at a breakpoint. This relationship is described on the basis of a static
analysis, one that has no information about how the breakpoint was reached.

Examples of current, noncurrent, and endangered variables are presented.
All examples use program flow graphs, where nodes represent basic blocks,
and edges represent block connectivity. For clarity of exposition, the exam-
ples are minimal. The language of the examples includes assignment (& = x
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Unoptimized Optimized

a=y

bkpt bkpt

Fig. 3. Variable a is current at bkpt in the presence of relevant optimization.

denotes the assignment of x into a) and a distinguished symbol bkpt which
represents the instruction at which the breakpoint has been reached. Assign-
ment instructions with the same right-hand side assign the result of the
equivalent computations into the left-hand side; this is how the relationship
between assignments in the unoptimized code and assignments in the opti-
mized code is shown. While a statement in a source language that corre-
sponds to either an assignment or a breakpoint may compile to more than a
single machine instruction, assignments and breakpoints appearing in flow
graphs are referred to as instructions, because a single representative in-
struction is chosen for each statement.

Informally, a variable V is current at a breakpoint B if its actual value at
B is guaranteed to be the same as its expected value at B no matter what
path was taken to B.

A variable may be current at a breakpoint even if optimization has affected
assignments into the variable. Figure 3 shows a case in which an assignment
into a has been moved. Variable a is current at bkpt, because the code
motion has not changed the fact that along each path a receives its value
from the same assignment in the unoptimized and optimized versions of the
program.

V is noncurrent at B if its actual value at B may differ from its expected
value at B no matter what path is taken to B (though the two values may
happen to be the same on some particular input). Figure 4 is a simple
example of a noncurrent variable, and could be a result of dead-store elimina-
tion (or of code motion into a block not shown). There is only one way to reach
bkpt in both versions of the program. There is a single assignment into a
prior to the breakpoint in the unoptimized code, but in the optimized code
there is no corresponding assignment into a along the only path to bkpt.

V is endangered at B if there is at least one path to B along which V’s
actual value at B may differ from its expected value at B. Endangered
includes noncurrent as a special case.

In Figure 5, along the left-hand path the assignment into a that reaches
bkpt in the unoptimized code corresponds to the assignment into a that
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Unoptimized Optimized
a=Xx
Fig. 4. Variable a is noncurrent at bkpt.
bkpt bkpt
Unoptimized Optimized
a=x a=y a=x
)
bkpt bkpt

Fig.5 Variable a 1s endangered at bkpt.

reaches bkpt in the optimized code, but along the right-hand path there is no
such correspondence; a is endangered by virtue of the right-hand path, and is
not noncurrent by virtue of the left-hand path.

The use of the terms current and noncurrent extends to particular paths: in
Figure 5, a is current along the left-hand path and noncurrent along the
right-hand path. When execution is suspended at bkpt during some particu-
lar run of the program, a is either current or noncurrent, depending on the
path taken to bkpt. However, static analysis can determine only that a could
be current or noncurrent, because knowledge of the path taken is absent. A
debugger that has no access to execution history information can do no better
than static analysis. Complete information about the execution path taken
could be large, and collecting it could be invasive and time consuming. An
open problem, termed dynamic currency determination, is how a debugger
can collect the minimal information needed to determine whether an endan-
gered variable is current or noncurrent when execution is suspended at a
breakpoint. We assume such information is unavailable to the debugger.

In order to talk about V’s currency along a particular path, a path must be
defined in such a way that it makes sense in both the unoptimized and
optimized versions of the program, as optimization may modify the program’s
flow graph.

Definition 1. A path-pair p is a pair { p,, p,) where p, is a path through
the flow graph of an unoptimized version of a program, and p, is a path
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through the flow graph of an optimized version of the same program such
that p, and p, are taken on the same set of inputs.

Because a path describes an entire execution, call blocks are expanded. A
call block appears on a path, followed by the blocks visited in the called
subroutine, followed by the call block’s successor.

I have been using the term “unoptimized version” as if there were a
canonical unoptimized translation of a program, and similarly I have used
the term “optimized version” as if there were a canonical optimized transla-
tion. Of course, there are no such canonical translations. What is necessary is
that there be a mapping between these “versions.” The nature of the mapping
will be discussed in Section 4.3. For the purposes of this section, simply
assume all versions are produced by the same (correct) compiler, which has
the same information available to it whether producing an unoptimized
version or an optimized version. An implementation would most likely use a
single compilation to produce unoptimized intermediate code, providing all
necessary knowledge about what I refer to as the unoptimized version
without actually generating machine code from it. It would then optimize
that intermediate code to produce the optimized version.

Parts of a path-pair are of interest, i.e., a path-pair to a breakpoint or a
path-pair from one point to another.

Definition 2. A path-pair p to a block B, where B is visited in both
versions, is a sub-path-pair of a path-pair p’ where p, is a prefix of p)
ending in an occurrence of B, and p, is a prefix of p/ ending in the same
occurrence of B.

Definition 3. A path-pair p from block A to block B, where A and B are
visited in both versions, is a sub-path-pair of a path-pair p' where p, is a
subsequence of p!, starting at an occurrence of A and ending at an occur-
rence of B, and p, is the subsequence of p/ starting at the same occurrence
of A and ending at the same occurrence of B.

I speak loosely of a path-pair to a breakpoint, or a path-pair from one
representative instruction to another. In these cases, I mean a path-pair to
the block containing the breakpoint, or from the block containing one repre-
sentative instruction to the block containing the other.

I make a simplifying assumption that a variable resides in a single location
throughout its lifetime. Relaxing this assumption is a topic for future re-
search. Both assignments to a variable and side effects on that variable
modify the. value stored in that variable’s location. These terms do not
distinguish whether the source code or generated code is under discussion.
Furthermore, they do not distinguish between unoptimized and optimized
generated code. These distinctions are needed because we compare reaching
definitions computed on unoptimized code with reaching definitions com-
puted on optimized code. Henceforth the term assignment refers to assign-
ments and side effects in the source code.

It is convenient to have a term definition that can denote either an
assignment or its representative instruction in unoptimized code. This does
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not introduce ambiguity because either one identifies the other, and the order
of occurrence is the same in the source code and unoptimized code generated
from it. In contrast, the term store denotes a representative instruction for an
assignment in optimized code. As with definitions, a store has a correspond-
ing assignment, but unlike definitions, an assignment may have no corre-
sponding store; and the order of occurrence of stores in the machine code may
differ from the order of occurrence of assignments in the source code.

An optimizing compiler may be able to determine that two assignments to a
variable are equivalent and produce a single instance of generated code for
the two of them, or it may generate multiple instances of generated code from
a single assignment. Such optimizations essentially make equivalent defini-
tions (or stores) indistinguishable from one another. We will be concerned
with determining whether a store that reaches a breakpoint was generated
from a definition that reaches the breakpoint. If definitions d and d’' are
equivalent, and store s was generated from d while s’ was generated from
d’, the compiler is free to eliminate s’ so long as s reaches all uses of d'. To

account for this, s needs to be treated as if it was generated from either d
or d’.

Definition 4. A definition of V is an equivalence class of assignments to V
occurring in the source code of a program that have been determined by a
compiler to represent the same or equivalent computations, or the set of
representative instructions generated from members of such an equivalence
class in an unoptimized version of the program.

Definition 5. A store into V is the set of representative instructions
occurring in an optimized version of a program that were generated from any
member of the equivalence class denoted by a definition.?

We can now formally define some of the terms described previously. The
following definitions assume that the breakpoint location is the same in the
optimized and unoptimized version, that is, either that the representative
instruction for the statement at which the breakpoint is set has not been
moved by optimization or that a syntactic breakpoint has been specified.

The definition of “current” is complicated by the fact that an assignment
through a pointer (or similar alias) must not kill previous assignments,
because the pointer might not be pointing at the variable of interest. Because
we do not know from a static analysis what a pointer points to, an assign-
ment through a pointer that can point to V is a definition of V (and the store
generated from it is a store into V): such definitions and stores are called
transparent. In the presence of aliases, a sequence of definitions of a variable
V and a sequence of stores into V might reach a breakpoint B along a given
path p—this is treated in detail in Section 6. Only one definition (store) in
the sequence is the last to assign into V, but with static analysis it is not
known which one, because it is not known which pointers are aliases for V. A

%A store is an equivalence class by the same equivalence relation applied to defimtions (having
been determined by a compiler to represent the same or equivalent computations).
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definition or store through a pointer targets V if the pointer is an alias for V
at that definition or store. If some definition through a pointer targets V, the
semantics of the program may require that some other definition through a
pointer also targets V (e.g., if the value of the pointer has not changed). Also,
we assume that on a given input, a pointer in the optimized version points to
the same thing as the same pointer in the unoptimized version. This implies
that if some definition through a pointer targets V, the semantics of the
program may require that the store generated from the definition also tar-
gets V.

Definition 6. A transparent definition d of V is turned off if it is assumed
not to target V, and d is turned on if it is assumed to target V. If d targets
V, each definition or store that is thereby required by program semantics to
target V is turned off if and only if d is turned off.

A symmetric treatment of turned off applies to stores, exchanging the roles
of definitions and stores above.

The ith definition of V along a path is written d,, and the ith store into V
along a path is written s,.

Definition 7. A store s, qualified-reaches a point Bk with definition d,
along a path-pair p to Bk if d, reaches Bk along p, and if, when every d,,
t > Jj, that follows d, on p, is turned off (turning off stores generated from
the d,), and all other transparent definitions of V are turned on except those
constrained to be off by some d, (turning on corresponding stores); s, is the
store that assigns into V along p,. A definition d, qualified-reaches a point
Bk with store s, along a path-pair p similarly, exchanging the roles of stores

7
and definitions in the previous sentence.

Definition 8. In the absence of assignments through aliases: a variable V
is current at a breakpoint B along path-pair p iff the store into V that
reaches B along p, was generated from the definition of V that reaches B
along p,.

In the presence of assignments through aliases: V' is current at a break-
point B along path-pair p iff for all instances of definitions d, and instances
of stores s, such that either s, qualified-reaches B with d, or d, qualified-
reaches B with s, along p, s, is generated from d,.

Clearly, assignments through aliases are a crucial part of most procedural
programming languages. Because of the complexity they introduce, a treat-
ment of currency determination in their absence is given in Section 4, and
throughout that section the simpler form of the definition can be assumed.
The solution is then generalized in Section 6 to handle assignments through
aliases.

Definition 9. V is endangered at B along p if it is not current at B
along p.

Definition 10. In the absence of assignments through aliases: V is noncur-
rent at B along p iff no store into V that reaches B along p, was generated
from a definition of V that reaches B along p,.
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In the presence of assignments through aliases: V is noncurrent at B along
p iff for all instances of definitions d; and instances of stores s; such that
either s; qualified-reaches B with d; or d; qualified-reaches B with s; along

p, $; is not generated from d;.

Definition 11. Vis current at B iff V is current at B along each path-pair
to B.

Definition 12. V is endangered at B iff it is endangered at B along at least
one path-pair to B.

Definition 13. V is noncurrent at B iff V is noncurrent at B along each
path-pair to B,

We turn now to how to determine which state of currency a variable is in at
a breakpoint.

4. CURRENCY DETERMINATION

My approach to currency determination involves solving a set of a data flow
equations. This requires control flow information and within-basic-block or-
dering information for definitions in the unoptimized program, and the same
information for stores in the optimized program. It also requires a mapping
between the unoptimized and optimized control flow information.

In this section, we simplify the presentation by assuming that no aliasing
is present in the program. One consequence of this assumption is that only
one definition and one store may reach a breakpoint along a single path. In
Section 6 we present the mechanisms needed to allow aliasing.

Section 4.1 introduces paired reaching sets, which make up the data in the
data flow computation. Section 4.2 discusses the data structure on which the
computation is performed and its relationship to the unoptimized and opti-
mized versions of a program. Section 4.4 discusses the aspects of the data
flow computation that are particular to the problem of currency determina-
tion. Section 4.5 gives an algorithm for computing paired reaching sets at
block boundaries. Section 4.6 extends it to compute paired reaching sets at
breakpoints, and Section 4.7 describes how the results are used to determine
the currency of a variable. Correctness proofs are given in Copperman [1993].

4.1 Paired Reaching Sets

I have introduced the terms “definition” and “store” to distinguish an assign-
ment occurring in the source or unoptimized code from an assignment
occurring in the optimized (or machine) code. I am now going to use defini-
tion/store pairs to convey some information about both a definition and the
store generated from it.

Definition 14. A ds-pair is a pair (d, s), where d is a definition of a
variable V, and s is a store into V.

If P is the ds-pair (x, y), P.d is the definition element x, and P.s is the
store element v, giving the tautologies (x, y).d = x and (x, y).s = y.
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Because both definitions and stores are represented, the set of ds-pairs that
reaches a breakpoint provides complete information about what should reach
and what does reach the breakpoint. These sets are called Paired Reaching
Sets: PRSY is the set of ds-pairs relevant to V that reach a breakpoint B.
Loosely, (d, s) € PRS}, means d is a definition of V that should reach B, and
that s is a store into V that does reach B. More precisely, given a definition
d of V and a store s into V, independent of whether s was generated from d:

—(d, s) € PRSY means there is a path-pair p such that d reaches B along
p, and s reaches B along p,.

Given PRSE:

—V is current at B iff V(d, s) € PRS}}, s was generated from d;

—V is endangered at B iff 3(d, s) € PRS} such that s was not generated
from d;

—V is noncurrent at B iff V(d, s) € PRSY, s was not generated from d.

4.1.1 Caveat. An infeasible path in a flow graph is one that cannot be
taken in any execution, and a feasible path is one that can be taken in some
execution. Infeasible paths introduce conservative error under this currency
determination technique. The claims just made hold for programs without
infeasible paths. If (d, s) is in PRSY by virtue of an infeasible path, and s
was not generated from d, this technique will claim that V is endangered
though it may be current. However, we can do no better than the compiler,
and like the compiler, we must make the conservative assumption that all
paths are feasible.

4.2 The Flow Graph Data Structure

The relationship between the optimized and unoptimized code must be
captured in a data structure that can be used by the currency determination
algorithm. We assume that the information used to do currency determina-
tion on a compilation unit is produced in a single compilation. Also, informa-
tion about the unoptimized version of the program is taken from the compiler’s
intermediate representation of the program prior to the optimizing phases
(independent of whether code is generated for an unoptimized version); thus
the full facilities of the compiler are available to produce information about
the relationship between the unoptimized “version” and the optimized ver-
sion.
Currency determination needs the following:

—the assignments that constitute a definition,

—the “generated from” relationship between definitions and stores (from
these two pieces of information, the machine code instructions that consti-
tute a store can be determined),

—the execution order of statements and side effects within a basic block, for
blocks in both the optimized and unoptimized versions, and

—the correspondence between the flow graphs for each version.
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The particular encoding of the information is not important here. One
possible encoding is described in Appendix A. Here we assume that the first
three items are available and discuss the fourth.

Some data structures must represent the flow graphs for each version and
the correspondence between them. Hereafter, the term source graph refers to
the flow graph for the unoptimized version, and object graph refers to the
flow graph for the optimized version. DS-graph refers to the data structure
used to map between them, upon which the data flow computation is per-
formed.

The DS-graph construction is constrained such that a node in the DS-graph
is derived from a block in the source graph, from a block in the object graph,
or from both. The constraints are described in Section 4.3. A node B in the
DS-graph selects the block(s) it is derived from: B selects at most one basic
block B, in the source graph, and B selects at most one basic block B, in the
object graph. B contains ordering information about definitions occurring in
B, in a definition list. If no block B, is selected, B contains an empty
definition list. Similarly, B contains ordering information about stores occur-
ring in B, in a store list—if no block B, is selected, B contains an empty
store list. A path p through the DS-graph selects p, where p, is the
sequence of blocks in the source graph selected by the sequence of nodes in p,
and p selects sequence p, in the object graph similarly. By DS-graph
construction, p, forms a path through the source graph, and p, forms a path
through the object graph; and {p,, p,> is a path-pair.

The correspondence between blocks and edges in the source and object
graph is immediate when optimization has not caused the object graph to
differ in shape from the source graph. When optimization causes changes in
the object graph, these changes must be reflected in the DS-graph.

If (d, s) € PRSY, is to mean that there is a path-pair { p,, p,) such that d
reaches B along p, and s reaches B along p,, then the path through the
DS-graph that caused (d, s) to be placed into PRSY must select (p,, p,).

A feasible path in the DS-graph is one that selects paths that can be taken
in some execution. The DS-graph will contain infeasible paths (i.e., paths that
select path-pairs through which execution cannot proceed) if the object graph
containg infeasible paths. It would clearly be preferable to construct the
DS-graph so that it contains only feasible paths, but it is not possible in
general to determine which paths through a flow graph are feasible.

Definition 15. A DS-graph is valid if and only if every path p through the
DS-graph denotes a path-pair, that is, the pair of paths {p,, p,) selected by
p is a path pair, and every feasible path-pair is denoted by some path
through the DS-graph.

For the purposes of this discussion, we assume that for each node in the
DS-graph,

—There is a list of the definitions that are in the block in the source graph
selected by the node, in execution order. Because this list contains defini-
tions, I call it the definition list. This is equivalent to a list of statements
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and side effects that appear in that block, in the order in which they
appear in the source code.

—There is a list of the stores that are in the block in the object graph selected
by the node, in execution order. Because this list contains stores, I call it
the store list. This is again equivalent to a list of statements and side
effects that appear in that block, but execution order in the optimized
version is not equivalent to source order.

The definition list must order definitions relative to possible breakpoint
locations. Similarly, the store list must order stores relative to possible
breakpoint locations.

These assumptions guarantee that if a node appears in a path through a
valid DS-graph, the code in the unoptimized version represented by that node
is the code that would be executed (in proper order) if the block represented
by that node was visited on that path, and we have the analogous guarantee
relative to the optimized version.

A node n in the DS-graph may select a block in one version that does not
exist in the other version, in which case n does not select any block in the
latter version. The DS-graph is constructed so that the appropriate list
(definition or store) is empty for n. For example, if a loop preheader was
introduced by optimization, the DS-graph will have a node that (1) selects the
preheader in the object graph, (2) does not select any block in the source
graph, and (3) has an empty definition list.

4.3 Graph Transformations

The DS-graph begins isomorphic to the source graph, with definition lists
replacing the code within blocks, and where each node selects the block it
maps to. Before any optimizations change its shape, it is clearly valid.

DS-Graph Creation Rule. A DS-graph is created before any optimization
has been performed. At the same time, the object graph is created. The object
graph is a copy of the source graph. For each block B, in the source graph, a
DS-graph node B is created such that B selects B, and B,. The definition
list for B is abstracted from the code in B, and copied to the store list for B.
For each edge (%, t,) in the source graph, edge (%, ¢,) is in the object graph,
and edge (A, t) is in the DS-graph. The name of a block in the source graph is
subscripted by z, and the name of a block in the object graph is subscripted
by o; thus B, is a copy of B,,.

Any changes made to the shape of the flow graph by optimization are
reflected in changes to the shape of the DS-graph and are constrained by the
graph transformations enumerated below, pictured in Figures 6 to 11, and
formally described in Appendix B and in Copperman [1993]. These transfor-
mations maintain the validity of the DS-graph. The currency determination
method applies only to optimizations that change the flow graph in a manner
that can be modeled by iterative application of these transformations. A
transformation on the DS-graph accompanies each transformation on the
object graph; thus a transformation is applied only if it is semantically valid.
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A node in DS,

selects block 7 1n S and 3
block k in O,.

Fig. 6. Graph Transformation 1: Introducing a block. In the object graph, a block is introduced
between a complete bipartite subgraph. In DS, , there is a path corresponding to each edge
deleted 1n the object graph transformation. A node selecting the introduced block is added to the
end of each such path

Some of the graph transformations copy nodes in the DS-graph when at
first glance it seems unnecessary. The reason for these copies is that when
transformations are composed, operations are done on all subpaths in the
DS-graph that correspond to an edge in the object graph. If a node in the
DS-graph were on more than one such subpath, the transformations could
not successfully be composed.

Graph Transformations.

(1) Introducing a block. An example is shown in Figure 6.
(2) Deleting a block (shown in Figure 7).

(3) Deleting an edge (Figure 8).

(4) Coalescing two blocks into a single block (Figure 9).
(5) Inlining a subroutine (Figure 10).

(6) Unrolling a loop (Figure 11).

(7) No optimization other than those described in one of the other object
graph transformations may modify control flow in a way that changes the
order that blocks are entered on a particular input. A mechanism that
allows truthful (but not expected) behavior in the presence of optimiza-
tions that violate this constraint is described in Copperman [1993].

Given a valid DS-graph, if any of these modifications are performed, the
result i1s a valid DS-graph. Note that optimizations that do not modify the
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Fig. 7. Graph Transformation 2: Deleting a block. In the object graph, predecessors and
successors of the deleted block form a complete bipartite subgraph in the resulting graph. In the
DS-graph, one path is constructed for each edge introduced in the object graph transformation.
Nodes are duplicated so that each such path selects the requisite blocks in the source graph.

S DS, O,

) o] s

Fig. 8. Graph Transformation 3: Deleting an edge. An edge is deleted in the object graph. Paths
in DS, selecting that edge are deleted, and all edges out of nodes in DS, that are subsequently
unreachable are deleted.

ACM Transactions on Programming Languages and Systems, Vol 16, No. 3, May 1994.



406 . Max Copperman

Fig. 9. Graph Transformation 4;: Coalescing two blocks. A block boundary marker 1s placed 1
the object graph resulting from the coalescing, and that marker is referenced by the resulting DS
graph.

shape of the flow graph preserve the validity of the DS-graph. Many opti-
mizations modify the flow graph only in ways that can be modeled by these
DS-graph modifications, but arbitrary optimization is not modeled. For exam-
ple, recognizing bubblesort in the unoptimized version and replacing it with
quicksort in the optimized version clearly involves graph modifications be-
yond the scope of these transformations. Loop interchange cannot be modeled
because it changes the order in which blocks are entered.

The data flow computation is performed on the DS-graph. We turn now to
the nature of that computation.

4.4 Dataflow on DS-Pairs

4.4.1 The Gen DS-Pair. Analogous to the Gen set of standard data flow
algorithms, a Gen ds-pair contains information about what is generated in a
block. In the absence of aliasing, there is exactly one Gen ds-pair for a given
variable in each block. The Gen ds-pair for a variable V and a block B is
written Gen%. Gen% is (d, s), where d is the last definition of V on B’s
definition list or null if there is none, and s is the last store into V on B’s
store list or null if there is none. Only Gen ds-pairs may have null entries.

Ds-pairs with null entries do not appear in the In or Out sets of a block or in
PRSY,.

4.4.2 The k Operation. In a standard data flow computation, a definition
in a block kills definitions (of the same variable) that reach the entry of the
block. In the currency determination data flow computation given in Algo-
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Exit exit

DSn-H

kAl

1
Call cally || Call cally |

[jtart sta'rtl |Start

Exit exit
Succ succ

Fig. 10. Graph Transformation 5: Inlining a subroutine. The subroutine is copied into the
DS-graph. The duplication of the call node is necessary to preserve DS-graph characteristics
need by other transformations.

rithm PRS, definitions kill definitions, and stores kill stores. If Gen%.d = d,
ds-pairs reaching the exit of B contain d as their definition element. If
GenY%.d = null, ds-pairs reaching the exit of B contain the same definition
element they had at the entry of B. Stores are handled analogously. This is
represented with the operator «.
Definition 16.
(e, t)k(null, null) = (e, t)
(e, tYx(d,null) =(d,t)
(e,t)k(null,s) = (e, s)
(e,t)k(d,s) =(d,s)

4.4.3 The |J Operation. Multiple ds-pairs may reach the entry of a block.
The |J operation defines the ds-pairs that reach the exit of a block, given all

K

of the pairs that reach block entry. The |J operation takes a set (the In set
for a block) as its left operand, whereas the « operation takes a single ds-pair
as its left operand. If the block generates both a store and a definition, its Out
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Fig. 11. Graph Transformation 6: Unrolling a loop. The body of the loop is unrolled in the
DS-graph in the same manner that it is unrolled in the object graph. The unshown body of the
loop may differ between the source graph, object graph, and DS-graph due to previous transfor-
mations, but varies between O, and O, ;, only in the manner shown.

set will contain the ds-pair consisting of that store and definition, and if it
contains a null in either position (or both), its Out set depends on the In set.
Since every variable is defined to have an initial definition and store,
propagation will eventually cause any reachable block to have a nonempty In
set.

If the In set is empty, the Out set is the set of complete ds-pairs (those
containing no nulls) in the Gen set, and if the In set is not empty, the Out set
is the set of ds-pairs produced by individual « operations between each
ds-pair in R and the ds-pair S:

Definition 17.

(%) if d = null or s = null

Complete(S) = {(d, s) otherwise

Definition 18.

Complete(S) ifR =
{reS|r € R} otherwise

(s~ |
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Initialize
[nput:

a component of the DS-graph, modified by the addition of a Start node;
Output:

the (len sets of each variable for each block.

for each variable V'
Genlyy,, = (d-unt, s-nat)
for each node B other than Start
set Genk.d to the last definition of V' in the definition list of B
or to null if there is none
set (ben.s to the last store into V' in the store list of B
or to null if there 1s none
End of Initialize

Iterate

[uput:
a component of the DS-graph, modified by the addition of a Start node,
the Gen sets of each variable for each block;

Ontpnt:
the paired reaching sets of each variable at each block boundary

for each variable 17
for each block B
In¥ = Out} = ¢
iteratively compute Inp; and Outl until convergence, according to the following,
for each block B
Ink = UP Outh for P predecessors of B
for each block B
Outy =Ink O (Jeny
End of Iterate

Algorithim PRS
Input:

a component of the DS-graph, modified by the addition of a Start node,
Output:

the paired reaching sets of each variable at each block boundary.

Initialize
[terate
End of Algorithin PRS

Fig. 12. Algorithm PRS computes paired reaching sets at block boundaries for a DS-graph
component (a subroutine). The algorithm consists of an initialization step Initialize followed by
an iterative step Iterate.

4.5 Paired Reaching Sets at Block Boundaries

Algorithm PRS, given in Figure 12, computes paired reaching sets at block
boundaries for a DS-graph component (a subroutine). A source node, Start, is
grafted on to the component to provide a place for initial definitions (d-init)
and stores (s-init) representing the creation of variables. The algorithm
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Initialize-BK
[uput

a variable 17, a syntactic breakpomt Bk, and the node B contaiming BA.
Output:

The (en sct of V' for B at Bi,

Set Clenly, d to the last definition of V' prior to Bk on B’s definition list.

or to null if there 1 none
Set Gienly, .s to the last store into V' prior to Bk on B’s store hst,

or to null if there 15 none
End of Initialize-BK

Algorithim PRS-BK
[uput
a vanable 17, a syntactic breakpoint Bk, the node B contammg Bk, and Iu},
Output
The paired reaching set of V" at Bk
Initialize-BK
PRSY, = Ik 0 Clenly,
Eund of Algorithin PRS-BK

Fig. 13 Algorithm PRS-BK computes the paired reaching set for a variable V at a syntactic
breakpoint within a block B given the paired reaching set for V at B’s entry. Initialize-BK
computes the Gen set for the breakpoint, which modifies the In set to produce the desired result.
No iteration is needed.

consists of an initialization step and an iterative step. (If the DS-graph
component is a subroutine, line 1 of Initialize should set Gen,,,, to (d-
incoming, s-incoming) when V is a parameter.)

4.6 Paired Reaching Sets at Breakpoints

Algorithm PRS provides In and Out sets at block boundaries. Our goal is to
determine a variable’s currency at a breakpoint, which may be in the middle
of a block rather than at a block boundary. The definitions of current,
noncurrent, and endangered refer to “a breakpoint B” that lies on a path-pair.
This is well defined for syntactic breakpoints, but not for semantic break-
points whose representative instruction has been moved by optimization, so
we compute paired reaching sets at syntactic breakpoints only. The conse-
quences of this are that a block containing the breakpoint is present in both
the source and the object graphs, and the breakpoint is on both the definition
list and the store list for some block in the DS-graph. Note that for a syntactic
breakpoint for a statement that has been moved or eliminated, the element
on the store list representing the breakpoint is the representative instruction
for a following statement.

PRSY,, the set of ds-pairs relevant to V that reach a breakpoing Bk, is

derived from the In sets computed by Algorithm PRS by Algorithm PRS-BK,
given in Figure 13.
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Unoptimized Optimized
azy 327 amy 327
336 azx 336 (342)
bkpt 339 bkpt 339
a=x 342

Fig. 14. The display of a could be accompanied by this message: “Breakpoint 1 has been reached
at line 339. a should have been set at line 327. However, optimization has moved the assignment
to a at line 342 to near line 336. a was actually set by one of lines 327 or 342.

4.7 A Variable’s Currency

The contents of PRSY, tell us V’s currency.

THEOREM 19. PRSY, = & iff either V is not in scope at Bk or Bk is
unreachable. Otherwise:

—V is current at Bk iff ¥(d, s) € PRS},, s was generated from d;

—V is endangered at Bk iff A(d,s) € PRS}, such that s was not generated
from d;

—V is noncurrent at BE iff A (d,s) € PRS}, such that s was generated from
d.

Theorem 19 is proven in Copperman [1993].

5. WHEN A VARIABLE IS ENDANGERED

When the debugger is asked to display a variable, it determines whether the
variable is current. If the variable is current, the debugger displays its value
without comment. If the variable is endangered, in addition to displaying its
value, the debugger can give the user some help in understanding why the
value is endangered. The general flavor of what the debugger can do is given
by the following sample message that might accompany the display of vari-
able a when the optimization shown in Figure 14 has occurred.

Breakpoint 1 has been reached at line 339; a should have been set at line 327.
However, optimization has moved the assignment to & at line 342 to near line
336; a was actually set by one of lines 327 or 342.
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The information contained in this message is available from the paired
reaching set PRSY;, and the unoptimized and optimized flow graphs. The
description of the effects of optimization will vary in specificity as the effects
of optimization vary in complexity.

6. TRANSPARENCY

6.1 Assignments Through Aliases

Consider an assignment * P through a pointer (or through an array element
where the index is a variable) that could point to V. When execution is
suspended at a breakpoint B, * P may be an alias for V. * P must be
considered to be a definition of V that reaches B. If * P is not an alias for V
in some particular execution, the value that V contains at the breakpoint
came from whatever definition would have reached if * P were not present.
Therefore, this definition must also be considered to reach B. For any
language that allows such aliasing, the assumption of a single definition
reaching along a given path-pair does not hold.

If there are multiple definitions of V that reach B along p, all of them but
one (the one furthest from B on p) must be assignments through aliases,
because other kinds of assignments kill prior definitions. An assignment
through an alias is defined as such by its ambiguity about whether V is
assigned into, because if it can be determined that an assignment through a
pointer does assign into V every time, that assignment kills prior definitions,
and if it can be determined that an assignment through a pointer never
assigns into V, the assignment is not a definition of V.

6.2 Definitions and Stores Revisited

The computation of paired reaching sets depends on the definition of « given
in Section 4.4, which in turn depends on the assumption that a data object
assigned a value within a basic block is unconditionally affected by the
assignment. This plays out as an assumption that definitions kill definitions
and stores kill stores. This assumption holds for direct assignments but not
for assignments through aliases. Because we have two kinds of assignments
with different characteristics, we need two kinds of definitions and stores.
Definitions and stores that are unambiguous as to the variable that is
affected we call opaque. Definitions and stores that affect one of a set of
variables such that it cannot be determined at compile time which variable
will be affected, we call transparent. Thus *p = 0; is a transparent definition
of V unless the compiler determines that p cannot point to V at that
assignment. V is one member of the set of variables that might be affected by
the definition, and p is called a transparent definer.

It may be that p never points to V, but the compiler cannot determine that.
The debugger can do no better; we must treat assignments through p as if
they can affect V.

It can be shown that a compiler can make an assignment through a pointer
that is not current without violating program semantics [Copperman 1993].
The circumstances under which a compiler can do so are sufficiently con-
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Table I. This Redefinition of k Overgenerates ds-Pairs

(e,t)  (d, ) dis null | d is opaque | d is transparent
s is null (e, 1) (d, t) (e,2)
(d,t)
s is opaque (e,5) (d, s) (e, )
(d,5)
s is transparent || (e, ) (d, 1) (e,t)
(e;9) (d,s) (d,s)
(e,5)
(d,?)

strained that, for the remainder of this work, I assume that transparent
definers are current at each of their uses.

6.3 k Revisited

The introduction of transparent definitions requires a redefinition of the «
operator so that transparent definitions and stores do not kill elements that
should reach subsequent points in the program. The right operand of « is
doing the killing, so we do not need to worry about the transparency of the
left operand. We could redefine « by independently letting an opaque defini-
tion of V Kkill other definitions of V, transparent and opaque alike, and
letting an opaque store into V kill stores into V, transparent and opaque
alike, while not letting a transparent definition of V kill definitions of V and
not letting a transparent store into V kill stores into V. Such a definition is
given in Table 1. However, this overgenerates ds-pairs.

As a motivating example, suppose there is a block B containing the
definition d whose source code is *p = x, where p may point to V, and the
store s generated from d has survived the optimizer without being moved or
eliminated. Gen%; is (d, s), and d and s are transparent. Assume that no
optimization has affected assignments into p. Then on a given execution,
either V is affected (p points to V) or V is not affected (o does not point to
V). In this case, although (d, #) € (e, #)x(d, s), there is no input on which d
reaches the exit of B in the unoptimized version, and ¢ reaches the exit of B
in the optimized version. This is illustrated in Figure 15.
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e, t p = V;
L<e,t>
des if (cond) {
P = &W;
<et>
}
<d,t>
<es>
<d, s> -
*p = x; // This is d.

¥

Fig. 15. An Infeasible Ds-pair: e is a definition of V, and ¢ is a store into V. Whether d is a
definition of V and s is a store into V depends on which assignment to p reaches the assignment
through p. (d, ¢) 1s an infeasible ds-pair because d defines V only when s stores into V, in which
case s kills 7. (e, s) is an infeasible ds-pair for similar reasons.

In general, let s be a store through some pointer, d be the definition that
generated s, and B be a breakpoint. If in every execution in which s can
affect V at B, d reaches B, then at B, any ds-pair (d, x) where x # s or
(x,s) where x # d is called infeasible. Such a ds-pair does not represent a
definition that reaches B in the unoptimized code and the store that reaches
B on the same input in the optimized code. The definition of « in Table I
places infeasible ds-pairs in paired reaching sets, and its use would result in
conservative errors in the results.

6.4 Constrained Transparency

Many compilers do not do sufficient pointer analysis to optimize transparent
assignments, and therefore do not eliminate or move them. Handling trans-
parency in its full generality is more complex and costly than currency
determination in the absence of transparency. The constraints that a lack of
pointer analysis imposes on the optimizer allow for a middle ground in terms
of cost and complexity. Copperman [1993] describes algorithms that take
advantage of these constraints.

6.5 Unconstrained Transparency

If transparent assignments may be eliminated or moved, a transparent
ds-pair in a Gen set may contain nulls. Furthermore, a block may contain a
definition d and a store s not generated from d. As a consequence, there are
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f,u
( e, t) Fig. 16. If transparent store s is not
( f u) generated from transparent definition
(d,t) ! d, all ds-pairs in the Out set of node 4

are feasible. If s is generated from d,

s (d,t) and (e, s) are infeasible. How-

4 ever, (f,s) is feasible. The salient

difference between (e, s) and (f, s) is

" that e and d reach node 4 along the

(e, ) same path, while f and d do not.

(d,t)
(e,5)
(d,s)
(fru)

(f,5)

circumstances in which any of the ds-pairs produced by the definition of «
given in Table I are feasible and other circumstances in which some of them
are infeasible. Figure 16 exemplifies the impossibility of producing only
feasible ds-pairs in the presence of unconstrained transparency with the
mechanisms presented so far. It is possible to distinguish the circumstances
in which « will produce an infeasible ds-pair from the circumstances in
which it will produce a feasible ds-pair, but only with knowledge of which
definitions or stores are generated along the same path—information not
available to «.

To capture this further information, ds-pairs are extended to ds-list-
pairs—pairs of lists rather than pairs of elements. The definition element in
a ds-list-pair for a variable V is the list of definitions of V that reach a block
B along a path p, in the order that they occur on p. The store element is the
list of stores into V that reach B along p, similarly ordered. It follows that
the first element in each list is opaque, and the rest are transparent. Figure
17 is the example from Figure 16 using ds-list-pairs instead of ds-pairs.

The type of k’s operands has been modified, so it is necessary to redefine «.
The list operations are the same for definitions and stores, and are performed
independently on definitions and stores, so I introduce a list operator /. The
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1 e, t
(e,)
Fig. 17. This is the example from Figure 16 2 d 3 f,u
recast to use ds-list-pairs. Encoded in the
ds-list-pairs is the fact that e and d reach
node 4 along the same path while f and d do (ed, t)
not. (fiw)
4 s
(ed, ts)
(fous)

empty list is expressed as null, and |is used as a list concatenation operator.
Given two lists x and y, we have the following definition.

Definition 20.

X if y = null
xy =y if an element of y is opaque
x|y if all elements of y are transparent

Then given two ds-list-pairs (e,, ¢;} and (d;, s;):
Definition 21. (e;, t))x(d;, s;) = (e,£d;, t,/s)).

With multiple assignments encoded in a single ds-list-pair, we return to a
situation in which the Gen set for a block is a single entity.

6.5.1 |J in the Presence of Unconstrained Transparency. Complete must
be redefined to act on ds-list-pairs:

Definition 22.

%, if d; or s; is null

Complete((d,, s;)) = (d,,s;) otherwise

Definition 21 defines « as an append operation on transparent definitions.
Repeated « operations on a loop containing only transparent definitions of V
result in lists that grow indefinitely, since the definitions and stores within
the loop get appended ad infinitum. We can construct ds-list-pairs that do not
grow indefinitely by including only the last occurrence of any duplicated
definitions and stores. There are cases in which information about currency is
lost unless the last two instances of a definition or store are included in the
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ds-list-pairs. In these cases, the choice is between an algorithm that has the
potential for nonconservative error (in which an endangered variable may be
reported as current) and a more complex algorithm that has greater potential
for conservative error (a current variable may be reported as endangered).
These cases are discussed in Section 6.7. For reasons presented in that
section, I have chosen the former of these alternatives; thus the algorithm
presented below has the potential for nonconservative error.

The ds-list-pair construction method given below preserves the characteris-
tic that the ith store in a ds-list-pair is generated from the ith definition in
that ds-list-pair for all i if and only if V is current along the path from which
that ds-list-pair is derived, except in the cases discussed in Section 6.7 (this is
shown in Copperman [1993].

Definition 23. Let x; = (xy, %g,...,%,,..., %,,..., %,) where x, and x,
are in the same equivalence class. Then last(x;) =
(X1, gy ooy X, 15 Xyyr-ns Xypeen, X,0, and last*(x,;) is the result of applying

last to x, repeatedly until each equivalence class is represented at most once.
Also, Last(d,, s;) = (ast*(d,), last*(s))).
. Last(Complete(S)) if R =
R |J S = { Last(Complete (S)) if e € Complete(S) such that e is opaque
{Last(rks)lr e R, s € S} otherwise

6.6 Currency in the Presence of Unconstrained Transparency

Figures 18 and 19 present algorithms modified to handle unconstrained
transparency. Again, most of the additional work has been incorporated into
K

the definition of | J , so only the initialization phase of each algorithm needs
modification.

Once again, the contents of PRSY,, tell us V’s currency. Excepting the cases
discussed in Section 6.7:

—The ith store in a ds-list-pair is generated from the ith definition in that
ds-list-pair for all i if and only if V is current along the path from which
that ds-list-pair is derived.

—Each ds-list-pair e tells us whether V is current along the set of paths
from which e is derived.

—All paths are represented by some ds-list-pair in PRS},.

In other words, PRS}, contains the interesting ds-list-pairs, that is, PRSY,
contains a set of ds-list-pairs that is (nearly) sufficient to determine V’s
currency.

Definition 24. V is current at Bk by ds-list-pair e iff V is current along
each pathp to Bk such that e is derived from p.

The following theorem does not hold in the cases discussed in Section 6.7.

THEOREM 25. PRS}, = Qiff either V is not in scope at B or B is unreach-
able. Otherwise, V is current at Bk iff V is current at Bk by e, Ve & PRS},; V
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Initialize”
[nput.

a component of the DS-graph, modified by the addition of a Sturt node;
Output-

the (Gen sets of each vanable for each block.

for each variable V'
Genlyory = (d-1mat, s-mat)
for each node B other than Start
di = null
for each definition d of V' in B’s definition hst, i order of appearance
di=d; ¢d
st = null
for each store s wmto ¥ in B's store list, in urder of appearance
si =53
Geny = (di, %)
End of Initialize”

Algorithm PRST
luput:

a component of the DS-graph, modified by the addition of a Start node,
Outpnt

the paired reaching sets of each variable at each block boundary.

[wtialize”
[terate
End of Algorithin PRS

Fig. 18. Algorithm PRS” computes paired reaching sets at block boundaries in the presence of
transparency. The initialization step is modified, but the iterative step differs only in the
K

definition U : 50 the previous version of Iterate can be used.

is endangered at Bk iff 3e € PRS},, such that V is not current at Bk by e; V is
noncurrent at Bk iff A e € PRSy, such that V is current at Bk by e.

In Copperman [1993], Theorem 25 is proven for most cases. It is shown how
it fails for some exceptional cases, which are discussed below.

6.7 Cases in which the Algorithm May Err

Consider the case in which a loop-invariant transparent assignment to V is
moved to a loop preheader. Let the loop be L, the invariant definition of V in
L be dx, and the store generated from dx be sx. (In general, I use the naming
convention that a definition dx generates the store sx.) Let p be a path to a
breakpoint Bk (where Bk is after L) that contains two or more iterations of
L. Although the argument made here does not depend on it, for simplicity of
presentation assume that no other transparent assignments to V reach Bk.
Then the sequence of definitions of V that reach Bk along p is
(dy,d,,ds,...,d,> where there are n — 1 iterations of L in p, and d,
through d, are instances of dx. The sequence of stores into V that reach Bk
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Initialize-BK”
Input

a vanable V', a syntactic breakpoint Bk, and the uode B containing Bk;
Output:

The (Gen set of V for B at Bk;

d; = null

for each definition d of V' pnior to Bk on B's definition list, in order of appearance
di = d; €d

s1 = null

for each store s into V' prior to Bk on B’s store list, in order of appearance
sp =903

Genl, = (di, s1)

End of Initialize-BK”

Algorithm PRS-BK™
Input-

a variable V', a syntactic breakpoint Bk, the node B contaning Bk, and In},
Qutput:

The paired reaching sets of V' at Bk:
Initialize-BK”
PRSE, = In} ¢ (tenly,

End of Algorithm PRS-BK”

Fig. 19. Algorithm PRS-BK” computes paired reaching sets at syntactic breakpoint in the
presence of transparency in a similar manner to Algorithm PRS-BK; again the initialization step
is modified.

along p is (s, s,) where s, is sx, in the preheader. d; and s, are the opaque
definition of V and store into V that reach Bk from above the loop.

Assuming that s, is generated from d,;, V is current at Bk: either s,
qualified-reaches Bk with d,, or s, qualified-reaches Bk with d,. (s, cannot
qualified-reach with d,, 1 <i < n, because that would turn off d,, which
would turn off not only s, but also d,) This case is handled correctly—
ds-list-pair ({(d;, dx),{s;, sx)) is derived from p. This same ds-list-pair is
derived no matter how many times p traverses L.

Note that if the last two duplicate definitions in a loop were recorded in
ds-list-pairs, then we would have the ds-list-pair above from a path that
traverses L once; and we would have ds-list-pair ({d;, dx, dx), (s, sx)) from
paths that traverse L more than once; and we would report that V is
endangered, because of the mismatching ds-list-pair.

Now suppose instead that the left-hand-side of dx and sx is not loop
invariant. Turning off some d,, i > 1, does not turn off all d,, so s, qualified-
reaches Bk with any d,. In this case, V is endangered, but would be reported
as current. Note that if the last two duplicate definitions in a loop were
recorded in ds-list-pairs, then we would report V as endangered. This is a
semantically pathological case, since the compiler could only move sx to a
preheader if it determined that all data that sx can affect is dead, in which
case it should eliminate sx entirely.

There are other cases involving two assignments in a loop in which we
would report V as current when V is endangered. I expect them to occur
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rarely, but I do not know that they are all semantically pathological.
Copperman [1993] delimits the cases in which this kind of nonconservative
error can occur. They involve assignments within a loop, affected by optimiza-
tion in such a way that some variable they both can affect is current if the
loop is traversed once, but endangered if the loop is traversed more than once.
The compiler must have determined that all variables potentially affected by
both assignments are dead in order to perform the optimization.

This source of nonconservative error could perhaps be eliminated by record-
ing in the ds-list-pairs the last two duplicate definitions or stores that occur
within a loop, rather than the last one, but that would introduce conservative
error in the commonly occurring case of a loop-invariant code motion. To
eliminate both the nonconservative error and the error in the case of loop-
invariant code motion, an algorithm must distinguish transparent assign-
ments whose left-hand sides are loop invariant from those whose left-hand
sides are not. Perhaps future research will uncover a method of distinguish-
ing these and using the information felicitously. Until that time, I prefer the
nonconservative error because (1) the algorithm is more elegant, (2) errors
will occur less frequently, and (3) the errors that do occur occur in possibly
pathological cases involving pointers.

7. COST

There are four distinct costs that might be considered relevant to evaluating
this method of currency determination:

(1) the cost of either not debugging optimized code at the source level or
being occasionally misled by the debugger,

(2) the engineering cost of modifying a compiler and debugger,

(3) the additional space and time the compiler takes to produce the DS-graph,
and

(4) the additional space and time the debugger takes to run the currency
determination algorithms.

The first should be weighed against the rest to determine whether the
enterprise is worthwhile. Unfortunately, they are not comparable, hard to
measure, and are incurred by different groups. For the most part, academia
and industry did not consider the enterprise worthwhile until the late 1980s
or early 1990s. Currently there is activity in both academia and industry. If
the balance of these costs has shifted, it can be seen as a continuation of the
trend of the cost of programmers rising relative to the cost of computers,
coupled with improved optimization technology and widespread availability
of that technology.

The cost of not debugging optimized code at the source level includes
programmer frustration, time spent recompiling to enable and disable opti-
mization, disk space to store both optimized and unoptimized object modules
and executables, time spent communicating with compiler vendors incorrectly
claiming the compiler has a bug, time spent debugging the wrong thing
because the debugger gave misleading information, and time spent finding
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bugs via assembly-level debugging (minus the time it would have taken via
source-level debugging, were that an option). Quantitative measures of these
are not available.

The engineering cost of modifying a compiler and debugger is also not
available. In general, it depends on the organization of the compiler and
debugger that are to be modified and the capabilities of the engineers that do
the modification. No implementation has been done to date, and any estimate
I made would be subject to the same poor correlation between estimates and
actual costs of software production that is endemic to the industry.

The additional space and time a compiler needs to produce the DS-graph
can be estimated with greater confidence.

7.1 Cost to Produce the DS-Graph (During Compilation)

The space used by DS-graph is linear in the size of the object graph. The time
to construct the DS-graph is linear in the size of the object graph as well.

7.2 Cost to Use the DS-Graph (After Compilation)

7.2.1 Space. Currency determination increases space usage by the size of
the In, Out, and PRS sets. The space usage of the In and Out sets dominates
that used by the PRS sets, because there is an In and Out set per block. Let n
be the number of nodes in the DS-graph and m be the number of assign-
ments to V in the program.

For Algorithms PRS, the In and Out sets can take O(nm?) space. These
sets can be constructed as needed, so the total space for In and Out sets is
O(gnm?), where g is the number of variables about which the user queries.

For Algorithm PRS?, the In and Out sets can take O(nm(m!?)) space,
because the number of elements in InY% is O(m!?), giving a worst-case bound
on the space for In and Out sets of O(gnm(m!?)). The bound on the number of
elements in InY is derived by taking the number of permutations of defini-
tions and multiplying it by the number of permutations of stores. In the
expected case, the number of definitions and stores that reach B is limited,
and the order in which they reach along different paths will include few of
the possible permutations. The squaring of m! is from allowing definitions
and stores to be ordered independently. But they are not independent—a
store can only move via optimization. If many definitions or stores reach
along some path, then there are many assignments through pointers, and the
optimizer probably can not move many of them. I believe in practice that the
number of elements in any In set will be small, and would be surprised if it
exceeds m.

7.2.2 Time. Algorithms PRS-BP and PRS-BP” and the initialization phases
of Algorithms PRS and PRS” are inexpensive relative to the iteration phase
of Algorithms PRS and PRS?, and will not be discussed further.

The worst-case asymptotic cost of Algorithm PRS is poor, though polyno-
mial. The algorithm is presented as being run for all variables. However, it ig
reasonable for the debugger to run it on a single variable. The cost described
here is for a single variable.
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The worst-case asymptotic cost is O(n®m?). In practice two factors of n and
a factor of m can be replaced with constant factors, for an O(nm) running
time.

The worst-case asymptotic cost of Algorithm PRS” is O(n®*m(m!?)) (again,
because of the size of the In sets), but its expected running time is also
O(nm).

A detailed analysis of these asymptotic costs is given in Copperman [1993].

7.3 Parameters

The parameters that affect the cost are:

—n, the number of basic blocks in a routine,

—m, the number of assignments to a variable within a routine, including
assignments through pointers that might point to that variable,

—the number of paths to a block, and
—the number of predecessors and successors per block.

These depend considerably on program characteristics and coding style. In
particular, because each subroutine is a flow graph component, the cost
increases with the size of subroutines. The cost also increases with the use of
pointers.

8. OPEN PROBLEM: WHEN A BREAKPOINT HAS MOVED

Under the breakpoint model given in Section 2, there is no guarantee that a
semantic breakpoint is reached in optimized code if and only if it would be
reached in unoptimized code. The following situations can arise with a
semantic breakpoint for a statement S:

(1) The code for S has not been moved. The semantic breakpoint is the same
as the syntactic breakpoint, and no additional work is required for
currency determination,

(2) The code for S has been moved. In a particular execution, the semantic
breakpoint location and the syntactic breakpoint location are reached
along the same path.

(3) The code for S has been moved. In a particular execution, the syntactic
breakpoint location is reached, but the semantic breakpoint location is
not. This is unexpected behavior, but no additional work is required for
currency determination at the semantic breakpoint, because it is never
reached.

(4) The code for S has been moved. In a particular execution, the semantic
breakpoint location is reached, but the syntactic breakpoint location is
not. This is unexpected behavior already.

An approach taken by Berger and Wismuller [1993] is to use a more
flexible mapping between source statements and breakpoints. They attempt
to map a source statement to a breakpoint location in such a way that the
breakpoint is reached if and only if it would be reached in unoptimized code.
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Unoptimized Optimized
a=Xx a=y a=Xx a=—y
a=1z a= z bkpt
bkpt

Fig. 20. Oddly enough, a is current at bkpt.

In situations 2 and 4 (above) we want to determine whether the actual
value of a variable at a representative instruction R (the semantic break-
point, where the user examines the value) can differ from its expected value
at a representative instruction R’ # R (the syntactic breakpoint, where the
user expects to be examining the value). Note that in general a debugger
cannot distinguish situation 2 from situation 4.

Even in situation 2, there is a problem arising from the fact that the user’s
expectation is not well defined if the location at which a variable is examined
is different from the location at which the user assumes it is being examined.
Consider Figure 20. Should a debugger claim that a is current at bkpt? For
bkpt to be reached in the optimized code, one of the right-hand paths must
be taken. If the unoptimized code is run on the same inputs, one of the
right-hand paths will be taken, so optimization does not affect the value that
a will have at the semantic breakpoint for bkpt, suggesting that a is current
at bkpt.

9. SUMMARY

The mapping between statements and breakpoints used for unoptimized code
is problematic for optimized code. If such a mapping is used by a debugger on
optimized code, the debugger is likely to mislead the debugger user. This
work has described a mapping between statements and breakpoints that
provides a reasonable approximation to what the naive user would expect
when that mapping is used on optimized code (and provides exactly what the
naive user would expect on unoptimized code). The mapping allows the
debugger user to break where a statement occurs or execute a statement at a
time on a program in which statements may have been reordered and
instructions generated from a statement are not necessarily contiguous. The
mapping enables debugger behavior that more closely approximates the
behavior provided by current debuggers on unoptimized code than other
proposed mappings, and thereby neither requires debugger users to be ex-
perts on optimization nor requires users to modify their debugging strategies.
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Table II. The currency determination techmque is applicable in the presence of any sequential
optimizations, including all of the listed optimizations, that either do not modify the flow graph
of the program or modify the flow graph in a constrained manner. Blocks may be added, deleted,
coalesced, or copied; edges may be deleted, but control flow may not be radically changed. As an
example of an optimization that does not observe the constraints; it does not apply to a portion of
a program that contains interchanged loops.

Representative Optimizations

inlining dead store elimination partial redundancy elimination

code hoisting strength reductions local instruction scheduling

constant folding constant propagation global instruction scheduling

cross-jumping copy propagation local comnmon subexpression elimination
loop unrolling dead code elimination  global common subexpression elimination
other code motion induction-variable elimination

Using any such mapping, optimization can cause a debugger to provide an
unexpected and potentially misleading value when asked to display an
endangered variable. A debugger must be able to determine the currency of a
variable if it is to provide truthful or expected behavior on optimized code.
Other researchers have given solutions to special cases of the currency
determination problem.

This article describes a general solution to the problem for a large class of
sequential optimizations, including optimizations that modify the shape of
the flow graph. These results hold in the presence of both local and global
optimizations, including those listed in Table II, and require no information
about which optimizations have been performed. Additionally, this article
describes the nature of the information the debugger can provide to the
debugger user when the user asks for the value of an endangered variable.
An abbreviated architectural design to guide the implementation of the
presented method of currency determination appears in Appendix A, and a
complete architectural design appears in Copperman [1993].

For most optimizations, the results deseribed in this article are precise (i.e.,
a variable claimed to be current is current; a variable claimed to be endan-
gered is endangered, etc.). In some circumstances involving assignments
through pointers, there is a trade-off between rare nonconservative results
and more common conservative results, which is discussed at length in

Section 6.7. There are two other circumstances in which the results are
conservative:

—when a variable is current along all feasible paths but noncurrent along
some infeasible path, in which case it will be claimed to be endangered,
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—when a variable is endangered along some path due to an assignment
through an alias, but there is no execution in which that path is taken and
in which that variable is affected by that assignment.

9.1 Future Work

Currency determination at semantic breakpoints remains an open question
(this topic is discussed in Section 8).

Once a debugger user has found a suspicious variable (one that due to
program logic, not optimization, contains an unexpected value), the next
question is “How did it get that value?” The sets of reaching definitions used
for currency determination can be used in a straightforward manner to
answer this question (“x was set at one of lines 323 or 351”). One
direction for future research is how to efficiently be even more helpful, how to
give responses such as “x was set at line 566 to foo(y,z). At that
point, z had the value 3.141 (set at line 370) and y had the
value of 17; y was set at line 506 to y +bar (w).” This was called
flowback analysis by Balzer [1969] and has been investigated by others
([Miller and Choi 1991; Korel 1988]); reaching sets may be adaptable to this
purpose.

Another research direction is dynamic currency determination, which is
how a debugger can collect the minimal execution history information needed
to determine whether an endangered variable is current or noncurrent when
execution is suspended at a breakpoint. Useful in conjunction with this or as
an alternative is recovery, which is to have the debugger compute and display
the value that a variable would have had if optimization had not endangered
the variable. Finally, an exciting possibility is extending the breakpoint
model and currency determination techniques to parallel code, which is rife
with noncurrent variables.

APPENDIX

An appendix to this article is available in electronic form (Postscript™). Any
of the following methods may be used to obtain it; or see the inside back cover
of a current issue for up-to-date instructions.

—By anonymous ftp from acm.org, file [pubs.journals.toplas.append]p1270.ps.
—Send electronic mail to mailserve@acm.org containing the line

send [anonymous.pubs.journals.toplas.append}p.1270.ps.
—By Gopher from acm.org.

—By anonymous ftp from ftp.cs.princeton.edu, file pub/toplas/append/
pl270.ps.

—Hardcopy from Article Express, for a fee: phone 800-238-3458, fax 201-216-
8526, or write P.O. Box 1801, Hoboken NJ 07030, and request TOPLAS-
APPENDIX-1270.
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