
(12) United States Patent 
Yu 

USOO911 6 181B2 

US 9,116,181 B2 
Aug. 25, 2015 

(10) Patent No.: 
(45) Date of Patent: 

(54) METHOD, APPARATUS, AND SYSTEM FOR 
VIRTUAL CLUSTER INTEGRATION 

(71) Applicant: HUAWEITECHNOLOGIES CO., 
LTD., Shenzhen, Guangdong (CN) 

(72) Inventor: Fan Yu, Hangzhou (CN) 

(73) Assignee: HUAWEITECHNOLOGIES CO., 
LTD., Shenzhen (CN) 

(*) Notice: Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 129 days. 

(21) Appl. No.: 13/621,946 

(22) Filed: Sep. 18, 2012 

(65) Prior Publication Data 

US 2013/O174152 A1 Jul. 4, 2013 

Related U.S. Application Data 
(63) Continuation of application No. 

PCT/CN2012/075458, filed on May 14, 2012. 

(30) Foreign Application Priority Data 

Dec. 29, 2011 (CN) .......................... 2011 1 0451066 

(51) Int. Cl. 
G06F 9/455 (2006.01) 
GOIR 2/00 (2006.01) 
G06F 9/50 (2006.01) 

(52) U.S. Cl. 
CPC ................ G0IR 21/00 (2013.01); G06F 9/455 

(2013.01); G06F 9/5077 (2013.01); 
(Continued) 

(58) Field of Classification Search 
None 
See application file for complete search history. 

Calculate a CFU utilization ratio of the piysical Fiachine 

(56) References Cited 

U.S. PATENT DOCUMENTS 

2006/0253715 A1* 11/2006 Ghiasi et al. .................. T13,300 
2010, 008301.0 A1* 4/2010 Kern et al. .................... T13,300 

(Continued) 
FOREIGN PATENT DOCUMENTS 

CN 1016993.68 4/2010 
CN 101739 113 6, 2010 

(Continued) 
OTHER PUBLICATIONS 

Entropy: a ConsolidationManager for Clusters Fabien Hermenier, 
Xavier Lorca, Jean-Marc Menaud, Gilles Muller, and Julia Lawall 
Published: 2009. 

(Continued) 

Primary Examiner — Emerson Puente 
Assistant Examiner — Paul Mills 
(74) Attorney, Agent, or Firm — Staas & Halsey LLP 

(57) ABSTRACT 

Embodiments of the present invention relate to a virtual 
machine integration technology, and in particular, to a 
method, an apparatus, and a system for virtual cluster inte 
gration. The method includes: performing a calculation 
through a search algorithm to obtain the minimum number of 
physical machines which are capable of accommodating all 
virtual machines in a virtual cluster, and obtaining all virtual 
integration solutions satisfying the minimum number of 
physical machines; then calculating CPU Voltage consump 
tion of each virtual integration solution, and selecting a solu 
tion with lowest CPU voltage consumption from these virtual 
integration Solutions; and formulating a virtual integration 
migration policy according to the virtual integration Solution 
with the lowest CPU voltage consumption. Therefore, 
through the embodiments of the present invention, a virtual 
integration solution with lower CPU Voltage energy con 
Sumption can be obtained, thereby greatly improving an 
energy saving and emission reduction effect of a virtual clus 
ter integration Solution. 

15 Claims, 3 Drawing Sheets 
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METHOD, APPARATUS, AND SYSTEM FOR 
VIRTUAL CLUSTER INTEGRATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation of International Appli 
cation No. PCT/CN2012/075458, filed on May 14, 2012, 
which claims priority to Chinese Patent Application No. 
2011 10451066.9, filed on Dec. 29, 2011, all of which are 
hereby incorporated by reference in their entireties. 

FIELD OF THE INVENTION 

The present invention relates to virtual cluster technolo 
gies, and in particular, to a method, an apparatus, and a system 
for virtual cluster integration. 

BACKGROUND OF THE INVENTION 

A server virtualization technology is a key technology 
based on an infrastructure layer in cloud computing. Deploy 
ment of multiple virtual machines (virtual operating systems) 
on a single physical node is implemented by virtualizing a 
physical server, so that a resource utilization ratio of the 
physical server can be improved and the cost of using can be 
reduced. In a virtual cluster, such multiple physical machines 
are managed unifiedly; in this way, through a virtualization 
technology, physical resources are abstracted into a resource 
pool formed by various resources such as storage, computing, 
and a network, and a virtual machine applies for a resource 
according to requirements and is deployed in the cluster. 
One important characteristic of the virtual cluster is 

dynamic resources scheduling (Dynamic Resources Sched 
uling, DRS) (an important characteristic which is established 
on the basis of live migration of the virtual machine): A 
cluster management system monitors resource utilization 
ratios of each physical machine and virtual machine at regular 
time, and according to resource distribution conditions, 
adjusts distribution of virtual machines on physical machines 
by utilizing live migration, so as to implement load balance 
and cluster integration in the clusterrange, thereby improving 
resource usage efficiency of each host and at the same time 
ensuring that each host bears proper loads. In virtual cluster 
integration, resource requirements in the virtual cluster are 
continuously monitored. During a period of a low utilization 
ratio, a resource requirement of the cluster decreases, work 
loads are integrated into a few physical machines and a host of 
another unused physical machine is turned off to decrease 
power consumption of the cluster. During a period of a high 
utilization ratio, resource requirements of workloads 
increase, and the host which is turned off is online again to 
ensure that a service level is met. The virtual cluster integra 
tion brings the following values: a power consumption cost 
and a heat dissipation cost of a data center are reduced, and 
energy efficiency of the data center is managed automatically. 

In the existing virtual cluster integration technology, the 
minimum number of physical machines is taken as an inte 
gration target to find a proper migration policy for the virtual 
machine. Cluster Solutions of main virtualization vendors 
(VMware and Citrix) all include a related virtual cluster inte 
gration technology. Distributed power management (Distrib 
uted power management, DPM) of VMware completes its 
virtual cluster integration, where an unnecessary physical 
machine is powered off to achieve an effect of energy saving 
and emission reduction. Its main mechanism process is: 
When a load of the whole cluster is lower than a threshold 
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2 
value for a period of time, the DPM first determines the 
minimum number of physical machines according to 
resource distribution conditions, and then gives virtual 
machine migration (the virtual machine is enabled to migrate 
from a physical machine with light loads to a physical 
machine with heavy loads as far as possible) and physical 
machine power-off instructions according to distribution con 
ditions of virtual machines of physical machines in a current 
cluster, and executes virtual machine migration according to 
the migration instruction given in the foregoing; and the 
physical machine from which virtual machines are all 
migrated is powered off, so as to achieve a purpose for saving 
energy. However, under the circumstance that currently the 
scale of the virtual cluster is expanded continuously, there 
may be many integration Solutions which are determined 
according to the minimum number of physical machines, and 
in the prior art, an integration solution with a better energy 
saving effect cannot be selected from these integration solu 
tions. 

SUMMARY OF THE INVENTION 

Embodiments of the present invention provide a method, 
an apparatus, and a system for virtual clusterintegration, so as 
to improve an energy saving and emission reduction effect of 
a virtual cluster integration solution. 

For this purpose, the embodiments of the present invention 
provide the following technical solutions: 
An embodiment of the present invention provides a virtual 

cluster integration method, where the method is applied in a 
virtual cluster system, the system includes M physical 
machines and N virtual machines hosted on the M physical 
machines, where Mand N are integers greater than or equal to 
1; and the method includes: 

performing a calculation through a search algorithm to 
obtain the minimum number m of physical machines which 
are capable of accommodating the N virtual machines, and 
obtaining G virtual integration solutions for hosting the N 
virtual machines on the minimum number m of physical 
machines, where m is a positive integer less than or equal to 
M, and G is an integer greater than or equal to 1; 

calculating CPU Voltage consumption of each virtual inte 
gration solution: calculating a CPU utilization ratio of a j" 
physical machine P., of an i" virtual integration solution; 
multiplying the CPU utilization ratio by a maximum value of 
a dominant frequency of the physical machine P, to obtain a 
minimum CPU dominant frequency required by the physical 
machine P, hosting a virtual machine; according to the mini 
mum CPU dominant frequency of the physical machine P. 
obtaining a voltage value associated with the minimum CPU 
dominant frequency from a mapping relationship between a 
CPU dominant frequency and a voltage, where the CPU 
dominant frequency and the Voltage are of the physical 
machine; and adding up Voltage values of m physical 
machines in the i'virtual integration solution to obtain CPU 
voltage consumption of the i' virtual integration solution, 
where i is a positive integer less than or equal to G, and is a 
positive integer less than or equal to m; and 

determining a first virtual integration solution according to 
a minimum value which is of CPU Voltage consumption and 
is calculated and obtained in the G virtual integration solu 
tions; and if there is one first virtual integration solution, 
determining a virtual integration migration policy according 
to the first virtual integration solution. 
An embodiment of the present invention provides a method 

for calculating CPU Voltage energy consumption of a physi 
cal machine, where the method includes: 
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calculating a CPU utilization ratio of the physical machine; 
multiplying the CPU utilization ratio of the physical 

machine by a maximum value of a dominant frequency of the 
physical machine to obtain a minimum CPU dominant fre 
quency of the physical machine; and 

according to the minimum CPU dominant frequency, 
obtaining a voltage value associated with the minimum CPU 
dominant frequency from a mapping relationship between a 
CPU dominant frequency and a voltage, where the CPU 
dominant frequency and the Voltage are of the physical 
machine. 
An embodiment of the present invention provides a virtual 

cluster integration apparatus, where the apparatus includes: 
a module for determining the minimum number of physical 

machines, configured to perform a calculation through a 
search algorithm to obtain the minimum number m of physi 
cal machines which are capable of accommodating N virtual 
machines, and obtain G virtual integration Solutions for host 
ing the N virtual machines on the minimum number m of 
physical machines, where m is a positive integer less than or 
equal to M, and G is an integer greater than or equal to 1; 

a CPU energy consumption calculating module, config 
ured to calculate CPU voltage consumption of each virtual 
integration solution: calculate a CPU utilization ratio of aj" 
physical machine P, of an i” virtual integration solution; 
multiply the CPU utilization ratio by a maximum value of a 
dominant frequency of the physical machine P, to obtain a 
minimum CPU dominant frequency required by the physical 
machine P, hosting a virtual machine; according to the mini 
mum CPU dominant frequency of the physical machine P. 
obtain a voltage value associated with the minimum CPU 
dominant frequency from a mapping relationship between a 
CPU dominant frequency and a voltage, where the CPU 
dominant frequency and the Voltage are of the physical 
machine; and add up Voltage values of m physical machines in 
the i'virtual integration solution to obtain CPU voltage con 
sumption of the i' virtual integration solution, where i is a 
positive integer less than or equal to G, and j is a positive 
integer less than or equal to m; and 

a migration policy formulating module, configured to 
determine a first virtual integration Solution according to a 
minimum value which is of CPU voltage consumption and is 
calculated and obtained in the G virtual integration Solutions; 
and if there is one first virtual integration Solution, determine 
a virtual integration migration policy according to the first 
virtual integration solution. 
An embodiment of the present invention provides a virtual 

cluster system, including M physical machines and N virtual 
machines hosted on the Mphysical machines, where M and N 
are integers greater than or equal to 1, and any physical 
machine in the M physical machines is deployed with a vir 
tual cluster integration apparatus provided in an embodiment 
of the present invention. 

To sum up, through the method, the apparatus, and the 
system for virtual cluster integration provided in the embodi 
ments of the present invention, on the basis of the virtual 
integration Solutions where the minimum number of physical 
machines is obtained, by calculating CPU Voltage consump 
tion of each virtual integration solution, a virtual integration 
solution with lowest CPU voltage consumption can be 
selected, so as to obtain a virtual integration solution with 
lower CPU Voltage energy consumption, thereby greatly 
improving the energy saving and emission reduction effect of 
the virtual cluster integration solution. 

BRIEF DESCRIPTION OF THE DRAWINGS 

To illustrate the technical solutions in the embodiments of 
the present invention or in the prior art more clearly, the 
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4 
accompanying drawings required for describing the embodi 
ments or the prior art are introduced briefly in the following. 
Apparently, the accompanying drawings in the following 
descriptions are merely some embodiments of the present 
invention, and persons of ordinary skill in the art can further 
obtain other drawings according to these accompanying 
drawings without creative efforts. 

FIG. 1 is a schematic diagram of physical deployment of a 
virtual cluster system according to an embodiment of the 
present invention; 

FIG. 2 is a schematic diagram of virtual machine migration 
according to an embodiment of the present invention; 

FIG. 3 is a schematic diagram of powering off a virtual 
machine according to an embodiment of the present inven 
tion; 

FIG. 4 is a schematic flow chart of a virtual cluster integra 
tion method according to an embodiment of the present 
invention; 

FIG. 5 is a schematic flow chart of a method for calculating 
CPU Voltage energy consumption of a physical machine 
according to an embodiment of the present invention; and 

FIG. 6 is a schematic structural diagram of a virtual cluster 
integration apparatus according to an embodiment of the 
present invention. 

DETAILED DESCRIPTION OF THE 
EMBODIMENTS 

The technical solutions in the embodiments of the present 
invention are described clearly and completely in the follow 
ing with reference to the accompanying drawings in the 
embodiments of the present invention. Apparently, the 
described embodiments are only some embodiments of the 
present invention, rather than all the embodiments. All other 
embodiments obtained by those skilled in the art based on the 
embodiments of the present invention without making any 
creative effort shall fall within the protection scope of the 
present invention. 

Referring to FIG. 1, it is a schematic diagram of physical 
deployment of a virtual cluster system according to an 
embodiment of the present invention. As shown in FIG. 1, the 
virtual cluster system includes five physical machines (physi 
cal machines 41, 42, 43, 44, and 45) and multiple virtual 
machines (VM1, VM2, VM3, and VM4) hosted on the physi 
cal hosts. FIG. 1 shows a current deployment condition of the 
virtual cluster system. A virtual integration Solution men 
tioned in the embodiment of the present invention is a deploy 
ment condition which is after virtual cluster migration or 
change and is obtained in consideration of various factors, 
which includes the number of physical machines and which 
virtual machines should be deployed on each physical 
machine. In the virtual integration Solution, first, according to 
prediction of Some conditions, specifically determine to 
select which virtual integration Solution, and then formulate a 
specific virtual cluster migration policy to change the virtual 
cluster from an original deployment condition to a target 
deployment condition. 

It should be noted that FIG. 1 is just an example for descrip 
tion and is not intended to limit the number of physical 
machines and virtual machines corresponding to the virtual 
cluster system provided in the embodiment of the present 
invention. Moreover, the number of virtual machines 
deployed on each physical machine may be the same, and 
may also be different. Virtual machines VM1, VM2, VM3, 
and VM4 are just used for convenience of representation, and 
not intended to impose a limitation that virtual machines on 
each physical machine have the same configuration. In fact, a 
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scale of a current virtual cluster system is much greater than 
that shown in FIG. 1. Generally, hundreds of physical 
machines are deployed with thousands of virtual machines. 
For a virtual cluster integration method provided in the 
embodiment of the present invention, the larger the scale of 
the virtual cluster system is, the more obvious a beneficial 
effect generated by the virtual cluster integration method 
provided in the embodiment of the present invention is. 
A physical machine 44 of the virtual cluster system shown 

in FIG. 1 is deployed with a virtual cluster integration appa 
ratus provided in an embodiment of the present invention. 
The apparatus is configured to: perform a calculation through 
a search algorithm to obtain the minimum numberm of physi 
cal machines which are capable of accommodating N virtual 
machines, and obtain G virtual integration Solutions for host 
ing the N virtual machines on the minimum number m of 
physical machines, where m is a positive integer less than or 
equal to M, and G is an integer greater than or equal to 1; 
calculate CPU Voltage consumption of each virtual integra 
tion solution: calculate a CPU utilization ratio of aj"physical 
machine P, of an i" virtual integration solution; multiply the 
CPU utilization ratio by a maximum value of a dominant 
frequency of the physical machine P, to obtain a minimum 
CPU dominant frequency required by the physical machine 
P., hosting a virtual machine; according to the minimum CPU 
dominant frequency of the physical machine P. obtain a 
voltage value associated with the minimum CPU dominant 
frequency from a mapping relationship between a CPU domi 
nant frequency and a voltage, where the CPU dominant fre 
quency and the Voltage are of a physical machine; and add up 
voltage values of m physical machines in the i' virtual inte 
gration solution to obtain CPU voltage consumption of thei" 
virtual integration solution, where i is a positive integer less 
than or equal to G, and is a positive integer less than or equal 
to m; and determine a first virtual integration solution accord 
ing to a minimum value which is of CPU Voltage consump 
tion and is calculated and obtained in the G virtual integration 
Solutions, and if there is one first virtual integration solution, 
determine a virtual integration migration policy according to 
the first virtual integration Solution. 

Further, the first virtual integration solution is determined 
according to the minimum value which is of the CPU voltage 
consumption and is calculated and obtained in the G virtual 
integration Solutions, and if there are multiple first virtual 
integration Solutions, the virtual integration migration policy 
is determined according to a virtual integration Solution 
which is with a minimum Sum of memory utilization ratios of 
virtual machines to be migrated and is in the first virtual 
integration solutions. 

It should be understood that, in an embodiment of another 
virtual cluster system, the virtual clusterintegration apparatus 
provided in the embodiment of the present invention may also 
be deployed on any physical machine or a virtual machine 
hosted on any physical machine shown in FIG. 1. 

In an exemplary implementation manner, each physical 
machine includes a hardware layer and a virtual machine 
monitor unit VMM (Virtual Machine Monitor) running on the 
hardware layer, where the VMM is configured to obtain a 
mapping relationship between a CPU dominant frequency 
and a voltage, where the CPU dominant frequency and the 
Voltage are of the physical machine, and delivers the mapping 
relationship to the physical machine 44 deployed with the 
virtual cluster integration apparatus. In another implementa 
tion manner, mapping relationships between CPU dominant 
frequencies and Voltages may be manually stored on the 
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6 
physical machine 44, and manually updated, where the CPU 
dominant frequencies and the Voltages are of all physical 
machines. 

It should be noted that, the virtual cluster integration appa 
ratus provided in the embodiment of the present invention 
may also be deployed inside an independent physical 
machine or a virtual machine hosted on the physical machine 
outside the virtual cluster integration system provided in the 
embodiment of the present invention, the independent physi 
cal machine or virtual machine executes formulation of a 
virtual migration policy of the whole cluster, and the physical 
machine or virtual machine deployed with the virtual cluster 
integration apparatus of the embodiment of the present inven 
tion usually has a communication connection with the virtual 
cluster integration system of the embodiment of the present 
invention. 

For example, when a load of the virtual cluster system is 
lower than a specific threshold value, integration of the virtual 
cluster may also be performed by using the foregoing method. 
First, resource data in the cluster is obtained, including a 
resource utilization ratio of the virtual machine, and a 
resource utilization ratio of the physical machine, resources 
here include a CPU, a memory, a storage IO rate, and a 
transmitting and receiving rate of a network, and the resource 
utilization ratio data is collected at a fixed interval. Then, the 
virtual cluster integration apparatus on the physical machine 
44 formulates the virtual integration migration policy accord 
ing to a mapping relationship between a CPU Voltage and a 
dominant frequency, where the CPU voltage and the domi 
nant frequency are of each physical machine. The process is 
not repeatedly described here again. It is assumed that the 
minimum number m of physical machines in the finally deter 
mined virtual integration solution is 4, which are physical 
machines 41, 42, 44, and 45. As shown in FIG. 2, a virtual 
machine on the physical machine 43 needs to be migrated to 
another physical machine Such as the physical machine 44. 
After the migration is completed, an instruction for powering 
off the physical machine 43 is executed, as shown in FIG. 3. 
If a CPU dominant frequency of another physical machine 
may be adjusted, the CPU dominant frequency of another 
physical machine is also adjusted to the foregoing calculated 
minimum CPU dominant frequency. 
To sum up, through the virtual cluster system provided in 

the embodiment of the present invention, when the virtual 
cluster integration is executed, on the basis of a virtual inte 
gration Solution where the minimum number of physical 
machines is obtained, a virtual integration Solution with low 
est CPU Voltage consumption can be selected by calculating 
CPU Voltage consumption of each virtual integration solu 
tion, so as to obtain a virtual integration solution with lower 
CPU Voltage energy consumption, thereby greatly improving 
an energy saving and emission reduction effect of the virtual 
cluster integration solution. 

Further, through the virtual cluster system provided in the 
embodiment of the present invention, in a process of formu 
lating a hot spot elimination policy of the virtual cluster, a 
migration destination physical machine with minimum CPU 
Voltage adjustment can be selected, thereby greatly improv 
ing the energy saving and emission reduction effect of the 
virtual cluster integration solution. 

Referring to FIG.4, it is a schematic flow chart of a virtual 
cluster integration method according to an embodiment of the 
present invention. The method may be applied in a virtual 
cluster system, where the system includes M. physical 
machines and N virtual machines hosted on the M physical 
machines, and Mand Nare integers greater than or equal to 1. 
The method includes: 
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Step S101: Perform a calculation through a search algo 
rithm to obtain the minimum number m of physical machines 
which are capable of accommodating the N virtual machines, 
and obtain G virtual integration solutions for hosting the N 
virtual machines on the minimum number m of physical 
machines, where m is a positive integer less than or equal to 
M, and G is an integer greater than or equal to 1. 

It should be noted that, the search algorithm may be any 
search algorithm which is capable of calculating the mini 
mum number of physical machines according to conditions, 
Such as a constraint planning algorithm or a genetic algo 
rithm. 
A process of solving the minimum number of physical 

machines and a virtual integration Solution satisfying the 
minimum number of physical machines is introduced in 
detail in the following by taking the constraint planning algo 
rithm as an example: 
The idea of the constraint planning algorithm is as follows: 
Constraint conditions: a Sum of resource requirement 

quantities of virtual machines on any physical machine Pk is 
less than or equal to a sum of resource Supply capacities of the 
physical machine Pk; (Resources may refer to a CPU, a 
memory, and/or other resources.) 
On the premises of satisfying the foregoing constraint con 

ditions, Solutions for deploying all N virtual machines on the 
physical machines are obtained through the search algorithm. 

For each deployment solution, the number of physical 
machines deployed with virtual machines is solved. 
The number of physical machines deployed with virtual 

machines in each deployment solution is compared, the mini 
mum number of the physical machines among them is 
selected as the minimum number m of physical machines 
which are capable of accommodating all virtual machines, 
and G deployment solutions corresponding to the minimum 
number m of physical machines are taken as virtual integra 
tion Solutions satisfying the minimum number m of physical 
machines. 

First, in order to make persons of ordinary skill in the art 
understand the embodiment of the present invention, several 
definitions are introduced first in the following: 

1. A physical machine set in the virtual cluster is N-n{n, 
na, ns...}, where n, represents an i' physical machine in the 
virtual cluster; and a virtual machine set in the virtual cluster 
is V={v, V. Vs.,...}, where V, represents ai"virtual machine 
in the virtual cluster. 

2. Each physical machinen, corresponds to a vector H, and 
H, {h;1, ... h. ... } indicates whether a virtual machine is 
deployed on the physical machine n, where hi-1 represents 
that a virtual machine V, is deployed on the physical machine 
n, and h-0 represents that the virtual machine V, is not 
deployed on the physical machine n. For example, 5 virtual 
machines and 2 physical hosts exist in the virtual cluster, and 
if H={1,0,1,0,0} of a second physical host represents that the 
physical machine is deployed with the first and third virtual 
machines, and is not deployed with the second, fourth, and 
fifth virtual machines. 

3. Rp represents a CPU resource requirement vector of 
each virtual machine, Cp(n) represents a CPU resource 
capacity vector of the physical machine n, Rim represents a 
memory resource requirement vector of each virtual machine, 
and Cm?n) represents a CPU memory capacity vector of the 
physical machine n. 

Constraint conditions of a planning algorithm may be indi 
cated as the following inequalities: 
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Rp 3. His Cp(n;) win; e N 
Rn: His Cn(n) Win; e N 

According to the foregoing constraint conditions, the 
objective of the planning algorithm is minimizing a variable 
X, where X is defined as follows: 
X-X.H., where H=0 indicates that no virtual machine is 

deployed on the physical machinen, and |H|z0 indicates that 
the physical machine n, is deployed with at least one virtual 
machine, that is, there is at least one hi-1. 

This problem is similar to a problem of multiple knapsacks. 
A minimum solutionX m may be found through a constraint 
planning method, where m is the minimum number of physi 
cal machines which are capable of accommodating all virtual 
machines, and at the same time, a vector H, satisfying 
XIH,-m may be obtained. Vectors H, of all physical machines 
represent a feasible virtual cluster integration solution. 

It should be noted that, although the minimum value m is 
unique, there may be multiple feasible solutions satisfying 
XIH, -m. In fact, in a case that the scale of the virtual cluster 
is relatively large, the number of feasible virtual cluster inte 
gration solutions which satisfy XIH, m and are solved 
through the method provided in the embodiment of the 
present invention is often more than one. Therefore, the 
energy consumption of each virtual cluster integration solu 
tion needs to be calculated by performing the CPU energy 
consumption calculating steps provided in the embodiment of 
the present invention, and then a solution with the lowest 
energy consumption among the solutions is selected. 

Step S102: Calculate CPU voltage consumption of each 
virtual integration solution: calculate a CPU utilization ratio 
of a j" physical machine P., of an i" virtual integration solu 
tion; multiply the CPU utilization ratio by a maximum value 
of a dominant frequency of the physical machine P, to obtain 
a minimum CPU dominant frequency required by the physi 
cal machine P, hosting a virtual machine; according to the 
minimum CPU dominant frequency of the physical machine 
P. obtain a voltage value associated with the minimum CPU 
dominant frequency from a mapping relationship between a 
CPU dominant frequency and a voltage, where the CPU 
dominant frequency and the Voltage are of the physical 
machine; and add up Voltage values of m physical machines in 
the i'virtual integration solution to obtain CPU voltage con 
sumption of the i' virtual integration solution, where i is a 
positive integer less than or equal to G, and j is a positive 
integer less than or equal to m. 

If a CPU voltage consumption cost of a virtual cluster 
integration solution p is defined as f(p), and Voltage consump 
tion of each physical machine in the virtual cluster integration 
Solution is D(n), then: 

The calculation of the Voltage consumption D(n) of each 
physical machine is as follows: 

If no virtual machine exists on the physical machine n, 
D(n)=0. 

If a virtual machine exists on the physical machine n, first, 
the CPU utilization ratio of the physical machine n, is calcu 
lated. In one implementation manner, the CPU utilization 
ratio of the physical machine n, is a sum of CPU utilization 
ratios of all virtual machines deployed on the physical 
machine n, and in another implementation manner, the CPU 
utilization ratio of the physical machine n, may also include 
CPU utilization ratios of other software and hardware which 
consume CPU resources. Then, the CPU utilization ratio is 
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multiplied by the maximum value of the dominant frequency 
of the physical machine n (the maximum value of the domi 
nant frequency may be obtained by searching a mapping 
relationship between a dominant frequency and a Voltage, 
where the dominant frequency and the Voltage are of the 
physical machine), and the obtained product is the minimum 
dominant frequency to which the physical machine n, may be 
adjusted. Then, a mapping relationship between a CPU domi 
nant frequency and a Voltage is searched according to the 
minimum dominant frequency to obtain a Voltage value asso 
ciated with the minimum dominant frequency, and the Volt 
age value is D(n) where the CPU dominant frequency and the 
voltage are of the physical machinen. For example, the CPU 
utilization ratio of the physical machine n, is 70%, it is 
assumed that Table 1 describes the mapping relationship 
between the dominant frequency and the Voltage, where the 
dominant frequency and the Voltage are of the physical 
machine n, and it can be obtained from the table that, the 
maximum value of the dominant frequency of the physical 
machine n, is 1.4 GHz, so the minimum dominant frequency 
to which the physical machine n, may be adjusted is 1.4 
GHZx70%–0.98 GHz. If a voltage corresponding to 0.98 
GHZ exists in Table 1, the voltage value is D(n). However, in 
this case, no voltage value corresponding to 0.98 GHZ exists 
in Table 1. In an exemplary implementation manner, the fre 
quency may be selected to decrease to 1 GHz (if the frequency 
is decreased to be lower, the requirements cannot be satis 
fied), a voltage value corresponding to 1 GHz is 1.308 V, that 
is, D(n)=1.308 V. 

TABLE 1. 

Dominant Frequency (GHz) Voltage (V) 

1.4 1484 
1.2 1436 
1.O 1.308 
O.8 1.18O 
O6 O.956 

Except XIH, m, other constraint conditions are the same 
as those in step S101. 
Now, a target function is changed to Solve a minimum value 

of f(p). The problem may also be solved through a constraint 
planning method, and an executable Solution is output. 

Step S103: Determine a first virtual integration solution 
according to a minimum value which is of CPU voltage 
consumption and is calculated and obtained in the G virtual 
integration Solutions; and if there is one first virtual integra 
tion Solution, determine a virtual integration migration policy 
according to the first virtual integration solution. 
The first virtual integration solution is determined accord 

ing to the minimum value of f(p) calculated in step S102, and 
the CPU voltage consumption of the first virtual integration 
Solution is equal to the minimum value of f(p). 

If there is only one selected first virtual integration solution 
with CPU Voltage consumption being equal to the minimum 
value of f(p), the virtual integration migration policy is for 
mulated according to the only one first virtual integration 
Solution. 

Further, the method of the embodiment of the present 
invention includes: if there are multiple first virtual integra 
tion solutions, determining the virtual integration migration 
policy according to a virtual integration solution which is 
with a minimum sum of memory utilization ratios of virtual 
machines to be migrated and is in the first virtual integration 
solutions. For example, it is assumed that there are three first 
virtual integration solutions with CPU voltage consumption 
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10 
being equal to the minimum value of f(p), in the process of 
formulating the virtual integration policy, the three virtual 
integration solutions may each output a virtual machine 
migration list, where the virtual machine migration list 
records names of all virtual machines to be migrated, a source 
physical machine where the virtual machines are located, and 
a destination physical machine to which the virtual machines 
is migrated if the virtual cluster is migrated to a target state. 
Then, a sum of memory utilization ratios of the virtual 
machines to be migrated is calculated to obtain migration 
consumption of each virtual integration solution, and a virtual 
integration Solution with the lowest migration consumption 
among them is selected as a final virtual integration solution. 

It should be noted that, in a specific practice process, if 
there are multiple virtual integration solutions which satisfy 
the conditions and are obtained through the foregoing steps, a 
virtual integration solution to be finally adopted may be 
selected according to the requirements of the virtual cluster 
integration or another method, which is not limited in the 
embodiment of the present invention. 

It should be noted that, persons of ordinary skill in the art 
may understand that the virtual cluster integration method 
provided in the embodiment of the present invention may be 
applicable to any case in which a virtual machine needs to be 
redeployed on the physical machine or be migrated. The 
embodiment of the present invention is just an example for 
description and does not impose a limitation. 
The embodiment of the present invention introduces a pro 

cess that the CPU voltage energy consumption of the virtual 
integration solution is applied in the selection of the virtual 
cluster integration solution. The embodiment of the present 
invention further provides another application scene of CPU 
Voltage energy consumption of the virtual integration solu 
tion: If CPU (or memory) utilization ratios of one or more 
physical machines in the virtual cluster exceed a specific 
threshold value, the physical machines become hot spots in 
the virtual cluster. In this case, virtual machines on the physi 
cal machines need to be migrated, so that the CPU (or 
memory) utilization ratios are decreased to be lower than the 
threshold value so as to eliminate the hot spots in the virtual 
cluster. A migration destination of a virtual machine may be 
selected by considering the factor of a CPU voltage energy 
consumption of a physical machine. A specific method is 
shown as FIG. 5. 

Step S201: Calculate a CPU utilization ratio of the physical 
machine. 
The CPU utilization ratio may be a sum of CPU utilization 

ratios of all virtual machines to be migrated plus a sum of 
CPU utilization ratios of all virtual machines currently 
deployed on the physical machine. 

Step S202: Multiply the CPU utilization ratio of the physi 
cal machine by a maximum value of a dominant frequency of 
the physical machine to obtain a minimum CPU dominant 
frequency of the physical machine. 

Step S203: According to the minimum CPU dominant 
frequency, obtain a Voltage value associated with the mini 
mum CPU dominant frequency from a mapping relationship 
between a CPU dominant frequency and a voltage, where the 
CPU dominant frequency and the voltage are of the physical 
machine. 

Then, a physical machine with a voltage value obtained 
through a calculation being equal or close to a current Voltage 
value may be preferentially selected as a migration destina 
tion address of the virtual machine. For example, if a current 
Voltage value is 1.5 V and a Voltage value needing to be 
adjusted to is 1.5 V or 1.45 V, the voltage value may not be 
adjusted if the physical machine is used as a migration desti 
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nation of the virtual machine, thereby improving the migra 
tion efficiency of the virtual machine. If no such physical 
machine which needs no voltage value adjustment exists, a 
physical machine with minimum CPU Voltage adjustment 
(the physical machine with a smallest difference between the 
Voltage value obtained through the calculation and the current 
Voltage value) may be preferentially selected as the migration 
destination of the virtual machine. 

Further, in a case that multiple virtual machines need to be 
migrated to relieve hot spots, the virtual machines to be 
migrated may be first sorted in a descending order of CPU 
utilization ratios, a virtual machine with a maximum CPU 
utilization ratio is processed preferentially, and a destination 
selection policy of the virtual machine is as described in the 
foregoing. 

To sum up, through the virtual cluster integration method 
provided in the embodiment of the present invention, on the 
basis of the virtual integration solutions where the minimum 
number of physical machines is obtained, a virtual integration 
solution with lowest CPU voltage consumption is selected by 
calculating CPU Voltage consumption of each virtual integra 
tion solution, so as to select a virtual integration solution with 
lower CPU Voltage energy consumption, thereby greatly 
improving an energy saving and emission reduction effect of 
the virtual cluster integration solution. 

Further, through the method which is for calculating CPU 
Voltage energy consumption of a physical machine and is 
provided in the embodiment of the present invention, in a 
process of formulating a hot spot elimination policy of the 
virtual cluster, a migration destination physical machine with 
minimum CPU voltage adjustment can be selected, thereby 
greatly improving the energy saving and emission reduction 
effect of the virtual cluster integration solution. 

Referring to FIG. 6, it is a schematic diagram of logic 
modules of a virtual cluster integration apparatus according 
to an embodiment of the present invention. As shown in FIG. 
6, the apparatus includes: 

a module 11 for determining the minimum number of 
physical machines, configured to perform a calculation 
through a search algorithm to obtain the minimum number m 
of physical machines which are capable of accommodating N 
virtual machines, and obtain G virtual integration solutions 
for hosting the N virtual machines on the minimum numberm 
of physical machines, where m is a positive integer less than 
or equal to M, and G is an integer greater than or equal to 1; 

a CPU energy consumption calculating module 12, config 
ured to calculate CPU voltage consumption of each virtual 
integration solution: calculate a CPU utilization ratio of aj" 
physical machine P., of an i" virtual integration solution; 
multiply the CPU utilization ratio by a maximum value of a 
dominant frequency of the physical machine P, to obtain a 
minimum CPU dominant frequency required by the physical 
machine P, hosting a virtual machine; according to the mini 
mum CPU dominant frequency of the physical machine P. 
obtain a voltage value associated with the minimum CPU 
dominant frequency from a mapping relationship between a 
CPU dominant frequency and a voltage, where the CPU 
dominant frequency and the Voltage are of the physical 
machine; and add up Voltage values of m physical machines in 
the i'virtual integration solution to obtain CPU voltage con 
sumption of the i' virtual integration solution, where i is a 
positive integer less than or equal to G, and j is a positive 
integer less than or equal to m; and 

a migration policy formulating module 13, configured to 
determine a first virtual integration Solution according to a 
minimum value which is of CPU voltage consumption and is 
calculated and obtained in the G virtual integration Solutions; 
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12 
and if there is one first virtual integration Solution, determine 
a virtual integration migration policy according to the first 
virtual integration Solution. 

Further, the migration policy formulating module 13 is 
further configured to: if there are multiple first virtual inte 
gration Solutions, determine a virtual integration migration 
policy according to a virtual integration solution which is 
with a minimum Sum of memory utilization ratios of virtual 
machines to be migrated and is in the first virtual integration 
Solutions. 

It should be noted that, the division of modules in the 
apparatus shown in FIG. 6 is just an example for description, 
and another module division manner which is easily obtained 
by persons of ordinary skill in the art should fall within the 
protection scope of the embodiment of the present invention 
as long as the manner satisfies the method provided in the 
embodiment of the prevent invention. In addition, these func 
tional modules may be deployed on a same physical machine, 
and may also be deployed on different physical machines, 
which is not limited in the embodiment of the present inven 
tion. 
To sum up, through the virtual cluster integration method 

provided in the embodiment of the present invention, on the 
basis of the virtual integration solutions where the minimum 
number of physical machines is obtained, a virtual integration 
solution with lowest CPU Voltage consumption is selected by 
calculating CPU Voltage consumption of each virtual integra 
tion solution, so as to select a virtual integration solution with 
lower CPU Voltage energy consumption, thereby greatly 
improving an energy saving and emission reduction effect of 
the virtual cluster integration solution. 

Further, through the method which is for calculating CPU 
Voltage energy consumption of a physical machine and is 
provided in the embodiment of the present invention, in a 
process of formulating a hot spot elimination policy of the 
virtual cluster, a migration destination physical machine with 
minimum CPU voltage adjustment can be selected, thereby 
greatly improving the energy saving and emission reduction 
effect of the virtual cluster integration solution. 

Persons of ordinary skill in the art may understand that all 
or a part of the procedures of the method in the foregoing 
embodiments may be implemented by a computer program 
instructing relevant hardware (such as a processor). The pro 
gram may be stored in a computer readable storage medium. 
When the program is executed, the procedures of each fore 
going method according to the embodiments are performed. 
The storage medium may be a magnetic disk, a compact disk, 
a read-only memory (Read-Only Memory, ROM), or a ran 
dom access memory (Random Access Memory, RAM). 
The foregoing descriptions are only specific implementa 

tion manners of the present invention. It should be noted that, 
those skilled in the art can further make various improve 
ments and modifications without departing from the principle 
of the present invention, and the improvements and modifi 
cations should fall within the protection scope of the present 
invention. 

What is claimed is: 
1. A method, implemented in a virtualized cluster system 

comprising a plurality of physical machines (PMS), for select 
ing a PM from the plurality of PMs as a migration destination 
for at least one virtual machine (VM) to be migrated based on 
calculating CPU voltage energy consumption of the PMs, the 
method comprising: 

identifying at least one VM currently deployed on a first 
PM of the plurality of PMs which is to be migrated to 
another PM of the plurality of PMs; 
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for each of the PM's other than the first PM: 
calculating a CPU utilization ratio of the PM, wherein 

the CPU utilization ratio of the PM is a CPU utiliza 
tion ratio of the identified VM to be migrated plus a 
sum of CPU utilization ratios of VMs currently 
deployed on the PM; 

obtaining a minimum CPU dominant frequency of the 
PM by multiplying the CPU utilization ratio of the 
PM by a maximum value of a dominant frequency of 
the PM; 

obtaining a pre-stored table comprising mapping rela 
tionships between CPU dominant frequencies and 
voltage values for the PM; 

obtaining a Voltage value associated with the minimum 
CPU dominant frequency from the pre-stored table; 
and 

calculating a CPU voltage adjustment of the PM com 
prising a difference between the obtained voltage 
value and a current CPU voltage of the PM; 

selecting the PM of the other PMs with minimum relative 
CPU Voltage adjustment as the migration destination, 
wherein there is at least one PM selected as the migration 
destination for one of the at least one VM to be migrated 
with a Voltage adjustment greater than Zero; and 

migrating the identified VM from the first PM to the 
selected PM and adjusting the current CPU voltage of 
the selected PM to the obtained voltage value. 

2. The method according to claim 1, wherein the at least 
one VM to be migrated comprises a plurality of VMs, the 
method further comprising: 

sorting the VMs to be migrated in descending order of their 
CPU utilization ratios and performing the method of 
selecting a PM migration destination for each of the 
VMs to be migrated beginning with the VM with the 
highest relative CPU utilization ratio. 

3. The method according to claim 1, wherein the first PM 
comprises a PM of the plurality of PMs whose resource 
utilization has exceeded a specified threshold value. 

4. The method according to claim3, wherein identifying at 
least one VM to be migrated from the first PM comprises 
identifying one or more VMs currently deployed on the first 
PM Such that the resource utilization of the first PM will be 
lower than the threshold value after the identified VMs are 
migrated. 

5. The method according to claim 3, wherein the resource 
comprises one of CPU and memory. 

6. A virtualized cluster system comprising a plurality of 
physical machines (PMs) which is configured to perform a 
method to select a PM from the plurality of PMs as a migra 
tion destination for at least one virtual machine (VM) to be 
migrated based on calculating CPU Voltage energy consump 
tion of the PMs, the method comprising: 

identifying at least one VM currently deployed on a first 
PM of the plurality of PMs which is to be migrated to 
another PM of the plurality of PMs; 

for each of the PM's other than the first PM: 
calculating a CPU utilization ratio of the PM, wherein 

the CPU utilization ratio of the PM is a CPU utiliza 
tion ratio of the identified VM to be migrated plus a 
sum of CPU utilization ratios of VMs currently 
deployed on the PM; 

obtaining a minimum CPU dominant frequency of the 
PM by multiplying the CPU utilization ratio of the 
PM by a maximum value of a dominant frequency of 
the PM; 
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14 
obtaining a pre-stored table comprising mapping rela 

tionships between CPU dominant frequencies and 
voltage values for the PM; 

obtaining a Voltage value associated with the minimum 
CPU dominant frequency from the pre-stored table; 
and 

calculating a CPU voltage adjustment of the PM com 
prising a difference between the obtained voltage 
value and a current CPU voltage of the PM; 

selecting the PM of the other PMs with minimum relative 
CPU Voltage adjustment as the migration destination, 
wherein there is at least one PM selected as the migration 
destination for one of the at least one VM to be migrated 
with a Voltage adjustment greater than Zero; and 

migrating the identified VM from the first PM to the 
selected PM and adjusting the current CPU voltage of 
the selected PM to the obtained voltage value. 

7. The virtualized cluster system of claim 6, wherein the at 
least one VM to be migrated comprises a plurality of VMs, the 
system further configured to: 

sort the VMs to be migrated in descending order of their 
CPU utilization ratios and perform the method to select 
a PM migration destination for each of the VMs to be 
migrated beginning with the VM with the highest rela 
tive CPU utilization ratio. 

8. The virtualized cluster system of claim 6, wherein the 
first PM comprises a PM of the plurality of PMs whose 
resource utilization has exceeded a specified threshold value. 

9. The virtualized cluster system of claim 8, wherein iden 
tifying at least one VM to be migrated from the first PM 
comprises identifying one or more VMs currently deployed 
on the first PM such that the resource utilization of the first 
PM will be lower than the threshold value after the identified 
VMs are migrated. 

10. The virtualized cluster system of claim 8, wherein the 
resource comprises one of CPU and memory. 

11. A non-transitory computer-readable storage medium 
storing instructions which, when executed by a processor, 
perform a method in a virtualized cluster system comprising 
a plurality of physical machines (PMs), the method for select 
ing a PM from the plurality of PMs as a migration destination 
for at least one virtual machine (VM) to be migrated based on 
calculating CPU voltage energy consumption of the PMs, the 
method comprising: 

identifying at least one VM currently deployed on a first 
PM of the plurality of PMs which is to be migrated to 
another PM of the plurality of PMs; 

for each of the PM's other than the first PM: 
calculating a CPU utilization ratio of the PM, wherein 

the CPU utilization ratio of the PM is a CPU utiliza 
tion ratio of the identified VM to be migrated plus a 
sum of CPU utilization ratios of VMs currently 
deployed on the PM; 

obtaining a minimum CPU dominant frequency of the 
PM by multiplying the CPU utilization ratio of the 
PM by a maximum value of a dominant frequency of 
the PM; 

obtaining a pre-stored table comprising mapping rela 
tionships between CPU dominant frequencies and 
voltage values for the PM; 

obtaining a Voltage value associated with the minimum 
CPU dominant frequency from the pre-stored table; 
and 

calculating a CPU voltage adjustment of the PM com 
prising a difference between the obtained voltage 
value and a current CPU voltage of the PM; 
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selecting the PM of the other PMs with minimum relative 
CPU Voltage adjustment as the migration destination, 
wherein there is at least one PM selected as the migration 
destination for one of the at least one VM to be migrated 
with a Voltage adjustment greater than Zero; and 

migrating the identified VM from the first PM to the 
selected PM and adjusting the current CPU voltage of 
the selected PM to the obtained voltage value. 

12. The non-transitory computer readable storage medium 
of claim 11, wherein the at least one VM to be migrated 
comprises a plurality of VMs, the instructions being further 
executable to: 

sort the VMs to be migrated in descending order of their 
CPU utilization ratios and performing the method of 
selecting a PM migration destination for each of the 
VMs to be migrated beginning with the VM with the 
highest relative CPU utilization ratio. 

13. The non-transitory computer readable storage medium 
of claim 11, wherein the first PM comprises a PM of the 
plurality of PMs whose resource utilization has exceeded a 
specified threshold value. 

14. The non-transitory computer readable storage medium 
of claim 13, wherein identifying at least one VM to be 
migrated from the first PM comprises identifying one or more 
VMs currently deployed on the first PM such that the resource 
utilization of the first PM will be lower than the threshold 
value after the identified VMs are migrated. 

15. The non-transitory computer readable storage medium 
of claim 13, wherein the resource comprises one of CPU and 
memory. 
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