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1
RESOURCE ALLOCATION AND MAPPING IN
A WIRELESS COMMUNICATION SYSTEM

The present application claims priority to provisional U.S.
Application Ser. No. 60/883,729, entitled “RESOURCE
ALLOCATION AND MAPPING IN A WIRELESS COM-
MUNICATION SYSTEM,” and provisional U.S. Applica-
tion Ser. No. 60/883,758, entitled “WIRELESS COMMUNI-
CATION SYSTEM,” both filed Jan. 5, 2007, assigned to the
assignee hereof and incorporated herein by reference.

BACKGROUND

1. Field

The present disclosure relates generally to communication,
and more specifically to techniques for allocating and map-
ping resources in a wireless communication system.

II. Background

Wireless communication systems are widely deployed to
provide various communication services such as voice, video,
packet data, messaging, broadcast, etc. These wireless sys-
tems may be multiple-access systems capable of supporting
multiple users by sharing the available system resources.
Examples of such multiple-access systems include Code
Division Multiple Access (CDMA) systems, Time Division
Multiple Access (TDMA) systems, Frequency Division Mul-
tiple Access (FDMA) systems, Orthogonal FDMA
(OFDMA) systems, and Single-Carrier FDMA (SC-FDMA)
systems.

A wireless communication system may include many base
stations that can support communication for many terminals
on the forward and reverse links. The forward link (or down-
link) refers to the communication link from the base stations
to the terminals, and the reverse link (or uplink) refers to the
communication link from the terminals to the base stations.
The system may have a certain amount of time frequency
resources for each link. It may be desirable to have an efficient
scheme for allocating and mapping the available resources on
each link.

SUMMARY

Techniques for allocating and mapping resources in a wire-
less communication system are described herein. The system
may have N ., subcarriers that may be obtained via orthogo-
nal frequency division multiplexing (OFDM) or some other
modulation techniques. Hop-ports may be defined to facili-
tate allocation and use of the N - subcarriers. The hop-ports
may be considered as logical/virtual subcarriers that may be
mapped to physical subcarriers. In the description herein, the
term “subcarrier” refers to physical subcarrier unless noted
otherwise.

In one aspect, a plurality of hop-ports may be partitioned
into multiple subzones, with each subzone including a con-
figurable number of hop-ports. The hop-ports within each
subzone may be permuted or shuffled based on a permutation
function, which may be different for each subzone and each
sector. After permutation, the plurality of hop-ports in the
multiple subzones may be mapped to a plurality of subcarri-
ers, e.g., based on local hopping (LH), global hopping (GH),
block resource channel (BRCH), or distributed resource
channel (DRCH), which are described in detail below.

In another aspect, a set of hop-ports may be mapped to a set
of subcarriers based on at least one permutation function. At
least one hop-port mapped to at least one unavailable subcar-
rier may be identified and may be remapped to at least one
available subcarrier outside the set of subcarriers.
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Inyetanother aspect, at least one zone of subcarriers usable
for transmission but to be avoided is determined. A set of
hop-ports may be mapped to a set of subcarriers distributed
(e.g., evenly) across a plurality of subcarriers and avoiding
the subcarriers in the at least one zone.

In yet another aspect, hopping may be performed after
exchanging hop-ports. A first hop-port assigned to a control
segment may be determined. A second hop-port to exchange
with the first hop-port may be determined. The first and sec-
ond hop-ports may be mapped to first and second subcarriers,
respectively. The second subcarrier may be assigned to the
control segment, and the first subcarrier may be assigned to a
transmission assigned with the second hop-port.

In yet another aspect, local hopping (e.g., LH or BRCH)
may be performed in a first time interval, and global hopping
(e.g., GH or DRCH) may be performed in a second time
interval. Local and global hopping may be performed in dif-
ferent time intervals, e.g., for different HARQ interlaces.
Local and global hopping may also be performed in the same
time interval, e.g., local hopping may be performed for a first
group of subcarriers, and global hopping may be performed
for a second group of subcarriers.

Various aspects and features of the disclosure are described
in further detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a wireless communication system.

FIG. 2 shows a superframe structure.

FIG. 3 shows a CDMA segment.

FIG. 4 shows CDMA hop zones for a CDMA subsegment.

FIG. 5 shows a hop-port structure.

FIG. 6 shows partitioning of hop-ports to subzones.

FIG. 7 shows hop-port to subcarrier mapping for a GH
structure.

FIG. 8 shows hop-port to subcarrier mapping for a LH
structure.

FIG. 9A shows a BRCH structure.

FIG. 9B shows a DRCH structure.

FIG. 10A shows multiplexing mode 1 for the BRCH and
DRCH structures.

FIG. 10B shows multiplexing mode 2 for the BRCH and
DRCH structures.

FIG. 11 shows hop-port to subcarrier mapping for the
BRCH structure.

FIGS. 12A and 12B show hop-port to subcarrier mapping
for the DRCH structure for multiplexing modes 1 and 2,
respectively.

FIG. 13 shows hop-port exchanging for a forward link
control segment (FLCS).

FIG. 14 shows a process for mapping hop-ports to subcar-
riers.

FIG. 15 shows an apparatus for mapping hop-ports to sub-
carriers.

FIG. 16 shows a process for hopping with remapping.

FIG. 17 shows an apparatus for hopping with remapping.

FIG. 18 shows a process for distributed hopping.

FIG. 19 shows an apparatus for distributed hopping.

FIG. 20 shows a process for hopping with exchanged hop-
ports.

FIG. 21 shows an apparatus for hopping with exchanged
hop-ports.

FIG. 22 shows a process for performing local and global
hopping.

FIG. 23 shows an apparatus for performing local and glo-
bal hopping.
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FIG. 24 shows a block diagram of one base station and two
terminals.

DETAILED DESCRIPTION

The techniques described herein may be used for various
wireless communication systems such as CDMA, TDMA,
FDMA, OFDMA and SC-FDMA systems. The terms “sys-
tem” and “network™ are often used interchangeably. A
CDMA system may implement a radio technology such as
c¢dma2000, Universal Terrestrial Radio Access (UTRA), etc.
An OFDMA system may implement a radio technology such
as Ultra Mobile Broadband (UMB), Evolved UTRA
(E-UTRA), IEEE 802.16, IEEE 802.20, Flash-OFDM®, etc.
UTRA and E-UTRA are described in documents from an
organization named ‘“3rd Generation Partnership Project”
(3GPP). cdma2000 and UMB are described in documents
from an organization named “3rd Generation Partnership
Project 2” (3GPP2). These various radio technologies and
standards are known in the art. For clarity, certain aspects of
the techniques are described below for UMB, and UMB ter-
minology is used in much of the description below. UMB is
described in 3GPP2 C.S0084-001, entitled “Physical Layer
for Ultra Mobile Broadband (UMB) Air Interface Specifica-
tion,” August 2007, which is publicly available.

FIG. 1 shows a wireless communication system 100, which
may also be referred to as an access network (AN). System
100 may include multiple base stations 110. A base station is
a station that communicates with the terminals and may also
be referred to as an access point, a Node B, an evolved Node
B, etc. Each base station provides communication coverage
for a particular geographic area 102. The term “cell” can refer
to a base station and/or its coverage area depending on the
context in which the term is used. To improve system capac-
ity, a base station coverage area may be partitioned into mul-
tiple smaller areas, e.g., three smaller areas 104a, 1045, and
104c¢. Each smaller area may be served by a respective base
station subsystem. The term “sector” can refer to the smallest
coverage area of a base station and/or a base station sub-
system serving this coverage area.

Terminals 120 may be dispersed throughout the system,
and each terminal may be stationary or mobile. A terminal
may also be referred to as an access terminal (AT), a mobile
station, a user equipment, a subscriber station, a station, etc. A
terminal may be a cellular phone, a personal digital assistant
(PDA), a wireless communication device, a wireless modem,
ahandheld device, a laptop computer, a cordless phone, etc. A
terminal may communicate with zero, one, or multiple base
stations on the forward and/or reverse links at any given
moment.

For a centralized architecture, a system controller 130 may
couple to base stations 110 and provide coordination and
control for these base stations. System controller 130 may be
a single network entity or a collection of network entities. For
a distributed architecture, the base stations may communicate
with one another as needed.

FIG. 2 shows a design of a superframe structure 200. The
transmission timeline for each link may be partitioned into
units of superframes. Each superframe may span a particular
time duration, which may be fixed or configurable. For the
forward link (FL), each superframe may include a preamble
followed by M physical layer (PHY) frames, where M may be
any integer value. In general, the term “frame” may refer to a
time interval in a transmission timeline or a transmission sent
during the time interval, depending on the context in which
the term is used. In one design, each superframe includes
M=25 PHY frames with indices of 0 through 24. The super-
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frame preamble may carry system information and acquisi-
tion pilots that may enable terminals to acquire and access the
system. Each PHY frame may carry traffic data, control infor-
mation/signaling, pilot, etc. For the reverse link (RL), each
superframe may include M PHY frames, where the first PHY
frame may be extended by the length of the superframe pre-
amble on the forward link. The superframes on the reverse
link may be time aligned with the superframes on the forward
link.

The base stations may transmit data and control informa-
tion on each FLL PHY frame to the terminals. The terminals
(e.g., if scheduled) may transmit data and control information
oneach RL PHY frame to the base stations. A base station and
a terminal may simultaneously transmit and receive data and
control information via the forward and reverse links.

The system may utilize OFDM on the forward and/or
reverse link. OFDM may partition the system bandwidth for
each link into multiple (N ;) orthogonal subcarriers, which
may also be referred to as tones, bins, etc. Each subcarrier
may be modulated with data. The spacing between adjacent
subcarriers may be fixed, and the number of subcarriers may
be dependent on the system bandwidth. For example, N .,
may be equal to 128, 256, 512, 1024 or 2048 for system
bandwidth 0of 1.25, 2.5, 5, 10 or 20 MHz, respectively. Only a
subset of the N, total subcarriers may be usable for trans-
mission, and the remaining subcarriers may serve as guard
subcarriers to allow the system to meet spectral mask require-
ments. The N, total subcarriers may include N, ¢,z
usable subcarriers and N,z guard subcarriers, where
NFFT:NUSABLE+NGUARD'

Table 1 lists some parameters for the system and provides
an example value for each parameter. Other values may also
be used for these parameters. For clarity, many of the
examples below are based on the example parameter values
shown in Table 1.

TABLE 1
Example
Symbol Description Value
Neer Total number of subcarriers 512
Nusasre Number of usable subcarriers 480
Novurp Number of guard subcarriers 32
Novarp LerT Number of guard subcarriers on left 16
edge
Neparasvaseeuent Number of subcarriers for a CDMA 128
subsegment
N purranre Number of nominally available 352
subcarriers
Nzzock Number of subcarriers per block 16
Nrrame Number of OFDM symbol periods per 8
PHY frame
Nsvszongarax Maximum number of hop-ports per 64 or 128
subzone
The system may utilize a CDMA segment that can support

transmission of pilot, control information, and some traffic
data on the reverse link. The CDMA segment may include C
CDMA subsegments, where in general C=1. Each CDMA
subsegment may occupy Nepars somsecumnr Contiguous
subcarriers in each CDMA frame. A CDMA frame is a PHY
frame in which the CDMA segment is sent.

FIG. 3 shows a design of a CDMA segment 300. In this
design, the CDMA segment includes one CDMA subsegment
and is sent every Q PHY frames, where Q may be equal to 4,
6, 8, etc. The CDMA subsegment may hop across the system
bandwidth from CDMA frame to CDMA frame to achieve
frequency diversity.



US 8,305,999 B2

5

FIG. 4 shows a design of CDMA hop zones for a CDMA
subsegment. Multiple CDMA hop zones may be defined over
the Ny, 5, = Usable subcarriers, with each CDMA hop zone
covering N pa . somsecnEnr contiguous subcarriers. Each
pair of CDMA hop zones may be non-overlapping with other
pairs of CDMA hop zones. The two CDMA hop zones in each
pair may overlap, as shown in FIG. 4, with the amount of
overlap being dependent on the number of guard subcarriers.
The CDMA subsegment may occupy one CDMA hop zone in
each CDMA frame.

The C CDMA subsegments may nominally occupy C non-
overlapping CDMA hop zones. For example, CDMA subseg-
ment ¢ may nominally occupy CDMA hop zone 2*c when
each pair of CDMA hop zones overlap as shown in FIG. 4.
CDMA subsegment ¢ may hop and occupy another CDMA
hop zone in each CDMA frame.

A subcarrier may be nominally available for transmission
if it is not nominally occupied by a CDMA subsegment and
also if it is not a guard subcarrier. The number of nominally
available subcarriers, N ., , =, may be given as:

Eq (1)

N epaza-svssecneyr 1ay be a function of PHY frame index
and may be different for different PHY frames. In particular,
N epaza-svssecneyrmay be dependent on whether or not any
CDMA subsegment is being sent in a PHY frame and, ifyes,
the number of CDMA subsegments being sent.

The Ny, total subcarriers may be assigned indices 0
through N .,~1, and the N, ;= » nominally available
subcarriers may be assigned indices 0 through N ;.. »: -—1.
In the example shown in FIG. 4, one CDMA subsegment
nominally occupies the Nepary somsearmnyr Subcarriers in
CDMA hop zone 0, and the N ;. - ,». »~ nominally available
subcarriers include the remaining usable subcarriers. The
N a5z Nominally available subcarriers may not be con-
tiguous if there are multiple CDMA subsegments.

The system may support spatial division multiple access
(SDMA) on the forward and/or reverse link. For SDMA on
the forward link, a base station may transmit data to multiple
terminals simultaneously on a given subcarrier via multiple
transmit antennas. For SDMA on the reverse link, a base
station may receive data from multiple terminals simulta-
neously on a given subcarrier via multiple receive antennas.
SDMA may be used to improve performance (e.g., increase
throughput) by supporting multiple simultaneous transmis-
sions on a given subcarrier.

FIG. 5 shows a design of an SDMA tree structure 500 that
may be used for the forward and/or reverse link. The system
may support up to Qgp,,, simultaneous transmissions on a
given subcarrier. A tree structure with Q.. SDMA subtrees
may be formed, with each SDMA subtree including N .,
hop-ports. A total of Q5,4 *N - hop-ports may be defined
and assigned indices of 0 through Qqp,,,*Ngr~1. Each
hop-port may be associated with an index p, where
Pel0, . . .. Qspars*Nppr~1}.

FIG. 6 shows a design of a hop-port structure 600. The
Nzz7 hop-ports for each SDMA subtree may be partitioned
into Nprr/Nsopzonearax Subzones, with each subzone
including N, 57 0nz az4 v CONSecutive hop-ports in the SDMA
subtree. Thus, subzone 0 may include hop-ports 0 through
Nsuszoneazax—1, subzone 1 may include hop-ports

— *
NAVAILABLEiNFFT_NGUARD_ C NCDMA—SUBSEGMENT‘

SUBZONE,MAX to 2NSUBZONE,1\/IAX'_15 etc. NSUBZONE,MAX
may be a configurable value selected by the system.

N var a5z Dop-ports may be usable and may be mapped to
the N ;. v 45, = Nominally available subcarriers. The first S
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subzones may include the usable hop-ports and may be
assigned indices of 0 through S-1. The number of usable
subzones, S, may be given as:

NavaiLasLe } Eq 2)

S =
NSUBZONE—MAX

where “[ |” denotes a ceiling operator that provides the next
higher integer value.

Since Ny 457 2/Nsvszonearax MAY N0t be an integer
value, a given subzone may include fewer than
Nsoszonzaaxusablehop-ports. The N ., 1 4z - usable hop-
ports may be allocated as evenly as possible to the S subzones,
e.g., with a granularity of one block. A block includes Nz; 5
hop-ports and may be the minimum hop-port allocation for a
terminal. The following quantities may be computed:

NAVAILABLE Eq (3)

Sspur = ( )modS,

Nprock

N
AVAILABLE ]’ d

N, =N, | —————
SUBZONE-BIG BLOCK
Nprock =S

NavaiLaBLE J
~ <ol

Nsupzone-smact = NeLock * [ N 5
BLOCK *

where “] " denotes a floor operator that provides the next
smaller integer value, and “mod” denotes a modulo opera-
tion.

Nsuszone.sre 18 €qual 10 N poone azr and includes
Ngrocx more hop-ports than N, = one sarsrz- Fach of sub-
zones 0 through S, ;7~1 may include N, 5> one 576 Usable
hop-ports, and each of subzones Sg,;, through S-1 may
include Ngyzronmsazarr Usable hop-ports. The number of
usable hop-ports in subzone s may be denoted as
Nsopzonz(s), fors=0, ..., S-1. As a specific example for the
numerology shown in Table 1 with one CDMA subsegment,
Npumasre352,  Nsypzongarax=64  S=6, Seprp4,

suszone-sre—0% ad Neyszone.sararr=48. Bach of the
first four subzones includes 64 usable hop-ports, each of the
next two subzones includes 48 usable hop-ports, and the last
two subzones include unusable hop-ports.

FIG. 6 shows one design for partitioning the hop-ports into
subzones. This design can partition an arbitrary number of
usable hop-ports into subzones with a granularity of one
block. The usable hop-ports may also be partitioned into
subzones in other manners. In general, the usable hop-ports
may be partitioned with a hop-port structure having any num-
ber oflevels, and each level may include any number of units.
The units in each level may have equal or approximately
equal sizes, as described above, or may have widely varying
sizes.

Each hop-port may have an index p that may be decom-
posed as follows:

Eq @)

1= [N:FTJ’
pmodNrrr J

s =
\; NSUBZONE— MAX
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-continued
pmodNgypzonE-Max
b=|————— | and
Narock

r = pmodNprock.

where

q is an index of an SDMA subtree in which hop-port p
belongs,

s is an index of a subzone within SDMA subtree q in which
hop-port p belongs,

b is an index of a block within subzone s in which hop-port
p belongs, and

ris an index of a hop-port within block b corresponding to
hop-port p.
In the description herein, the phrases “element with index x”
and “element x” are used interchangeably. An element may be
any quantity.

Hop-port index p may thus be represented with a set of
indices (q, s, b, r) and may be expressed as a function of these
indices, as follows:

Eq (5)

Hop-port p is usable if the following conditions are true:

1. <8, and

2. (p mod Nyszone arax) Nsvszone(s)-

On the reverse link, a group of Nz, - hop-ports (which is
also referred to as a hop-port block) may be mapped to a
group of Ng;ocx contiguous subcarriers (which is also
referred to as a subcarrier block). This mapping may remain
fixed for the duration of an RL PHY frame. A tile is a block of
Ngrocx hop-ports for the duration of one PHY frame.

The system may support frequency hopping on the forward
and/or reverse link. With frequency hopping, information
may be sent on different subcarriers in different hop intervals.
A hop interval may be any duration, e.g., a PHY frame, an
OFDM symbol period, multiple OFDM symbol periods, etc.
A set of hop-ports may be assigned for transmission and may
be mapped to a specific set of subcarriers in a given hop
interval based on a mapping function. The sequence of hop-
permutations for different hop intervals is referred to as a
hopping sequence. The hopping sequence may select differ-
ent sets of subcarriers in different hop intervals to obtain
frequency diversity, randomize interference, and/or other
benefits.

In one design, the system may support global hopping
(GH) and local hopping (LLH) structures for the forward and/
or reverse link. GH and LH may also be referred to as global
hopping block (GHB) and local hopping block (LHB),
respectively. In the GH structure, a hop-port may hop over the
entire system bandwidth. In the LH structure, a hop-port may
hop within a given subzone. In one design, N, hop-ports in
each SDMA subtree may be allocated for GH, and N, ,, hop-
ports in each SDMA subtree may be allocated for LH, where
in general N ;=0 and N, ,=0. The GH hop-ports may hop
globally over the entire system bandwidth whereas the LH
hop-ports may hop locally within their subzones. Localized
hopping may also be constrained to a region of other sizes,
e.g., multiple subzones.

In one design of the GH structure, a given GH hop-port
(GH, q, s, b, r) may be mapped to a nominally available
subcarrier, as follows:

— %k ES *
P=0*N.qpurp.ap1e+S *Nsuszoneaaxtt *Nepocx+:

= *
/{A VAIL- GHﬁNBLO CK HGLOBAL,GH{ bMIN(S) +HSECTOR,

GH' (b) }+7, Eq (6)
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where
Hezcrorcn’™ 1s a sector-specific and subzone-specific
permutation function for GH,
Heyos41.64” 1s a global permutation function for GH,

Z Nsupzone(D)
bu(s) = — Norocr

is the number of usable hop-port blocks before subzone
s, and

f yvurr - crr1s an index of anominally available subcarrier for

the GH hop-port.

Indices q, s, b and r may be determined as shown in equa-
tion set (4). In the design shown in equation (6), block index
b is provided to permutation function Hgyepop 67 %, which
maps block b to one of the Nz onz(8)/Ng; ocx blocks in
subzone s. Hozcror,cr” ™ may be specific for a sector and
may be a function of superframe index i, PHY frame index j,
subtree index ¢, and subzone index s. The output of
Hszeror e is summed with by ,(s) to obtain an intermedi-
ate index v. Index v is then provided to permutation function
He,o54z.617» which maps block v to one subcarrier block
among N, .zr5/Ngrocxe Dominally available subcarrier
blocks. He; op.4r 77 may be the same for all sectors and may
be a function of superframe index i and PHY frame index j.
The GH hop-port is mapped to a nominally available subcar-
rier whose index is determined by multiplying the output of
Heropaz.6i” With Ng; ook and summing the result with .

As noted above, the C CDMA subsegments may hop across
different CDMA hop zones in difterent CDMA frames. When
the CDMA subsegments hop, some subcarriers may be dis-
placed and other subcarriers may be newly freed. The dis-
placed subcarriers are subcarriers actually occupied by the
hopped CDMA subsegments and are not among the nomi-
nally occupied subcarriers. The newly-freed subcarriers are
subcarriers nominally occupied by the CDMA subsegments
but not actually occupied because of hopping. If subcarrier
fpamr e 18 not a displaced subcarrier, then GH hop-port
(GH, q, s, b, r) may be mapped to subcarrier f,;.,;; cz If
subcarrier f 5., oz 15 a displaced subcarrier with index k,
then GH hop-port (GH, q, s, b, r) may be remapped to a
newly-freed subcarrier with index k.

In the GH design shown in equation (6), the N,z -onz(8)/
Nz ocx Usable hop-port blocks in each subzone are first per-
muted locally within the subzone using Hepcrop.cr”® - The
N vamrasre/Nerocx permuted hop-port blocks for all S sub-
zones are then permuted globally and mapped to all nomi-
nally available subcarrier blocks using Heyop.4r cr”- Since
Herop4z.6i” is the same across all sectors, the subcarriers
allocated to each subzone is the same across all sectors. This
may support fractional frequency reuse (FFR) schemes.
Hezeror.cn’™ is different for different sectors in order to
provide interference diversity within each subzone.
HSECTOR,GHiqu and HGLOBAL,GHU may change every PHY
frame, may repeat every 16 superframe, and may be defined
based on any permutation generation algorithm known in the
art.

FIG. 7 shows an example of hop-port to subcarrier map-
ping for the GH structure. In this example, three subzones 0,
1 and 2 are formed with the N ;.- , =, usable hop-ports,
each subzone includes 128 hop-ports, and one CDMA sub-
segment is sent in 128 subcarriers. The hop-port blocks in
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each subzone may first be permuted with Hepcrop 67”7 The
permuted hop-port blocks may then be mapped to subcarrier
blocks with Hezop.4r 667

In the example shown in FIG. 7, the CDMA subsegment
may nominally occupy CDMA hop zone 0 but may hop to
CDMA hop zone 1. The displaced subcarriers are subcarriers
in CDMA hop zone 1 but not in CDMA hop zone 0. The
newly-freed subcarriers are subcarriers in CDMA hop zone 0
but not in CDMA hop zone 1. All hop-ports mapped to the
displaced subcarriers may be remapped to the newly-freed
subcarriers.

Inone design ofthe LH structure, a given LH hop-port (LH,
g, s, b, r) may be mapped to a nominally available subcarrier,
as follows:

Savam-127F, MIN—LH(S)"'HSECTOR,LHiqu(b) *Nprockth Eq (7)

where
Hegcrorm”™ 1s a sector-specific and subzone-specific
permutation function for LH,

S-S = Z Nsupzong(i)

i<s

is the number of usable hop-ports before subzone s, and

f par 1 18 an index of a nominally available subcarrier for

the LH hop-port.

Indices q, s, b and r may be determined as shown in equa-
tion set (4). In the design shown in equation (7), block index
b is provided to permutation function Hzcrop 7%, which
maps block b to one of the N z-onz(8)/Ng; oo blocks in
subzone s. The LH hop-port is mapped to a nominally avail-
able subcarrier whose index is determined by multiplying the
output of Hyzeror rz With Np; ocx and summing the result
withrand f, .. ; (s). If subcarrier f ., ; ;15 not a displaced
subcarrier, then LH hop-port (LH, q, s, b, r) may be mapped
to subcarrier f,,,,,; ;7 If subcarrier £, ;- 1s a displaced
subcarrier with index k, then LH hop-port (LH, q, s, b, r) may
be remapped to a newly-freed subcarrier with index k.

In the LH design shown in equation (7), the N,z o x(s)/
Nzrocx usable hop-port blocks in each subzone are first per-
muted locally within the subzone using Hszeror zz- The
Nsoszonz(8)Nzr ocx permuted hop-port blocks in each sub-
zone are then mapped to a corresponding set of next
Nsoszonz(8)Y Nz ocx nominally available subcarrier blocks.
Hezerorr’® is different for different sectors in order to
provide interference diversity within each subzone. The map-
ping of the permuted hop-port blocks in each subzone to
subcarrier blocks is the same across all sectors.
Hszeroros”® may change every PHY frame, may repeat
every 16 superframe, and may be defined based on any per-
mutation generation algorithm known in the art.

FIG. 8 shows an example of hop-port to subcarrier map-
ping for the LH structure. In this example, three subzones 0,
1 and 2 are formed with the N ;., - , =~ usable hop-ports,
each subzone includes 128 hop-ports, and one CDMA sub-
segment is sent in 128 subcarriers. The hop-port blocks in
each subzone may first be permuted with Hgzror 7% The
permuted hop-port blocks may then be mapped to subcarrier
blocks is a predetermined order. The CDMA subsegment may
nominally occupy CDMA hop zone 0 but may hop to CDMA
hop zone 1. All hop-ports mapped to the displaced subcarriers
may be remapped to the newly-freed subcarriers. The hop-
ports with a given subzone may be mapped to non-contiguous
subcarriers due to the remapping.
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In the design described above, each CDMA subsegment
may nominally occupy a set of subcarriers but may hop to
another set of subcarriers. The usable hop-ports may be
remapped from the displaced subcarriers to the newly-freed
subcarriers based on a predetermined remapping scheme. In
general, the C CDMA subsegments may hop based on a
permutation function H,,,,, which may be independent of
the permutation functions for the usable hop-ports. Whenever
acollision occurs between a CDMA subsegment and a usable
hop-port, the usable hop-port may be remapped based on a
suitable remapping scheme.

The system may employ hybrid automatic repeat request
(HARQ) to improve reliability for data transmission. With
HARQ, a transmitter may send one or more transmissions for
a packet, one transmission at a time. A receiver may receive
each transmission sent by the transmitter and may attempt to
decode all received transmissions to recover the packet. The
receiver may send an acknowledgement (ACK) if the packet
is decoded correctly. The transmitter may terminate transmis-
sion of the packet upon receiving the ACK.

Multiple (L) interlaces may be defined, with each interlace
including PHY frames that are spaced apart by L PHY
frames, where [ may be equal to 4, 6, 8, etc. All transmissions
of'a packet may be sent on one interlace, and each transmis-
sion may be sent in one PHY frame of that interlace.

The GH and LH structures may be employed in various
manners. In one design, either GH or LH may be used for each
PHY frame and may be configurable. In another design, both
GH and LH may beused fora given PHY frame, e.g., GH may
be used for N subcarriers and LH may be used for N, .
subcarriers. In yet another design, GH may be used for some
PHY frames, LH may be used for some other PHY frames,
and both GH and LH may be used for yet some other PHY
frames.

In another design, either GH or LH may be used for each
interlace and may be configurable. In yet another design, both
GH and L.H may be used for a given interlace. In yet another
design, GH may be used for some interlaces, LH may be used
for some other interlaces, and both GH and LLH may be used
for yet some other interlaces.

On the forward link, Nzz;~Ng. .,z subcarriers may be
available for transmission, and N zz;~N 5., = » hop-ports may
be usable for each SDMA subtree. The N, hop-ports for
each SDMA subtree may be partitioned into N,/
Nsuszonearax Subzones, with each subzone including
Nsuszonzaax cOnsecutive hop-ports in the SDMA subtree.
The subzone size for the forward link may or may not be equal
the subzone size for the reverse link. The first S subzones may
include the usable hop-ports, where S may be given as:

Eq (3)

So Nrrr = Novarp
NsupzonE-max

The Nz7~N o1z p Usable hop-ports may be allocated as
evenly as possible to the S subzones, e.g., with a granularity
of one block as shown in equation set (3), albeit with
Nvamasrereplaced withNpzr~N. ., 2 - Each of subzones 0
through Sz, ;7—~1 may include Ng, 5 0ne 576 Usable hop-
ports, and each of subzones S, ,through S-1 may include
Nsvszone-swarz Usable hop-ports.

In one design, the system may support BRCH and DRCH
structures for the forward and/or reverse link. In the BRCH
structure, a set of hop-ports may be mapped to a set of con-
tiguous subcarriers that may vary across frequency over time.
The BRCH structure may be used for frequency-selective
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transmissions. In the DRCH structure, a set of hop-ports may
be mapped to a set of subcarriers that may be distributed
across all or a large portion of the system bandwidth. The
DRCH structure may be used to achieve frequency diversity.

FIG. 9A shows the BRCH structure. Each BRCH user may
be assigned a block of N; ,x contiguous subcarriers for an
entire PHY frame. The transmission for each BRCH user may
be sent in a specific part of the system bandwidth.

FIG. 9B shows the DRCH structure. Each DRCH user may
be assigned Ng; ;- subcarriers that may be spaced apart,
e.g., by 32 subcarriers as shown in FIG. 9B. The subcarriers
for each DRCH user may hop across a PHY frame, e.g., every
two OFDM symbol periods as shown in FIG. 9B. The trans-
mission for each DRCH user may be sent across the system
bandwidth.

The system may support several multiplexing modes for
the BRCH and DRCH structures. In one design, two multi-
plexing modes 1 and 2 may be supported, and one multiplex-
ing may be selected for use.

FIG. 10A shows a design of multiplexing mode 1. In this
design, the DRCH structure punctures the BRCH structure,
and a DRCH transmission replaces a BRCH transmission
whenever a collision occurs.

FIG. 10B shows a design of multiplexing mode 2. In this
design, the DRCH and BRCH structures are used on DRCH
and BRCH zones, respectively. The spacing between subcar-
riers for each DRCH user in the DRCH structure may be
dependent on the number of subcarriers in the DRCH zone.

In one design, the S subzones may be arranged into DRCH,
BRCH, and reserved zones. The DRCH zone may include the

first Nprerr.supzones Subzones 0 through Nprer-supzones™
1. The reserved zone may include the last

Npgservep-suszones  SUbzones  S=Npgspryrp.suszones
through S-1. The BRCH zone may include the remaining
subzones. Each subzone in the reserved zone may be mapped
to a set of contiguous subcarriers.

In one design of the BRCH structure, a given BRCH hop-
port (BRCH, q, s, b, r) may be mapped to a corresponding
subcarrier, as follows:

favam-sr CH:N 6UArRD LEFTNOFFSET-BRCES)F

Hsgcror” (0)*Nprocgt”: Eq (9)

where

Hperor” is a sector-specific and subzone-specific per-

mutation function for BRCH,

Norrser-srca(s) 18 the number of hop-ports before sub-

zone s, and

f yum srcer 18 an index of a subcarrier for the BRCH hop-

port.

Indices q, s, b and r may be determined as shown in equa-
tion set (4). In the design shown in equation (9), block index
b is provided to permutation function H 7027, which maps
block b to one of the N, 5o one(8) Ny ocx blocks in subzone
s. The BRCH hop-port is then mapped to a subcarrier whose
index is determined by multiplying the output of Hezrreor”
withNg; ;-r-and summing the result withr, N o rroz 7 srczd(S)
and Ngourp-rerr Noppser-srceds) may be computed in
different manners for multiplexing modes 1 and 2. BRCH
hop-port (BRCH, g, s, b, r) is usable and mapped to subcarrier
f jpurr-srorr it this subcarrier is not used by a reserved hop-
port. Otherwise, BRCH hop-port (BRCH, q, s, b, r) is not
usable.

In the BRCH design shown in equation (9), the
Nsoszonz(8)Nz; ocx usable hop-port blocks in each BRCH
subzone are first permuted locally within the subzone using
Heperor”. The Nsyszone(8)Nprockx permuted hop-port
blocks in each subzone are then mapped to a corresponding
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set of Ngpzronz(8)/Ng; ocx subcarrier blocks for the sub-
zone. Hgprrpp? is different for different sectors in order to
provide interference diversity within each subzone.
Hszeror” may change every PHY frame, may repeat every
16 superframe, and may be defined based on any permutation
generation algorithm known in the art.

FIG. 11 shows an example of hop-port to subcarrier map-
ping for the BRCH structure. In this example, four subzones
0 through 3 are formed, subzone 0 is used for DRCH, subzone
1 is reserved, and subzones 2 and 3 are used for BRCH. The
hop-port blocks in each BRCH subzone may first be per-
muted with Hey -70z”. The permuted hop-port blocks in each
BRCH subzone may then be mapped to the corresponding set
of subcarrier blocks for the BRCH subzone.

In one design of the DRCH structure, a given DRCH hop-
port (DRCH, q, s, b, r) may be mapped to a corresponding
subcarrier, as follows:

/{AVAIL—DRCH:{NOFFSET—DRCH(Sx b)+NDRCH—BLOCKS*r}

mod Nprerr avarss Eq (10)
where
Npremavan 18 the number of subcarriers available for
DRCH,
Npg CH—BLOCKS:ND.R cr-wvan/Nprocx 18 the number of
available subcarrier blocks,
Norrserpree(s, b) is an offset for block b in subzone s,
and
f yurr srcrr 15 an index of a subcarrier for the DRCH hop-
port.
The offset N orrszrpres(ss b) may be given as:
Nogrser-pren($» b) = Eq (11)
ZoneOffsetpren + Nyy.preu-spacing * RefPosprey +
min(RefPOSDRCH’ NMAX—DRCH—SPACING)’
where
ZoneOffset,,z ~ is a pseudo-random offset for the entire
DRCH zone,
RefPos ;5 is an offset that is dependent on a subzone-
specific and sector-specific offset InnerOffset, z
Nov-premspacive 15 the minimum spacing between
DRCH subcarriers, and

N, ix-premspacive 18 the maximum spacing between
DRCH subcarrier.

Indices q, s, b and r may be determined as shown in equa-
tion set (4). In the design shown in equations (10) and (11),
block index b and subzone index s are used to compute a
pseudo-random offset N o rrsrr pres(s, b). The DRCH hop-
port is mapped to a subcarrier whose index is determined by
multiplying Nz w751 ocxs With 1, summing the result with
Norrserpree(s, b), and constraining to the Nz w pmirr
available subcarriers for DRCH.

FIG. 12A shows an example of hop-port to subcarrier
mapping for the DRCH structure for multiplexing mode 1. In
this example, four subzones 1 through 4 are formed with the
Nz hop-ports in on SDMA subtree, subzone 0 includes
Nprer additional hop-ports for DRCH, subzone 1 is
reserved, and subzones 2 to 4 are used for BRCH. The hop-
ports in each block in the DRCH subzone may be mapped to
evenly spaced subcarriers across the system bandwidth but
avoiding the set of subcarriers for the reserved subzone.

FIG. 12B shows an example of hop-port to subcarrier map-
ping for the DRCH structure for multiplexing mode 2. In this
example, four subzones 0 through 3 are formed with the N,
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hop-ports in on SDMA subtree, subzone 0 is used for DRCH,
subzone 1 is reserved, and subzones 2 and 3 are used for
BRCH. The hop-ports in each block in the DRCH subzone
may be mapped to evenly spaced subcarriers within the
DRCH zone.

A set of N s 57 ocxs hop-port blocks may be allocated to
a forward link control segment (FLCS) in each forward link
PHY Frame. The FL.CS may carry control information on the
forward link. The hop-port blocks for the FLCS may be
located within the DRCH zone if a UseDRCHForFLCS field
is set to ‘1’ or located within the BRCH zone otherwise. The
allocated hop-port blocks for the FLCS may be exchanged
with other hop-port blocks, which may be mapped to subcar-
rier blocks based on the BRCH or DRCH structure. The
FLCS may then occupy the subcarrier blocks to which the
exchanged hop-port blocks are mapped.

The following procedure may be used to enumerate all
usable hop-port blocks within a zone where the FLCS is
allocated.

1. Initialize a hop-port block counter b to 0.

Initialize a counter k of usable hop-port blocks to 0.

2. If hop-port block b in SDMA subtree 0 is comprised of
only usable hop-ports and one of the following condi-
tions holds:
a.UseDRCHForFLCS field equals ‘1’ and b is part of the

DRCH zone;

b. UseDRCHForFLCS field equals ‘0’ and b is part of the
BRCH zone;

then set FLCSUsableBlock[k]=b and increment k by 1.

3. Increment b by 1.

4. Repeat steps (2) and (3) until one of the following con-
ditions hold:

a. UseDRCHForFLCS field equals ‘1’ and DRCH hop-
port blocks are exhausted.

b. UseDRCHForFLCS field equals ‘0’ and BRCH hop-
port blocks are exhausted.

5. Set TotalNumBlocks=k.

Hop-port blocks may be allocated to the FL.CS as follows:

1. Initialize a tile counter k of FL.CS hop-port blocks to 0.
Initialize a subzone counter s to 0.

Initialize S counters by, by, . . ., b,_; of hop-port blocks
within the S subzones to 0.

2. If b,<Ngpzzone(8)/Ngrocx and one of the following
conditions holds:

a. UseDRCHForFLCS field equals “1°, subzone s is part
of the DRCH zone, and b, is a usable hop-port block
within this subzone;

b. UseDRCHForFLCS field equals ‘0°, subzone s is part
of the BRCH zone, and b, is a usable hop-port block
within this subzone;

then

a. define the k-th hop-port block FLCSHopPortBlock[k]
of the FLCS to be a block of Ng,; ,x consecutive
hop-ports (BRCH, 0, s, b,, 0) through (BRCH, 0, s, b_,
Nzrocz=1) if UseDRCHForFLCS field equals ‘0’
and to a block of Ny, consecutive hop-ports
(DRCH, 0, s, b, 0) through (DRCH, 0, s, b, Nz, ocx—
1) if UseDRCHForFL.CS field equals ‘1°.

b. increment b, by 1.

c. Increment k by 1.

3. Setsto (s+1) mod S.

4. If k<Nz; s 5rocxs then repeat steps (2) and (3).

The Nz; ~s 57 0cxs hop-port blocks allocated for the FLCS
may be exchanged with other hop-port blocks in order to
improve diversity. The association of the exchanged hop-port
blocks to the allocated hop-port blocks for the FLCS may be
defined as follows. The set of usable hop-port blocks may be

15

20

25

30

35

40

45

50

55

60

65

14
divided into three control hopping zones of approximately
equal sizes M, M, and M,, where M,=[ TotalNumBlocks/3],
M, =[ TotalNumBlocks/3] if TotalNumBlocks mod 3=2 and
M, =| TotalNumBlocks/3 | otherwise, and
M,=| TotalNumBlocks/3 |.

Intra-zone permutations H,?, H,?, and H,? of sizes M, M,
and M, corresponding to forward link PHY frame j of super-
frame i may be defined as follows:

1. Set SEED,=fpy: 774521 5%2 %32 x4 +PilotIDx32 x4 +(i
mod 32)x4+k), where PilotID is an ID of a sector and
forrvrraser 18 @ hash function.

2. H,/ is a permutation of size M, generated with seed
SEED, using a permutation generation algorithm, with
0=k<3. H, is independent of the forward link PHY
frame index and is therefore constant over a superframe.

3. H,Y as a m-th order cyclic shift of permutation H,":

H Y (n)=H((n+m)mod M), for 0=n<M,, where

m=fprry-masa(PilotID+j+1))mod M;.

The association of the exchanged hop-port blocks to the
allocated hop-port blocks for the FLCS in forward link PHY
frame j of superframe i may be performed according to the
following procedure.

1. Initialize a counter k of FLCS hop-port blocks to 0.
Initialize a counter m of exchanged hop-ports to 0.
Initialize three counters c,, ¢, and c, of usable hop-port

blocks within the three control hopping zones to 0.

2. Set d=m mod 3.

3. If ¢, <M, then:

a. Set exchanged hop-port block ExchHop-portBlockij
[k] associated with the k-th hop-port block
FLCSHop-portBlock[k] of the FLCS to be the
(D+H_7(c ))-th usable hop-port block FLCSUsable-
Block[D+H_“(c )], where D=0 if d=0, D=M,, if d=1,
and D=(M,+M,) if d=2.

b. Increment ¢, by 1;

c. Increment m by 1;

d. Increment k by 1;

e. Proceed to 4;

otherwise

a. Increment m by 1;

b. Repeat 2 and 3.

4. f k<Ng; s 5rocxs then repeat 2 and 3.

When the k-th hop-port block FLCSHopPortBlock[k] of
the FL.CS is exchanged with the ExchHopPortBlockij[ k] hop-
port block in forward link PHY frame j of superframe i, the
subcarrier block corresponding to hop-port block FLCSHop-
PortBlock[k] may be mapped by hop-port block ExchHop-
PortBlockij[k] while the subcarrier block corresponding to
hop-port block ExchHopPortBlockij[k] may be mapped by
hop-port block FLCSHopPortBlock[k]. Specifically let p,,
Pis - - - » Pasrocx be a set of contiguous hop-ports within
hop-port block FLCSHopPortBlock[k] and let p'y, p'y, - . - ,
P'varocx.. be a set of contiguous hop-ports within hop-port
block ExchHopPortBlockij[k]. In OFDM symbol t of for-
ward link PHY frame j in superframe i, the m-th hop-port
within hop-port block FLCSHopPortBlock[k] may be
mapped to the subcarrier mapped by hop-port p',, according
to the mapping algorithm for the BRCH or DRCH hop-ports,
for 0=m<Ny; ;- Similarly, the m-th hop-port within hop-
port block ExchHopPortBlockij[k] may be mapped to the
subcarrier mapped by hop-port p,, according to the mapping
algorithm for BRCH or DRCH hop-ports, for 0=m<Ny; ocx-

The allocation of hop-port blocks to the FLCS is static
whereas the allocation of the associated exchanged hop-port
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blocks depends on the forward link PHY frame index and the
superframe index and is also sector specific.

FIG. 13 shows an example of hop-port exchange for the
FLCS. In this example, four subzones 0 through 3 are formed
with the N, hop-ports in on SDMA subtree, and the FLCS
is allocated four hop-port blocks F0 through F3, which may
be the first hop-port block in subzones 0 through 3, respec-
tively. Three control hopping zone 0, 1 and 2 may be defined,
with each control hopping zone including about Y5 of the
usable hop-port blocks. Hop-port block F0 may be associated
with an exchanged hop-port block E0 in control hopping zone
0, hop-port block F1 may be associated with an exchanged
hop-port block E1 in control hopping zone 1, hop-port block
F2 may be associated with an exchanged hop-portblock E2 in
control hopping zone 2, and hop-port block F3 may be asso-
ciated with an exchanged hop-port block E3 in control hop-
ping zone 0. The exchanged hop-port blocks may be selected
in a pseudo-random manner.

Hop-port block F0 may be mapped to subcarrier block Sa,
and hop-port block E0 may be mapped to subcarrier block Sb.
The FLCS may occupy subcarrier block Sb to which the
exchanged hop-port block E0 is mapped, instead of subcarrier
block Sa to which the allocated hop-port block F0 is mapped.
The mapping of the other hop-port blocks to subcarrier blocks
may occur in similar manner.

Equations (6) through (11) show some designs for map-
ping hop-ports to subcarriers. The mapping of hop-ports to
subcarriers may also be performed in other manners using
other functions, permutations, combinations of permutations,
parameters, etc.

The global and sector-specific permutation functions
described above may be generated in various manners. In one
design, a permutation function H*? - - - “ may be generated by
first deriving a seed based on a function of all parameters for
the permutation function, as follows:

SEED=f;;45z{@,b, . . ., d), Eq(12)
where f;,, ;(a, b, . . ., d) may be a hash function of a value
obtained with all of the input parameters a, b, . . . , d. Permu-

tation H*? - - - “ may then be generated with the SEED and for
a particular size using any permutation generation algorithm
known in the art.

FIG. 14 shows a design of a process 1400 for mapping
hop-ports to subcarriers. A plurality of hop-ports may be
partitioned into multiple subzones, with each subzone includ-
ing a configurable number of hop-ports (block 1412). The
hop-ports within each subzone may be permuted based on a
permutation function, which may be different for each sub-
zone and each sector (block 1414).

After permutation, the plurality of hop-ports in the multiple
subzones may be mapped to a plurality of subcarriers (block
1416). For the LH and BRCH structures, a block of hop-ports
in a subzone may be mapped to a designated block of con-
tiguous subcarriers among the plurality of subcarriers. For the
GH structure, a block of hop-ports in a subzone may be
mapped to a block of contiguous subcarriers among the plu-
rality of subcarriers based on a second permutation function,
which may be common for all subzones and all sectors. For
the DRCH structure, a block of hop-ports in a subzone may be
mapped to a set of subcarriers distributed across the plurality
of subcarriers.

The mapping of hop-ports to subcarriers may be performed
for only usable hop-ports in the multiple subzones and may
avoid a group of reserved subcarriers, if any. At least one
hop-port may be mapped to at least one subcarrier occupied

20

25

30

35

40

45

50

55

60

65

16

by a control segment (e.g., a CDMA subsegment) and may be
remapped to at least one subcarrier assigned to the control
segment.

FIG. 15 shows a design of an apparatus 1500 for mapping
hop-ports to subcarriers. Apparatus 1500 includes means for
partitioning a plurality of hop-ports into multiple subzones,
with each subzone including a configurable number of hop-
ports (module 1512), means for permuting the hop-ports
within each subzone based on a permutation function (mod-
ule 1514), and means for mapping the plurality of hop-ports
in the multiple subzones, after permutation, to a plurality of
subcarriers (module 1516).

FIG. 16 shows a design of a process 1600 for hopping with
remapping. A set of hop-ports may be mapped to a set of
subcarriers based on at least one permutation function (block
1612). The set of hop-ports may be a block of hop-ports, a
subzone of hop-ports, etc. At least one hop-port mapped to at
least one unavailable subcarrier may be identified (block
1614) and may be remapped to at least one available subcar-
rier outside the set of subcarriers (block 1616).

For blocks 1614 and 1616, a first group of subcarriers
assigned to a control segment (e.g., a CDMA subsegment)
and a second group of subcarriers occupied by the control
segment may be determined. The control segment may hop
from the first group to the second group, and each group may
include contiguous subcarriers. The subcarriers in the second
group may be unavailable, and the at least one unavailable
subcarrier may be among those in the second group. The
subcarriers in the first group but not in the second group may
be available for remapping by hop-ports, and the at least one
available subcarrier may be among these subcarriers.

FIG. 17 shows a design of an apparatus 1700 for hopping
with remapping. Apparatus 1700 includes means for mapping
a set of hop-ports to a set of subcarriers based on at least one
permutation function (module 1712), means for identifying at
least one hop-port mapped to at least one unavailable subcar-
rier (module 1714), and means for remapping the at least one
hop-port to at least one available subcarrier outside the set of
subcarriers (module 1716).

FIG. 18 shows a design of a process 1800 for distributed
hopping while avoiding certain subcarriers. At least one zone
of subcarriers usable for transmission but to be avoided may
be determined (block 1812). The at least one zone may
include a zone of reserved subcarriers for a control segment,
a zone of subcarriers for BRCH, etc. A set of hop-ports may
be mapped to a set of subcarriers distributed across a plurality
of subcarriers and avoiding the subcarriers in the at least one
zone (block 1814). The subcarriers in the set may be evenly
spaced across the plurality of subcarriers. The plurality of
subcarriers may span the entire system bandwidth, and the at
least one zone may include contiguous subcarriers located
away from the left and right edges of the system bandwidth,
e.g., as shown in FIG. 12A. The plurality of subcarriers may
also span a portion of the system bandwidth, and the at least
one zone of subcarriers may span the remaining portion of the
system bandwidth, e.g., as shown in FIG. 12B.

FIG. 19 shows a design of an apparatus 1900 for distributed
hopping while avoiding certain subcarriers. Apparatus 1900
includes means for determining at least one zone of subcar-
riers usable for transmission but to be avoided (module 1912),
and means for mapping a set of hop-ports to a set of subcar-
riers distributed across a plurality of subcarriers and avoiding
the subcarriers in the at least one zone (module 1914).

FIG. 20 shows a design of a process 2000 for hopping with
exchanged hop-ports. A first hop-port assigned to a control
segment (e.g., the FLCS) may be determined (block 2012). A
second hop-port to exchange with the first hop-port may be
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determined (block 2014). The first hop-port may be mapped
to a first subcarrier (block 2016), and the second hop-port
may be mapped to a second subcarrier (block 2018). The
second subcarrier may be assigned to the control segment
(block 2020), and the first subcarrier may be assigned to a
transmission assigned with the second hop-port (block 2022).

The exchanging of hop-ports and mapping to subcarriers
may be performed for any number of hop-ports assigned to
the control segment. In one design, a first set of hop-ports
assigned to the control segment and distributed across a con-
figurable number of subzones may be determined. A second
set of hop-ports to exchange with the first set of hop-ports and
distributed across a fixed number of hopping zones may be
determined. The first set of hop-ports may be mappedto a first
set of subcarriers, and the second set of hop-ports may be
mapped to a second set of subcarriers. The second set of
subcarriers may be assigned to the control segment, and the
first set of subcarriers may be assigned to one or more trans-
missions assigned with the second set of hop-ports.

FIG. 21 shows a design of an apparatus 2100 for hopping
with exchanged hop-ports. Apparatus 2100 includes means
for determining a first hop-port assigned to a control segment
(module 2112), means for determining a second hop-port to
exchange with the first hop-port (module 2114), means for
mapping the first hop-port to a first subcarrier (module 2116),
means for mapping the second hop-port to a second subcar-
rier (module 2118), means for assigning the second subcarrier
to the control segment (module 2120), and means for assign-
ing the first subcarrier to a transmission assigned with the
second hop-port (module 2122).

FIG. 22 shows a design of a process 2200 for performing
local and global hopping. Local hopping (e.g., LH or BRCH)
may be performed in a first time interval (block 2212). Global
hopping (e.g., GH or DRCH) may be performed in a second
time interval (block 2214). In one design, a block of hop-ports
may be mapped to a block of subcarriers within a subzone for
local hopping, and a block of hop-ports may be mapped to a
block of subcarriers anywhere within the system bandwidth
for global hopping. In another design, a block of hop-ports
may be mapped to a block of contiguous subcarriers within a
subzone for local hopping, and a block of hop-ports may be
mapped to a set of subcarriers distributed across a plurality of
subcarriers for global hopping.

Local and global hopping may be performed in different
time intervals, e.g., the first time interval may be for a first
interlace, and the second time interval may be for a second
interlace for HARQ. Local and global hopping may also be
performed in the same time interval, e.g., local hopping may
be performed for a first group of subcarriers, and global
hopping may be performed for a second group of subcarriers.

FIG. 23 shows a design of an apparatus 2300 for perform-
ing local and global hopping. Apparatus 2300 includes means
for performing local hopping in a first time interval (module
2312), and means for performing global hopping in a second
time interval (module 2314).

The modules in FIGS. 15,17, 19, 21 and 23 may comprise
processors, electronics devices, hardware devices, electron-
ics components, logical circuits, memories, etc., or any com-
bination thereof.

FIG. 24 shows a block diagram of one base station 110 and
two terminals 120x and 120y in system 100. Base station 110
is equipped with multiple (T) antennas 2434a through 2434z.
Terminal 120x is equipped with a single antenna 2452x. Ter-
minal 120y is equipped with multiple (R) antennas 2452a
through 2452r. Each antenna may be a physical antenna or an
antenna array.
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At base station 110, a transmit (TX) data processor 2420
may receive traffic data from a data source 2412 for one or
more terminals scheduled for data transmission. Processor
2420 may process (e.g., encode, interleave, and symbol map)
the traffic data and generate data symbols. Processor 2420
may also generate and multiplex signaling and pilot symbols
with the data symbols. A TX MIMO processor 2430 may
perform transmitter spatial processing (e.g., direct MIMO
mapping, precoding, beamforming, etc.) on the data, signal-
ing and pilot symbols. Multiple data symbols may be sent in
parallel on a single subcarrier via the T antennas. Processor
2430 may provide T output symbol streams to T transmitters
(TMTRs) 24324 through 2432¢. Each transmitter 2432 may
perform modulation (e.g., for OFDM) on its output symbols
to obtain output chips. Each transmitter 2432 may further
process (e.g., convert to analog, filter, amplify, and upconvert)
its output chips and generate a forward link signal. T forward
link signals from transmitters 2432a through 2432¢ may be
transmitted via T antennas 24344 through 2434z, respectively.

At each terminal 120, one or multiple antennas 2452 may
receive the forward link signals from base station 110. Each
antenna 2452 may provide a received signal to a respective
receiver (RCVR) 2454. Each receiver 2454 may process (e.g.,
filter, amplity, downconvert, and digitize) its received signal
to obtain samples. Each receiver 2454 may also perform
demodulation (e.g., for OFDM) on the samples to obtain
received symbols.

At single-antenna terminal 120x, a data detector 2460x
may perform data detection (e.g., matched filtering or equal-
ization) on the received symbols and provide data symbol
estimates. A receive (RX) data processor 2470x may process
(e.g., symbol demap, deinterleave, and decode) the data sym-
bol estimates and provide decoded data to a data sink 2472x.
Atmulti-antenna terminal 120y, a MIMO detector 2460y may
perform MIMO detection on the received symbols and pro-
vide data symbol estimates. An RX data processor 2470y may
process the data symbol estimates and provide decoded data
to a data sink 2472y.

Terminals 120x and 120y may transmit traffic data and/or
control information on the reverse link to base station 110. At
each terminal 120, traffic data from a data source 2492 and
control information from a controller/processor 2480 may be
processed by a TX data processor 2494, further processed by
a TX MIMO processor 2496 (if applicable), conditioned by
one or more transmitters 2454, and transmitted via one or
more antennas 2452. At base station 110, the reverse link
signals from terminals 120x and 120y may be received by
antennas 2434a through 2434¢, processed by receivers 2432a
through 2432¢, and further processed by a MIMO detector
2436 and an RX data processor 2438 to recover the traffic data
and control information sent by the terminals.

Controllers/processors 2440, 2480x and 2480y may con-
trol the operation at base station 110 and terminals 120x and
120y, respectively. Processors 2440, 2480x and 2480y may
each implement process 1400 in FIG. 14, process 1600 in
FIG. 16, process 1800 in FIG. 18, process 2000 in FIG. 20,
process 2200 in FIG. 22, and/or other process for the tech-
niques described herein. A scheduler 2444 may schedule
terminals for transmission on the forward and/or reverse link.
Memories 2442, 2482x and 2482y may store data and pro-
gram code for base station 110 and terminals 120x and 120y,
respectively.

The techniques described herein may be implemented by
various means. For example, these techniques may be imple-
mented in hardware, firmware, software, or a combination
thereof. For a hardware implementation, the processing units
used to perform the techniques at an entity (e.g., a base station
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or aterminal) may be implemented within one or more appli-
cation specific integrated circuits (ASICs), digital signal pro-
cessors (DSPs), digital signal processing devices (DSPDs),
programmable logic devices (PLDs), field programmable
gate arrays (FPGAs), processors, controllers, micro-control-
lers, microprocessors, electronic devices, other electronic
units designed to perform the functions described herein, a
computer, or a combination thereof.

For a firmware and/or software implementation, the tech-
niques may be implemented with code (e.g., procedures,
functions, modules, instructions, etc.) that performs the func-
tions described herein. In general, any computer/processor-
readable medium tangibly embodying firmware and/or soft-
ware code may be used in implementing the techniques
described herein. For example, the firmware and/or software
code may be stored in a memory (e.g., memory 2442, 2482x
or 2482y in FIG. 24) and executed by a processor (e.g.,
processor 2440, 2480x or 2480y). The memory may be imple-
mented within the processor or external to the processor. The
firmware and/or software code may also be stored in a com-
puter/processor-readable medium such as random access
memory (RAM), read-only memory (ROM), non-volatile
random access memory (NVRAM), programmable read-only
memory (PROM), electrically erasable PROM (EEPROM),
FLASH memory, floppy disk, compact disc (CD), digital
versatile disc (DVD), magnetic or optical data storage device,
etc. The code may be executable by one or more computers/
processors and may cause the computer/processor(s) to per-
form certain aspects of the functionality described herein.

The previous description of the disclosure is provided to
enable any person skilled in the art to make or use the disclo-
sure. Various modifications to the disclosure will be readily
apparent to those skilled in the art, and the generic principles
defined herein may be applied to other variations without
departing from the spirit or scope of the disclosure. Thus, the
disclosure is not intended to be limited to the examples and
designs described herein but is to be accorded the widest
scope consistent with the principles and novel features dis-
closed herein.

What is claimed is:

1. An apparatus for wireless communication, comprising:

at least one processor configured to:

partition a plurality of logical hop-ports into a plurality
of subzones;

permute the logical hop-ports of each particular subzone
of the plurality of subzones within the particular sub-
zone based on a permutation function that is specific
to the particular subzone; and

map the plurality of permuted logical hop-ports to a
plurality of physical subcarriers, a number of logical
hop-ports in the plurality of logical-hop ports equal to
a number of physical subcarriers in the plurality of
physical subcarriers; and

a memory coupled to the at least one processor.

2. The apparatus of claim 1, wherein the permutation func-
tion is different for a coverage area of each base station of a
plurality of base stations.

3. The apparatus of claim 1, wherein the plurality of sub-
zones includes at least one first useable subzone having a first
number of useable logical hop-ports, at least one second
useable subzone having a second number of useable logical
hop-ports that is less than the first number of useable logical
hop-ports, and at least one unusable subzone having no use-
able logical hop-ports.

4. The apparatus of claim 1, wherein the at least one pro-
cessor is configured to map the plurality of permuted logical
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hop-ports to the plurality of physical subcarriers further based
on a second permutation function common for all of the
plurality of subzones.

5. The apparatus of claim 1, wherein the at least one pro-
cessor is configured to identify at least one permuted logical
hop-port mapped to at least one physical subcarrier occupied
by a control segment, and to remap the at least one permuted
logical hop-portto at least one physical subcarrier assigned to
the control segment.

6. The apparatus of claim 1, wherein the at least one pro-
cessor is configured to map the plurality of permuted logical
hop-ports further to avoid a group of reserved physical sub-
carriers.

7. The apparatus of claim 1, wherein mapping the plurality
of permuted logical hop-ports comprises mapping a block of
the permuted logical hop-ports in one of the plurality of
subzones to a block of contiguous physical subcarriers among
the plurality of physical subcarriers based on a second per-
mutation function.

8. The apparatus of claim 1, wherein mapping the plurality
of permuted logical hop-ports comprises mapping a block of
the permuted logical hop-ports in one of the plurality of
subzones to a designated block of contiguous physical sub-
carriers among the plurality of physical subcarriers.

9. The apparatus of claim 1, wherein mapping the plurality
of permuted logical hop-ports comprises mapping a block of
the permuted logical hop-ports in one of the plurality of
subzones to a set of physical subcarriers distributed across the
plurality of physical subcarriers.

10. The apparatus of claim 1, wherein the at least one
processor is configured to determine usable logical hop-ports
of the plurality of logical hop-ports.

11. A method for wireless communication, comprising:

partitioning a plurality of logical hop-ports into a plurality

of subzones;

permuting the logical hop-ports of each particular subzone

of the plurality of subzones within the particular sub-
zone based on a permutation function that is specific to
the particular subzone; and
mapping the plurality of permuted logical hop-ports to a
plurality of physical subcarriers, a number of logical
hop-ports in the plurality of logical-hop ports equal to a
number of physical subcarriers in the plurality of physi-
cal subcarriers.
12. The method of claim 11, wherein mapping the plurality
of permuted logical hop-ports comprises mapping the plural-
ity of permuted logical hop-ports in one of the plurality of
subzones to a block of contiguous physical subcarriers among
the plurality of physical subcarriers based on a second per-
mutation function.
13. The method of claim 11, wherein mapping the plurality
of permuted logical hop-ports comprises mapping the plural-
ity of permuted logical hop-ports in one of the plurality of
subzones to a designated block of contiguous physical sub-
carriers among the plurality of physical subcarriers.
14. The method of claim 11, wherein mapping the plurality
of permuted logical hop-ports comprises mapping the plural-
ity of permuted logical hop-ports in one of the plurality of
subzones to a set of physical subcarriers distributed across the
plurality of physical subcarriers.
15. An apparatus for wireless communication, comprising:
means for partitioning a plurality of logical hop-ports into
a plurality of subzones;

means for permuting the logical hop-ports of each particu-
lar subzone of the plurality of subzones within the par-
ticular subzone based on a permutation function that is
specific to the particular subzone; and
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means for mapping the plurality of permuted logical hop-
ports to a plurality of physical subcarriers, a number of
logical hop-ports in the plurality of logical-hop ports
equal to anumber of physical subcarriers in the plurality
of physical subcarriers.

16. The apparatus of claim 15, wherein mapping the plu-
rality of permuted logical hop-ports comprises mapping the
plurality of permuted logical hop-ports in one of the plurality
of subzones to a block of contiguous physical subcarriers
among the plurality of physical subcarriers based on a second
permutation function.

17. The apparatus of claim 15, wherein mapping the plu-
rality of permuted logical hop-ports comprises mapping the
plurality of permuted logical hop-ports in one of the plurality
of subzones to a designated block of contiguous physical
subcarriers among the plurality of physical subcarriers.

18. The apparatus of claim 15, wherein mapping the plu-
rality of permuted logical hop-ports comprises mapping the
plurality of permuted logical hop-ports in one of the plurality
of'subzones to a set of physical subcarriers distributed across
the plurality of physical subcarriers.

19. A computer program product, comprising:

a non-transitory computer-readable medium comprising:

code for causing at least one computer to partition a
plurality of logical hop-ports into a plurality of sub-
zones;

code for causing the at least one computer to permute the
logical hop-ports of each particular subzone of the
plurality of subzones within the particular subzone
based on a permutation function that is specific to the
particular subzone; and

code for causing the at least one computer to map the
plurality of permuted logical hop-ports to a plurality
of physical subcarriers, a number of logical hop-ports
in the plurality of logical-hop ports equal to a number
of physical subcarriers in the plurality of physical
subcarriers.

20. An apparatus for wireless communication, comprising:

at least one processor configured to:

while a control segment nominally occupies a first plu-
rality of physical subcarriers, map a logical hop-port
to a first physical subcarrier outside the first plurality
of physical subcarriers based on at least one permu-
tation function; and

in response to the control segment hopping from the first
plurality of physical subcarriers to a second plurality
of physical subcarriers that includes the first physical
subcarrier, remap the logical hop-port to a second
physical subcarrier within the first plurality of physi-
cal subcarriers; and

a memory coupled to the at least one processor.

21. The apparatus of claim 20, wherein the control segment
comprises a Code Division Multiple Access (CDMA) sub-
segment occupying a group of contiguous physical subcarri-
ers in each frame in which the CDMA subsegment is sent.

22. The apparatus of claim 20, wherein the first and second
pluralities of physical subcarriers overlap, and wherein the
physical subcarriers in the first plurality of physical subcar-
riers and not in the second plurality of physical subcarriers are
available for remapping.

23. A method for wireless communication, comprising:

while a control segment nominally occupies a first plurality

of physical subcarriers, mapping a logical hop-port to a

first physical subcarrier outside the first plurality of
physical subcarriers based on at least one permutation
function; and
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in response to the control segment hopping from the first

plurality of physical subcarriers to a second plurality of

physical subcarriers that includes the first physical sub-

carrier, remapping the logical hop-port to a second

5 physical subcarrier within the first plurality of physical
subcarriers.

24. An apparatus for wireless communication, comprising:

at least one processor configured to:

determine a first logical hop-port assigned to a control
segment, the first logical hop-port mapped to a first
physical subcarrier assigned to the control segment;

determine a second logical hop-port to exchange with
the first logical hop-port, the second logical hop-port
mapped to a second physical subcarrier; and

assign the second physical subcarrier instead of the first
physical subcarrier to the control segment; and

a memory coupled to the at least one processor.

25. The apparatus of claim 24, wherein the at least one
processor is configured to assign the first physical subcarrier
20 to a transmission assigned to the second logical hop-port.

26. The apparatus of claim 24, wherein the at least one
processor is configured to:

determine a first set of logical hop-ports assigned to the

control segment, the first set comprising the first logical
hop-port,

determine a second set of logical hop-ports to exchange

with the first set of logical hop-ports, the second set
comprising the second logical hop-port,

map the first set of logical hop-ports to a first set of physical

subcarriers,

map the second set of logical hop-ports to a second set of

physical subcarriers, and

assign the second set of physical subcarriers instead of the

first set of physical subcarriers to the control segment.
27. The apparatus of claim 26, wherein the logical hop-
ports in the first set are distributed across a configurable
number of subzones, and wherein the logical hop-ports in the
second set are distributed across three hopping zones associ-
ated with three corresponding intra-zone permutations, each
intra-zone permutation having a size equal to a size of the
corresponding hopping zone.
28. A method for wireless communication, comprising:
determining a first logical hop-port assigned to a control
segment, the first logical hop-port mapped to a first
physical subcarrier assigned to the control segment;

determining a second logical hop-port to exchange with the
first logical hop-port, the second logical hop-port
mapped to a second physical subcarrier; and

assigning the second physical subcarrier instead of the first

physical subcarrier to the control segment.

29. The method of claim 28, further comprising:

determining a first set of logical hop-ports assigned to the

control segment, the first set comprising the first logical
hop-port;

determining a second set of logical hop-ports to exchange

with the first set of logical hop-ports, the second set
comprising the second logical hop-port;

mapping the first set of logical hop-ports to a first set of

physical subcarriers;

mapping the second set of logical hop-ports to a second set

of physical subcarriers; and

assigning the second set of physical subcarriers instead of

the first set of physical subcarriers to the control seg-
ment.

30. The method of claim 28, wherein the logical hop-ports
in the first set are distributed across a configurable number of
subzones, and wherein the logical hop-ports in the second set
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are distributed across three hopping zones associated with
three corresponding intra-zone permutations, each intra-zone
permutation having a size equal to a size of the corresponding
hopping zone.

31. An apparatus for wireless communication, comprising:

at least one processor configured to:

map logical hop-ports to a plurality of physical subcar-
riers by performing local hopping during a first time
interval, the local hopping performed based on a first
permutation function that is specific to a particular
subzone of logical hop-ports and specific to a particu-
lar coverage area of a particular base station of a
plurality of base stations; and

map the logical hop-ports to the plurality of physical
subcarriers by performing global hopping during a
second time interval, the global hopping performed
based on a second permutation function that is com-
mon to all coverage areas of all base stations of the
plurality of base stations and based on a third permu-
tation function that is specific to the particular cover-
age area and to the particular subzone; and

a memory coupled to the at least one processor.

32. The apparatus of claim 31, wherein the at least one
processor is configured to map a block of the logical hop-
ports to a block of physical subcarriers within a zone of the
plurality of physical subcarriers to perform the local hopping,
and to map the block of the logical hop-ports to physical
subcarriers anywhere within system bandwidth to perform
the global hopping.

33. The apparatus of claim 31, wherein the at least one
processor is configured to map a block of the logical hop-
ports to a block of contiguous physical subcarriers within a
zone of the plurality of physical subcarriers to perform the
local hopping, and to map the block ofthe logical hop-ports to
a set of physical subcarriers distributed across the plurality of
physical subcarriers to perform the global hopping.

34. The apparatus of claim 31, wherein the first time inter-
val is for a first interlace and the second time interval is for a
second interlace for hybrid automatic repeat request
(HARQ).

35. The apparatus of claim 31, wherein the at least one
processor is configured to perform local hopping for a first
group of subcarriers and to perform global hopping for a
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second group of subcarriers during the same time interval,
wherein a globally hopped transmission replaces a locally
hopped transmission when a corresponding globally hopped
subcarrier and a corresponding locally hopped subcarrier are
the same.

36. A method for wireless communication, comprising:

mapping logical hop-ports to a plurality of physical sub-

carriers by performing local hopping during a first time
interval, the local hopping performed based on a first
permutation function that is specific to a particular sub-
zone of logical hop-ports and specific to a particular
coverage area of a particular base station of a plurality of
base stations; and

mapping the logical hop-ports to the plurality of physical

subcarriers by performing global hopping during a sec-
ond time interval, the global hopping performed based
on a second permutation function that is common to all
coverage areas of all base stations ofthe plurality of base
stations and based on a third permutation function that is
specific to the particular coverage area and to the par-
ticular subzone.

37. The method of claim 36, wherein performing the local
hopping comprises mapping a block of logical hop-ports to a
block of physical subcarriers within a zone of the plurality of
physical subcarriers, and wherein performing the global hop-
ping comprises mapping the block of logical hop-ports to a
block of physical subcarriers.

38. The method of claim 36, wherein performing the local
hopping comprises mapping a block of the logical hop-ports
to a block of contiguous physical subcarriers within a zone of
the plurality of physical subcarriers, and wherein performing
the global hopping comprises mapping a block of the logical
hop-ports to a set of physical subcarriers distributed across
the plurality of physical subcarriers.

39. The method of claim 36, further comprising perform-
ing local hopping for a first group of subcarriers and perform-
ing global hopping for a second group of subcarriers during
the same time interval, wherein a globally hopped transmis-
sion replaces a locally hopped transmission when a corre-
sponding globally hopped subcarrier and a corresponding
locally hopped subcarrier are the same.
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