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ELECTRONIC APPARATUS FOR PROVIDING
HEALTH STATUS INFORMATION, METHOD
OF CONTROLLING THE SAME, AND
COMPUTER-READABLE STORAGE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation application of
U.S. patent application Ser. No. 14/658,666, filed on Mar. 16,
2015, which claims priorities from Korean Patent Application
No. 10-2014-0030457, filed on Mar. 14, 2014 in the Korean
Intellectual Property Office (KIPO), and Korean Patent
Application No. 10-2014-0098639, filed on Jul. 31, 2014, in
the KIPO, the disclosures of which are incorporated herein in
their entireties by reference.

BACKGROUND

[0002] 1. Field

[0003] Apparatuses and methods consistent with exem-
plary embodiments relate to an electronic apparatus for pro-
viding health status information, a method of controlling the
same, and a computer-readable recording medium having
recorded thereon computer program codes for performing the
method.

[0004] 2. Description of the Related Art

[0005] Recently, various electronic apparatuses provide
health-related functions to users. For these apparatuses, vari-
ous equipment is used to measure health-related information.
In particular, special apparatuses are used to measure health-
related information, for example, to photograph a subject by
using ultrasonic waves, computer tomography (CT), or mag-
netic resonance imaging (MRI), to measure blood pressure by
using a blood pressure gauge, or to measure a weight by using
a scale. However, since it is difficult for ordinary users to
easily use such special apparatuses, the ordinary users may
have difficulty in obtaining heath status information.

[0006] A technology of detecting a face region from an
image obtained by capturing a face of a user, and identifying
the detected face region is being developed.

[0007] Accordingly, health status information may be pro-
vided to the user without having to use a special apparatus if
a health status of the user can be determined based on the
image.

SUMMARY

[0008] Aspects of one or more exemplary embodiments
provide health status information to a user by using a face
image, and enable the user to easily obtain the health status
information.

[0009] Aspects of one or more exemplary embodiments
provide health status information obtainable by easily col-
lecting face images.

[0010] Aspects of one or more exemplary embodiments
provide a change of health status information over time to a
user.

[0011] Additional aspects will be set forth in part in the
description which follows and, in part, will be apparent from
the description, or may be learned by practice of exemplary
embodiments.

[0012] According to an aspect of an exemplary embodi-
ment, there is provided a device including: a storage config-
ured to store a first image including a face of a user and first
health status information extracted from the first image; an
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imager configured to capture an image; a controller config-
ured to control the imager to capture a second image includ-
ing the face of the user and to extract second health status
information from the captured second image; and a display
configured to output the second image and information other
than the stored first health status information from among the
extracted second health status information.

[0013] From among a plurality of applications in the
device, when a first application which captures an image by
using the imager is executed, the controller may be config-
ured to control the imager to capture the second image, and
when a second application that is different from the first
application is executed, the controller may be configured to
control the display to output the second image and the infor-
mation other than the first health status information from
among the extracted second health status information.
[0014] The device may further include: a user interface unit
configured to receive a user input for unlocking the device
when in a locked state, wherein the controller may be config-
ured, when the user input for unlocking the device in the
locked state is received, to control the imager to capture the
second image and to extract the second health status infor-
mation from the captured second image.

[0015] The device may further include: a user interface unit
configured to receive a user input for executing a video call
application in the device, wherein the controller may be con-
figured to, when the video call application is executed accord-
ing to the received user input, control the imager to capture
the second image, and to extract the second health status
information from the captured second image.

[0016] The first image may be a photograph that is received
from a server in which the user is registered.

[0017] The controller may be configured to normalize a
resolution of the face of the user in the captured second image
by expanding or reducing a size of the second image to a
pre-set size, and to extract the second health status informa-
tion from the normalized second image.

[0018] The controller may be configured to obtain a color
temperature of illumination on the face of the user at a point
of'time when the second image is captured, to normalize a hue
value of the face of the user by adjusting a hue value of the
second image based on the obtained color temperature, and to
extract the second health status information from the normal-
ized second image.

[0019] The display may be configured to output the second
image by displaying an indicator on a face region of the user
in the second image, from which the information other than
the first health status information is extracted, to indicate that
the information other than the first health status information is
extracted.

[0020] The display may be configured to output, in chro-
nological order, a plurality of second images that are captured
during a predetermined time period and health status infor-
mation extracted from the plurality of second images.

[0021] The display may be configured to output photo-
graphing guide information for guiding capturing of the face
of'the user based on a pre-set face image obtaining condition;
and the controller may be configured to determine whether
the imager captured the face of the user according to the
pre-set face image obtaining condition, and to determine,
when it is determined that the face of the user is captured
according to the pre-set face image obtaining condition, an
image of the face of the user as the second image.
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[0022] The device may further include: a sensor configured
to obtain bio-information of the user at a point of time when
the second image is captured, wherein the controller may be
configured to determine a biological condition of the user at
the point of time when the second image is captured based on
the obtained bio-information, and to exclude some of the
second facial condition information, which is shown on the
face of the user due to the biological condition.

[0023] According to an aspect of another exemplary
embodiment, there is provided a method of providing health
status information, by a device, the method including: obtain-
ing first health status information extracted from a first image
including a face of the user; capturing a second image includ-
ing the face of the user; extracting second health status infor-
mation from the captured second image; and outputting the
second image and information other than the first health sta-
tus information from among the extracted second health sta-
tus information.

[0024] The capturing the second image may include, from
among a plurality of applications in the device, when a first
application which captures an image by using an imager is
executed, capturing the second image; and the outputting the
second image and the information may include, from among
the plurality of applications in the device, when a second
application that is different from the first application is
executed, outputting the second image and the information
other than the first health status information from among the
second health status information.

[0025] The method may further include: receiving a user
input for unlocking the device when in a locked state, wherein
the capturing the second image may include, when the user
input is received, capturing the second image.

[0026] The method may further include: receiving a user
input for executing a video call application in the device,
wherein the capturing the second image may include, when
the user input is received, capturing the second image.
[0027] The first image may be a photograph that is received
from a server in which the user is registered.

[0028] The extracting the second health status information
may include: normalizing a resolution of the face of the user
in the second image by expanding or reducing a size of the
second image to a pre-set size; and extracting the second
health status information from the normalized second image.
[0029] The extracting the second health status information
may include: obtaining a color temperature of illumination on
the face of the user at a point of time when the second image
is captured; normalizing a hue value of the face of the user by
adjusting a hue value of the second image based on the
obtained color temperature; and extracting the second health
status information from the normalized second image.
[0030] The outputting the second image and the informa-
tion may include outputting the second image by displaying
an indicator on a face region of the user in the second image,
from which the information other than the first health status
information is extracted, to indicate that the information other
than the first health status information is extracted.

[0031] The outputting the second image and the informa-
tion may include outputting, in chronological order, a plural-
ity of the second images that are captured during a predeter-
mined time period and health status information extracted
from the plurality of second images.

[0032] The capturing the second image may include: out-
putting photographing guide information for guiding captur-
ing of the face of the user based on a pre-set face image

Jan. 7, 2016

obtaining condition; determining whether an imager captured
the face of the user according to the pre-set face image obtain-
ing condition; and when it is determined that the face of the
user is captured according to the pre-set face image obtaining
condition, determining an image of the face of the user as the
second image.

[0033] The method may further include: detecting bio-in-
formation of the user at a point of time when the second image
is captured, wherein the extracting the second health status
information may include: determining a biological condition
of the user at the point of time when the second image is
captured based on the detected bio-information; and exclud-
ing some of the second facial condition information, which is
shown on the face of the user due to the biological condition.
[0034] According to an aspect of another exemplary
embodiment, there is provided a non-transitory computer-
readable recording medium having recorded thereon a pro-
gram executable by a computer for performing the method.
[0035] According to an aspect of another exemplary
embodiment, there is provided a device including: a control-
ler configured to obtain a second image including the face of
the user and to extract second health status information from
the obtained second image; and an output device configured
to output the second image and information other than first
health status information, obtained from a first image includ-
ing the face of the user, from among the extracted second
health status information.

[0036] The device may further include: an imager config-
ured to capture an image, wherein the controller is configured
to control the imager to capture the second image including
the face of the user and to extract second health status infor-
mation from the captured second image.

[0037] From among a plurality of applications in the
device, when a first application which captures an image by
using the imager is executed, the controller may be config-
ured to control the imager to capture the second image, and
when a second application that is different from the first
application is executed, the controller may be configured to
control the output device to output the second image and the
information other than the first health status information from
among the extracted second health status information.
[0038] The device may further include: a user interface unit
configured to receive a user input for unlocking the device
when in a locked state, wherein the controller may be config-
ured, when the user input for unlocking the device in the
locked state is received, to control the imager to capture the
second image and to extract the second health status infor-
mation from the captured second image.

[0039] The device may further include a user interface unit
configured to receive a user input for executing a video call
application in the device, wherein the controller may be con-
figured to, when the video call application is executed accord-
ing to the received user input, control the imager to capture
the second image, and to extract the second health status
information from the captured second image.

[0040] The first image may be a photograph that is received
from a server in which the user is registered.

[0041] The controller may be configured to normalize a
resolution of the face of the user in the obtained second image
by expanding or reducing a size of the second image to a
pre-set size, and to extract the second health status informa-
tion from the normalized second image.

[0042] The controller may be configured to obtain a color
temperature of illumination on the face of the user at a point
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of'time when the second image is captured, to normalize a hue
value of the face of the user by adjusting a hue value of the
second image based on the obtained color temperature, and to
extract the second health status information from the normal-
ized second image.

[0043] The output device may be configured to output the
second image by displaying an indicator on a face region of
the user in the second image, from which the information
other than the first health status information is extracted, to
indicate that the information other than the first health status
information is extracted.

[0044] The output device may be configured to output, in
chronological order, a plurality of second images that are
captured or obtained during a predetermined time period and
health status information extracted from the plurality of sec-
ond images.

[0045] The output device may be configured to output pho-
tographing guide information for guiding capturing of the
face of the user based on a pre-set face image obtaining
condition; and the controller may be configured to determine
whether the imager captured the face of the user according to
the pre-set face image obtaining condition, and to determine,
when it is determined that the face of the user is captured
according to the pre-set face image obtaining condition, an
image of the face of the user as the second image.

[0046] The device may further include a sensor configured
to obtain bio-information of the user at a point of time when
the second image is captured, wherein the controller may be
configured to determine a biological condition of the user at
the point of time when the second image is captured based on
the obtained bio-information, and to exclude some of the
second facial condition information, which is shown on the
face of the user due to the biological condition.

BRIEF DESCRIPTION OF THE DRAWINGS

[0047] These and/or other aspects will become apparent
and more readily appreciated from the following description
of exemplary embodiments, taken in conjunction with the
accompanying drawings in which:

[0048] FIG. 1 is a diagram for describing a method of
extracting health status information of a user from a face
image including a face of the user, according to an exemplary
embodiment;

[0049] FIG. 2 is a flowchart of a method of obtaining, by a
device, health status information of a user, based on a face
image of the user, according to an exemplary embodiment;
[0050] FIG. 3 is a diagram for describing a method of
registering a face of a user, according to an exemplary
embodiment;

[0051] FIG. 4 is a diagram for describing a method of
registering information about a user, according to an exem-
plary embodiment;

[0052] FIG. 5 is a diagram for describing a method of
setting, by a device, information to be considered during a
health examination, based on selection of a user, according to
an exemplary embodiment;

[0053] FIG. 6 is a flowchart of a method of obtaining, by a
device, a face image, according to an exemplary embodiment;
[0054] FIG. 7 is a flowchart of a method of obtaining, by a
device, a face image from an input image, according to an
exemplary embodiment;

[0055] FIG. 8 is a flowchart of a method of obtaining, by a
device, a face image by capturing a template, according to an
exemplary embodiment;
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[0056] FIG. 9 is a diagram for describing a method of
providing, by a device, guide information while capturing a
template, according to an exemplary embodiment;

[0057] FIG. 10 is a diagram for describing a method of
providing, by a device, guide information while capturing a
template, according to another exemplary embodiment;
[0058] FIG. 11 is a diagram for describing a method of
capturing, by a device, a face within a certain distance from a
camera while capturing a template, according to an exem-
plary embodiment;

[0059] FIG. 12 is a diagram for describing a method of
capturing, by a device, a face while capturing a template such
that a direction of the face within an input image is a direction
facing a camera straight, according to an exemplary embodi-
ment;

[0060] FIG. 13 is a diagram for describing a method of
obtaining, by a device, an input image while capturing a
template, based on whether a face of a user is wearing
makeup, according to an exemplary embodiment;

[0061] FIG. 14 is a diagram for describing a method of
obtaining, by a device, an input image according to a pre-set
illumination value while capturing a template, according to
an exemplary embodiment;

[0062] FIGS. 15A and 15B are diagrams for describing a
method of obtaining, by a device, a face image in a face
authentication mode while capturing a template, according to
an exemplary embodiment;

[0063] FIG. 16 is a diagram for describing a method of
obtaining, by a device, a face image of a user while executing
a video call, according to an exemplary embodiment;

[0064] FIG. 17 is a diagram for describing a method of
obtaining, by a device, a face image of a user while executing
an application, according to an exemplary embodiment;
[0065] FIG. 18 is a diagram for describing a method of
obtaining, by a device, a face image of auser when the device
is worn on a wrist, according to an exemplary embodiment;
[0066] FIG. 19 is a diagram for describing a method of
obtaining, by a device, a face image of auser when the device
is a glasses type, according to an exemplary embodiment;
[0067] FIG. 20 is a table for describing photographing cir-
cumstance information obtained while obtaining a face image
by a device by using an imaging unit, according to an exem-
plary embodiment;

[0068] FIG. 21 is a flowchart of a method of obtaining, by
adevice, a face image from an image received from an exter-
nal source, according to an exemplary embodiment;

[0069] FIG. 22 is a diagram for describing a method of
obtaining, by a device, a face image from an external server,
according to an exemplary embodiment;

[0070] FIGS. 23A and 23B are diagrams for describing a
method of obtaining, by a device, a face image of a user from
an image selected by the user, according to an exemplary
embodiment;

[0071] FIG. 24 is a diagram for describing a process of
obtaining, by a device, a face image from images stored in the
device, according to an exemplary embodiment;

[0072] FIG. 25 is a diagram for describing a method of
extracting, by a device, a face image from an image selected
by a user, according to an exemplary embodiment;

[0073] FIG. 26 is a diagram for describing a method of
extracting, by a device, a face image from a moving image,
according to an exemplary embodiment;
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[0074] FIG. 27 is a diagram for describing a process of
assigning, by a device, an identifier to a face image, according
to an exemplary embodiment;

[0075] FIG. 28 is a diagram for describing a method of
recording, by a device, information that health status infor-
mation is obtained from an image, on a file of the image,
according to an exemplary embodiment;

[0076] FIG.29 isatable for describing a method of storing,
by a device, a face image, according to an exemplary embodi-
ment;

[0077] FIG. 30 is a flowchart of a method of normalizing,
by a device, a face image, according to an exemplary embodi-
ment;

[0078] FIG. 31 is a diagram for describing a method of
normalizing, by a device, a size of a face image, according to
an exemplary embodiment;

[0079] FIGS. 32A through 32C are diagrams for describing
a method of adjusting, by a device, an effect of a color tem-
perature of illumination on a face image, according to an
exemplary embodiment;

[0080] FIG. 32D isaflowchart of a method of normalizing,
by adevice, a color ofa face in an input image based on a color
of a base region, according to an exemplary embodiment;
[0081] FIG. 32E is a diagram for describing a method of
normalizing a color of a face in an input image based on a
color of a base region, according to an exemplary embodi-
ment;

[0082] FIG. 33 is a flowchart of a method of extracting, by
a device, facial condition information indicating a condition
of a face of a user, from a normalized face image of the user,
according to an exemplary embodiment;

[0083] FIG. 34 is a flowchart of a method of extracting, by
a device, facial condition information shown on a face from a
normalized face image, according to an exemplary embodi-
ment;

[0084] FIGS. 35A and 35B are diagrams for describing a
method of determining, by a device, a location of a diagnosis
region, according to an exemplary embodiment;

[0085] FIGS. 36A and 36B are diagrams for describing a
method of extracting, by a device, facial condition informa-
tion from a diagnosis region, according to an exemplary
embodiment;

[0086] FIG. 37 is a flowchart of a method of obtaining, by
a device, health status information related to health of a user
based on facial condition information, according to an exem-
plary embodiment;

[0087] FIGS. 38A and 38B are tables for describing a
method of extracting, by a device, health status information of
a user based on facial condition information extracted from a
face image, according to an exemplary embodiment;

[0088] FIG. 39 is a flowchart of a method of obtaining, by
a device, health status information from facial condition
information by considering photographing circumstance
information obtained while capturing a face, according to an
exemplary embodiment;

[0089] FIG. 40 is a diagram for describing a method of
displaying photographing circumstance information
obtained while capturing an image, together with health sta-
tus information of a user, according to an exemplary embodi-
ment;

[0090] FIGS. 41A and 41B are diagrams for describing a
method of providing, by a device, a function of selecting
photographing circumstance information to be considered by
the device from among a plurality of pieces of photographing
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circumstance information, while obtaining health status
information from facial condition information, according to
an exemplary embodiment;

[0091] FIG. 42 is a flowchart of a method of obtaining, by
a device, health status information from facial condition
information based on a point of time when a face image is
captured, according to an exemplary embodiment;

[0092] FIG. 43 is a diagram for describing a process of
obtaining, by a device, health status information, according to
an exemplary embodiment;

[0093] FIG. 44A is a diagram for describing a method of
obtaining, by a device, health state information by using a
service server, according to an exemplary embodiment;
[0094] FIG. 44B illustrates a database about users, which is
stored in a service server, according to an exemplary embodi-
ment;

[0095] FIG. 44C is a flowchart of a process of obtaining, by
a device, health status information by using a service server,
according to an exemplary embodiment;

[0096] FIG. 45 is a flowchart of'a method of displaying, by
a device, health status information of a user, according to an
exemplary embodiment;

[0097] FIG. 46 is a diagram for describing a method of
providing, by a device, a user interface for providing health
status information calculated from a face of a user displayed
by the device as the device displays a stored image, according
to an exemplary embodiment;

[0098] FIG. 47 is a diagram for describing a method of
displaying, by a device, health status information on a dis-
played image, according to an exemplary embodiment;
[0099] FIG. 48A is a diagram for describing a method of
providing, by a device, a user interface for selecting a person
to be displayed on a screen from health status information
about a plurality of people, according to an exemplary
embodiment;

[0100] FIG. 48B is a diagram for describing a method of
displaying, by a device, input images of a person selected by
a user and health status information corresponding to the
input images, according to an exemplary embodiment;
[0101] FIGS. 49A through 49C are diagrams for describing
a method of providing, by a device, health status information
about a period or a disease selected by a user, according to an
exemplary embodiment;

[0102] FIG. 50A illustrates a screen of providing health
status information, according to an exemplary embodiment;
[0103] FIG. 50B illustrates a screen of providing health
status information, according to another exemplary embodi-
ment;

[0104] FIG. 51A illustrates a screen of providing health
status information, according to another exemplary embodi-
ment;

[0105] FIG. 51B is a diagram for describing a method of
displaying, by a device, facial condition information that
changes over time, from among pieces of facial condition
information of a user, according to an exemplary embodi-
ment;

[0106] FIG. 52 illustrates a screen of providing health sta-
tus information, according to another exemplary embodi-
ment;

[0107] FIGS. 53A and 53B are diagrams for describing a
method of providing, by a device, health status information of
auser in a calendar form, according to an exemplary embodi-
ment;
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[0108] FIG. 54 is a diagram for describing a method of
displaying, by a device, health status information of a user
when a social network application is executed, according to
an exemplary embodiment;

[0109] FIG. 55 is a flowchart illustrating a method of
extracting, by a device, a difference in a facial condition of a
user by comparing a face image and a reference image;
[0110] FIG.56is atable of photographing elements accord-
ing to an exemplary embodiment;

[0111] FIG. 57 is a diagram for describing a method of
determining, by a device, a reference image, according to an
exemplary embodiment;

[0112] FIGS. 58A through 58C are diagrams for describing
a method of determining, by a device, a reference image,
according to one or more exemplary embodiments;

[0113] FIG. 59 is a diagram for describing a method of
generating, by a device, a plurality of reference images
according to circumstances by compensating one base image,
according to an exemplary embodiment;

[0114] FIGS. 60A through 60B are diagrams for describing
a method of determining, by a device, a reference image
based on a status value of a photographing element of a face
image, and determining, by the device, a health status of a
user by comparing the face image and the reference image,
according to an exemplary embodiment;

[0115] FIGS. 61A through 61F are diagrams for describing
a method of obtaining, by a device, health status information
of'a user from a face image of the user, and providing, by the
device, a hospital related service based on the health status
information, according to one or more exemplary embodi-
ments;

[0116] FIG. 62 is a database of health status information
extractable from facial condition information and prescrip-
tion information according to the health status information,
according to an exemplary embodiment;

[0117] FIGS. 63A through 63C are diagrams for describing
a method of providing, by a device, prescription information
suitable to a user based on health status information of the
user, according to one or more exemplary embodiments;
[0118] FIG. 64 is a diagram for describing a method of
providing, by a device, a service related to health status infor-
mation of a user to the user by interworking with a plurality of
third party servers that provide health related information,
according to an exemplary embodiment;

[0119] FIG. 65 is a diagram for describing a method of
providing, by a device, a service provided by a third party
server to a user through a service server, according to an
exemplary embodiment;

[0120] FIG. 66 is a diagram for describing a method of
providing, by a device, services provided by third party serv-
ers to a user, by using a service server interworking with an
integrated server of the third party servers, according to an
exemplary embodiment;

[0121] FIG. 67 is a diagram for describing a method of
providing, by a device, services provided by third party serv-
ers by using a service server, when the service server operates
as an integrated server, according to an exemplary embodi-
ment;

[0122] FIG. 68 is a block diagram of a device according to
an exemplary embodiment;

[0123] FIG. 69 is a block diagram of a device according to
another exemplary embodiment; and

[0124] FIG. 70 is a block diagram of a service server
according to an exemplary embodiment.
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DETAILED DESCRIPTION

[0125] Advantages and features of one or more exemplary
embodiments and methods of accomplishing the same may
be understood more readily by reference to the following
detailed description of exemplary embodiments and the
accompanying drawings. In this regard, the present exem-
plary embodiments may have different forms and should not
be construed as being limited to the descriptions set forth
herein. Rather, these exemplary embodiments are provided so
that this disclosure will be thorough and complete and will
fully convey the concept of the present embodiments to one of
ordinary skill in the art, and the present invention will only be
defined by the appended claims. Like reference numerals
refer to like elements throughout the specification.

[0126] Hereinafter, the terms used in the specification will
be briefly defined, and the embodiments will be described in
detail.

[0127] All terms including descriptive or technical terms
which are used herein should be construed as having mean-
ings that are obvious to one of ordinary skill in the art. How-
ever, the terms may have different meanings according to the
intention of one of ordinary skill in the art, precedent cases, or
the appearance of new technologies. Also, some terms may be
arbitrarily selected by the applicant, and in this case, the
meaning of the selected terms will be described in detail in the
detailed description of exemplary embodiments. Thus, the
terms used herein have to be defined based on the meaning of
the terms together with the description throughout the speci-
fication.

[0128] When a part “includes” or “comprises” an element,
unless there is a particular description contrary thereto, the
part can further include other elements, not excluding the
other elements. Also, the term “unit” in the embodiments of
the present invention means a software component or hard-
ware component such as a field-programmable gate array
(FPGA) or an application-specific integrated circuit (ASIC),
and performs a specific function. However, the term “unit” is
not limited to software or hardware. The “unit” may be
formed so as to be in an addressable storage medium, or may
be formed so as to operate one or more processors. Thus, for
example, the term “unit” may refer to components such as
software components, object-oriented software components,
class components, and task components, and may include
processes, functions, attributes, procedures, subroutines, seg-
ments of program code, drivers, firmware, micro codes, cir-
cuits, data, a database, data structures, tables, arrays, or vari-
ables. A function provided by the components and “units”
may be associated with the smaller number of components
and “units”, or may be divided into additional components
and “units”.

[0129] As used herein, the term “and/or” includes any and
all combinations of one or more of the associated listed items.
Expressions such as “at least one of,” when preceding a list of
elements, modify the entire list of elements and do not modify
the individual elements of the list.

[0130] Throughout the specification, facial condition infor-
mation may denote a state of a reference face for determining
health information. The facial condition information may
include a facial color, numbers and sizes of blemishes and
pimples, inflamed eyes, an eye color, sizes of pupils, move-
ments of pupils, a face size, a shape of a face contour, a lip
color, a cracked lip, locations of facial organs, such as eyes, a
nose, a lip, ears, and eyebrows, a hair color, a hair condition,
and movements of facial muscles. Throughout the specifica-
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tion, a “face image obtaining condition” may mean a condi-
tion satisfied by a face region in an input image for a device to
extract facial condition information from the face region in
the input image.

[0131] Reference will now be made in detail to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings. In this regard, the present exem-
plary embodiments may have different forms and should not
be construed as being limited to the descriptions set forth
herein. In the following description, well-known functions or
constructions are not described in detail so as not to obscure
the embodiments with unnecessary detail.

[0132] FIG. 1 is a diagram for describing a method of
extracting health status information 40 of a user from a face
image 20 including a face of the user, according to an exem-
plary embodiment.

[0133] Referring to FIG. 1, a device 100 may obtain the
face image 20 from an input image 10. The input image 10
may be an image obtained via general photographing of a
user. Alternatively, the input image 10 may be an image
received from an external device, may be an image obtained
by capturing a template (for example, unlocking face recog-
nition) to capture a face, etc.

[0134] The device 100 may obtain the face image 20 from
the input image 10 that satisfies a pre-set (e.g., predeter-
mined) face image obtaining condition. The pre-set face
image obtaining condition may include at least one of a con-
dition about whether a face is detected, a condition about a
face direction, a condition about illumination during photo-
graphing, a condition about shaking during photographing, a
condition about whether eyes are opened, a condition about a
facial expression, a condition about whether ears are view-
able, a condition about whether a face is at the center, and a
condition about a face size.

[0135] The face image 20 may mean an image including
only (or including substantially) a face region from an entire
region of the input image 10. For example, the face image 20
may be a rectangular region having a region from a forehead
to a chin as a vertical region and a region between two ears as
ahorizontal region from among a face of a subject in the input
image 10. According to another exemplary embodiment, the
face image 20 may be a rectangular region having a region
from a predetermined distance from a forehead to a predeter-
mined distance from a chin as a vertical region and a region
from a predetermined distance from one ear to a predeter-
mined distance from another ear as a horizontal region from
among a face of a subject in the input image 10.

[0136] The device 100 may detect the face region from the
input image 10 and store an image of the face region as the
face image 20. One or more exemplary embodiments of the
device 100 obtaining the input image 10 and obtaining the
face image 20 from the input image 10 will be described in
detail below with reference to FIGS. 8 through 29.

[0137] Upon obtaining the face image 20, the device 100
may normalize the face image 20 in or according to a pre-set
standard. For example, the device 100 may change a size of
the face image 20 to a pre-set size. Alternatively, the device
100 may adjust an effect of a color temperature of illumina-
tion on the face image 20, may change brightness of the face
image 20 to pre-set brightness, etc. One or more exemplary
embodiments of the device 100 normalizing the face image
20 based on a pre-set standard will be described in detail
below with reference to FIGS. 30 through 32E.
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[0138] Uponnormalizing the face image 20, the device 100
may extract facial condition information from the face image
20. One or more exemplary embodiments of the device 100
extracting the facial condition information from the face
image 20 will be described in detail below with reference to
FIGS. 33 through 36.

[0139] Uponobtaining the facial condition information, the
device 100 may obtain the health status information 40 indi-
cating a health status of the user by using the facial condition
information. One or more exemplary embodiments of the
device 100 obtaining the health status information 40 by
using the facial condition information will be described in
detail below with reference to FIGS. 37 through 44.

[0140] Also, the device 100 may provide the health status
information 40 to the user according to any of various meth-
ods. One or more exemplary embodiments of the device 100
providing the health status information 40 will be described in
detail below with reference to FIGS. 45 through 54.

[0141] FIG. 2isaflowchart ofa method of obtaining, by the
device 100, health status information of a user, based on a face
image of the user, according to an exemplary embodiment.
[0142] In operation S210, the device 100 may obtain first
facial condition information for determining a health status of
a user, which is extracted from a pre-captured and/or pre-
stored image including a face of the user.

[0143] The pre-captured image may be a plurality of
images that are captured before a point of time when an input
image is captured. The first facial condition information
extracted from the pre-captured image may be stored in the
device 100

[0144] Facial condition information may be about a status
of a reference face for determining health information. Facial
condition information may be determined according to one
input image.

[0145] In operation S220, the device 100 may obtain the
input image including the face of the user, when the face of the
user is captured.

[0146] For example, the device 100 may obtain the input
image via general photographing of the user. Alternatively,
the device 100 may obtain the input image from an external
device.

[0147] Alternatively, for example, the device 100 may
obtain the input image by capturing a template (for example,
unlocking face recognition) to capture a face. While capturing
a template, the device 100 may display photographing guide
information for guiding capturing of a face of a user, accord-
ing to a pre-set face image obtaining condition.

[0148] Upon obtaining the inputimage, the device 100 may
determine whether the input image satisfies the pre-set face
image obtaining condition. For example, the device 100 may
determine whether illumination while capturing the input
image is within a base range. Alternatively, the device 100
may determine whether a camera was shaken when the input
image is captured.

[0149] Also, the device 100 may determine whether a face
in a face region of the input image satisfies the pre-set face
image obtaining condition. For example, the device 100 may
determine whether an angle of the face is within a base angle
from a front face. Alternatively, the device 100 may determine
whether eyes of the face are opened, a facial expression of the
face in the input image, whether ears of the face are shown in
the input image, whether the face in the input image has at
least a base size, etc.
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[0150] The device 100 may use the input image only when
the input image satisfies the pre-set face image obtaining
condition. In operation S230, the device 100 may change the
face region of the user in the input image based on a reference
condition in order to remove an effect on the input image due
to a photographing condition different from that of the pre-
captured image.

[0151] For example, the device 100 may normalize resolu-
tion of the face of the user in the input image by expanding or
reducing a size of the face region to a pre-set size. Alterna-
tively the device 100 may exclude an effect of a color tem-
perature of illumination from the input image. For example, a
color temperature of illumination on the face of the user at a
point of time when the input image is captured is obtained.
Based on the color temperature, a hue value of the face of the
user in the input image may be normalized by adjusting a hue
value of the face region of the user in the input image. Alter-
natively, the device 100 may normalize the hue value of the
face of the user by adjusting the hue value of the face region
such that a color of a base region of the face region is changed
to a base color, or may normalize brightness of the face of the
user in the input image by changing brightness of the face
region to pre-set brightness.

[0152] As such, even when there are a plurality of images
captured under different photographing conditions, the
device 100 may normalize faces of users in the plurality of
images so as to provide an effect whereby the faces appear to
have been captured under the same photographing condition.
[0153] Accordingly, the device 100 may extract facial con-
dition information for determining a health status of the user
from images captured under the same photographing condi-
tion.

[0154] In operation S240, the device 100 may extract sec-
ond facial condition information for determining the health
status of the user from the changed face region.

[0155] By normalizing the face region of the user in the
input image, the device 100 may extract the second facial
condition information from the normalized face region.
[0156] Forexample, the device 100 may determine whether
aregion under an eye is swollen. Alternatively, the device 100
may determine whether a color of the region under the eye is
darker than before.

[0157] Inoperation S250, the device 100 may display infor-
mation indicating at least one difference between the second
facial condition information and the first facial condition
information.

[0158] For example, when the first facial condition infor-
mation is information that the region under the eye is swollen,
and the second facial condition information is information
that the region under the eye is swollen and is black, the
device 100 may display information that the region under the
eye is black from the second facial condition information on
a screen. As such the device 100 may notify the user about a
recent change compared to a previous status of the user.
[0159] Alternatively, the first facial condition information
extracted from the pre-captured image may be a face shape
feature of the user instead of information shown on the face
due to a disease, may be information that is always known by
the user due to a chronic disease, etc.

[0160] The device 100 may display (e.g., display only) the
information indicating the at least one difference so as to
provide (e.g., provide only) information about a recent dis-
ease or a recently deteriorated organ to the user.

Jan. 7, 2016

[0161] Also, the device 100 may display the information
indicating the at least one difference on a region where the at
least one difference is extracted. For example, when the at
least one difference is a lip color, the device 100 may display
on a lip of the input image information about a disease or
disorder of the lip.

[0162] Also, the device 100 may obtain health status infor-
mation indicating a health status of the user, which is different
at a point of time when the input image is captured compared
to a point of time when the pre-captured image was captured,
based on the information indicating the at least one differ-
ence.

[0163] The health status information may include informa-
tion about a disease of the user predicted or determined from
facial condition information, an organ having a deteriorated
function, or a condition of the user.

[0164] For example, when it is determined that the region
under the eye is swollen, the device 100 may determine that
the user has a hyperthyroidism or an allergic disease. Also,
when it is determined that the region under the eye is black,
the device 100 may determine that the user has an allergic
rhinitis.

[0165] The device 100 may obtain health status informa-
tion of the user based on the second facial condition informa-
tion.

[0166] The device 100 may obtain the health status infor-
mation while considering bio-information of the user
obtained while capturing the input image, in addition to the
facial condition information. For example, the device 100
may determine a biological condition of the user at the point
of time when the input image is captured based on the bio-
information of the user, and obtain the health status informa-
tion by considering the bio-information while excluding
information shown on the face of the user due to the biological
condition from the second facial condition information.
[0167] At this time, the device 100 may display a user
interface for selecting at least one of a plurality of the bio-
information. Upon receiving a user input of selecting the
bio-information, the device 100 may obtain the health status
information while considering the second facial condition
information and the bio-information.

[0168] The device 100 may display the health status infor-
mation on a screen in any of various methods.

[0169] For example, the device 100 may display the health
status information of the user changing over time, based on
the first facial condition information and the second facial
condition information.

[0170] For example, the device 100 may display the face
region and the health status information corresponding to the
face region together. In this case, the device 100 may display,
on a region of the face region from which the facial condition
information is extracted, an image indicating that the region is
related to the health status information.

[0171] Alternatively, when a plurality of face regions are
displayed, the device 100 may display the plurality of face
regions and the health status information corresponding to the
plurality of face regions according to an order of captured
dates and times.

[0172] Also,thedevice 100 may display a user interface for
selecting at least one disease obtained or determined based on
the second facial condition information from the plurality of
face regions. Upon receiving a user input of selecting the at
least one disease, the device 100 may display images related
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to the selected disease from among the plurality of face
regions according to an order of captured dates and times.
[0173] Also, the device 100 may display a calendar show-
ing dates and days of the week of a certain period. Also, the
device 100 may display the health status information obtained
from the second facial condition information extracted from a
face region captured on a certain date from among the plural-
ity of face regions, on a region corresponding to the certain
date in the calendar.

[0174] FIG. 3 is a diagram for describing a method of
registering a face of a user, according to an exemplary
embodiment.

[0175] Referring to FIG. 3, the device 100 may provide a
user face registration interface 310 for capturing a face image
of'a user and registering the captured face image as the face of
the user.

[0176] Theuser face recognition interface 310 may include
an interface for capturing the face image in any one of various
directions, for example, a front face and a side face ofthe user.
[0177] Also, the user face registration interface 310 may
include a guide image 320 for capturing the face image
according to a pre-set size.

[0178] Upon receiving a user input for registering the cap-
tured face image, the device 100 may store the captured face
image according to identification (ID) information of the user.
Upon registering the face image, the device 100 may extract
features of the face based on the registered face image. The
device 100 may store the extracted features according to the
1D information of the user. Accordingly, the device 100 may
extract features of a face from an arbitrary image, determine
similarity between the extracted features and the features
stored in the device 100, and determine that the face in the
arbitrary image is the face of the user when the similarity is
equal to or higher than a threshold value.

[0179] According to one or more exemplary embodiments,
the device 100 may register the face of the user based on an
image selected by the user from among images stored in the
device 100.

[0180] FIG. 4 is a diagram for describing a method of
registering information about a user, according to an exem-
plary embodiment.

[0181] Referring to FIG. 4, the device 100 may provide an
interface for registering information about a user.

[0182] The information may include biological informa-
tion of the user and information about a medical history of the
user. For example, the information may include at least one of
an age, a weight, a height, a gender, a current disease, a past
disease, a face color of the user, etc.

[0183] The device 100 may receive the information from
the user. Also, the device 100 may store the information
according to ID information of the user. The device 100 may
accurately obtain a health status of the user from facial con-
dition information of the user by considering the information.
[0184] FIG. 5 is a diagram for describing a method of
setting, by the device 100, information to be considered dur-
ing a health examination, based on selection of a user, accord-
ing to an exemplary embodiment.

[0185] Referring to FIG. 5, the device 100 may provide a
user interface for selecting information to be considered dur-
ing a health examination.

[0186] The information to be considered during the health
examination may include at least one of a photographed time,
a photographed date, a photographed place, bio-information,
information about the user, etc. The bio-information may
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include at least one of a heart rate, a blood pressure, sleeping
hours, brain waves, etc. The bio-information may be obtained
from a sensor included in the device 100. Alternatively, the
bio-information may be recorded in an input image in a form
of metadata.

[0187] By selecting the information to be considered dur-
ing the health examination, the device 100 may obtain health
status information from facial condition information of the
user while considering the selected information.

[0188] FIG. 61isaflowchart ofa method of obtaining, by the
device 100, a face image, according to an exemplary embodi-
ment.

[0189] Inoperation S610, the device 100 may obtain a face
image of a user.
[0190] The device 100 may obtain an input image. Upon

obtaining the input image, the device 100 may detect a face
region in the input image. Upon detecting the face region, the
device 100 may determine whether the face region satisfies a
face image obtaining condition. When the face region satis-
fies the face image obtaining condition, the device 100 may
store the face region as the face image.

[0191] FIG. 7isaflowchart ofa method of obtaining, by the
device 100, a face image from an input image, accordingto an
exemplary embodiment.

[0192] In operation S710, the device 100 may obtain an
input image.
[0193] The device 100 may obtain the input image in any of

various methods.

[0194] For example, the device 100 may receive the input
image including a face of a user from an imaging unit (e.g.,
imager, camera, etc.) included in the device 100. In this case,
the device 100 may provide a template capturing interface for
obtaining the input image satisfying a pre-set face image
obtaining condition. One or more exemplary embodiments
for capturing of a template will be described in detail below
with reference to FIGS. 8 through 14.

[0195] Also, when the device 100 satisfies a condition of
capturing the face of the user, the device 100 may capture the
face without a user input. One or more exemplary embodi-
ments for the capturing of the face will be described in detail
below with reference to FIGS. 15 through 19.

[0196] Alternatively, the device 100 may obtain, as the
input image, an image selected by a user from among a
plurality of images stored in the device 100. One or more
exemplary embodiments for the selecting of the image will be
described in detail below with reference to FIGS. 21 through
25. Alternatively, the device 100 may obtain an image down-
loaded from an external device as the input image. One or
more exemplary embodiments for the obtaining of the down-
loaded image will be described in detail below with reference
to FIG. 22.

[0197] Inoperation S720, the device 100 may detect a face
region in the input image.

[0198] The device 100 may detect the face region in the
input image according to any of various algorithms. For
example, the device 100 may determine a location of the face
region in the input image based on a knowledge-based
method, a feature-based method, a template-matching
method, or an appearance-based method.

[0199] In operation S730, the device 100 may determine
whether the face region satisfies a face image obtaining con-
dition.

[0200] The face image obtaining condition may be a con-
dition that is satisfied by the face region in the input image for
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the device 100 to extract facial condition information from
the face region. The face image obtaining condition may be a
combination of various standards, such as a condition of
whether a face is detected, a condition about a face direction,
a condition about illumination during photographing, a con-
dition about shaking during photographing, a condition of
whether eyes are opened, a condition about a facial expres-
sion, a condition about whether ears are shown, a condition
about whether a face is at the center, a condition about a face
size, and a condition about a focus range.

[0201] The condition about whether a face is detected is a
condition in which when a face is detected from the input
image, the input image is selected as the face image, and when
a face is not detected, the input image is not used as the face
image. In order to detect the face image from the input image,
the device 100 may use any of various face detecting algo-
rithms, such as an adaboost algorithm.

[0202] The condition about a face direction is a condition in
which when a face in a certain direction is detected from the
inputimage, the input image is selected as the face image. For
example, when an image of a front of a face is used, the device
100 selects the input image as the face image when a front of
the face is detected from the input image. Alternatively, when
an image of a side of a face is used, the device 100 selects the
input image as the face image when a side of the face is
detected from the input image.

[0203] The condition about illumination during photo-
graphing may be a condition in which illumination during
photographing is between first illumination and second illu-
mination. When the input image does not satisfy the condition
about illumination, the device 100 may not select the input
image as the face image. The illumination during photograph-
ing may be measured by using an illumination sensor
included in the device 100. When the input image is stored in
the device 100, the device 100 may use an illumination con-
dition stored in an image file of the input image.

[0204] The condition about shaking during photographing
is a condition in which the input image is not selected as the
face image when the input image is shaken at least a certain
(e.g., predetermined or threshold) level. According to an
exemplary embodiment, the shaking during photographing
may be measured by using a shaking sensor. According to
another exemplary embodiment, the shaking during photo-
graphing may be determined based on a shaking level of the
input image.

[0205] The condition whether eyes are opened is a condi-
tion in which the input image is not selected as the face image
when a face is detected from the input image but eyes are
closed. For example, eyes may be detected from the input
image, black and white regions of the eyes may be detected,
and when areas of the black and white regions are lower than
or equal to certain values, the device 100 may determine that
the eyes are closed.

[0206] The condition about a facial expression is a condi-
tion in which the input image is selected as the face image
when a certain facial expression is detected according to
health status information to be measured. The device 100 may
detect the face from the input image and perform expression
recognition on the face to determine whether the certain facial
expression is detected from the input image. The certain facial
expression may be a smiling face, a lack of expression, or a
face with closed eyes.
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[0207] The condition about whether ears are shown is a
condition in which the input image is selected as the face
image when the face is detected from the input image and ears
are shown in the input image.

[0208] Inoperation S740, when the face region satisfies the
face image obtaining condition, the device 100 may store the
face region as the face image.

[0209] Whenthe faceregion satisfies the face image obtain-
ing condition, the device 100 may extract data of the face
region from the input image, and store the extracted data as
the face image.

[0210] FIG. 8isaflowchart ofa method of obtaining, by the
device 100, a face image by capturing a template (i.e., cap-
turing a template image), according to an exemplary embodi-
ment.

[0211] In operation S810, the device 100 may display or
output photographing guide information for guiding captur-
ing of a face of a user according to a pre-set face image
obtaining condition, on a screen.

[0212] For example, the device 100 may provide an appli-
cation for diagnosing health of the user by capturing a tem-
plate. Upon receiving a user input of selecting an application
for capturing a template, the device 100 may enter a health
examination mode. In the health examination mode, the
device 100 may display the photographing guide information
for guiding capturing of the face according to the pre-set face
image obtaining condition.

[0213] According to an exemplary embodiment, when the
device 100 enters the health examination mode as the user
manipulates a menu while executing a photo album function
of reproducing stored images, the device 100 may perform an
operation of capturing a face image. Alternatively, the device
100 may perform the operation of capturing a face image
when the user executes a health examination application pro-
vided in the device 100.

[0214] According to an exemplary embodiment, the device
100 may provide a photographing guide to capture a face
image in the health examination mode. The photographing
guide may be provided on a screen, in a sound, or by turning
a light-emitting diode (LED) on and off.

[0215] According to an exemplary embodiment, the pho-
tographing guide may be provided while a preview image is
displayed in the health examination mode. The device 100
may update the photographing guide by continuously deter-
mining whether the preview image satisfies the pre-set face
image obtaining condition.

[0216] According to another exemplary embodiment, the
photographing guide may be provided when a control signal
that requests the photographing guide is received from the
user. For example, the user may request the device 100 to
provide the photographing guide by selecting a certain menu
or button in the health examination mode.

[0217] According to another exemplary embodiment,
when the device 100 includes a shutter button for receiving a
shutter release signal and the shutter button may be half-
pressed or fully pressed, the device 100 may calculate and
provide the photographing guide when the shutter button is
half-pressed. Here, when the shutter button is half-pressed, a
first (S1) signal corresponding to auto-focus (AF) may be
generated, and when the shutter button is fully pressed, a
second (S2) signal corresponding to a shutter release signal
may be generated.

[0218] The photographing guide information may include
a guide image or a guide phrase for capturing a face according
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to the pre-set face image obtaining condition. The photo-
graphing guide information will be described in detail below
with reference to FIGS. 9 through 14.

[0219] In operation S820, the device 100 may receive an
image including the face of the user from an imaging unit
included in the device 100.

[0220] Uponreceiving the image from the imaging unit, the
device 100 may display the image.

[0221] In operation S830, the device 100 may determine
whether a face region in the image satisfies the pre-set face
image obtaining condition.

[0222] Forexample, the device 100 may determine whether
a face is detected in the image based on a face detection
algorithm.

[0223] Alternatively, for example, the device 100 may
detect a direction of the face in the image, and determine
whether the direction satisfies a reference direction. For
example, the device 100 may calculate a yaw direction, a tilt
direction, and a roll direction of the face from the image. The
reference direction may be a direction captured when the face
of the image is looking at a camera straight.

[0224] After detecting the direction of the face in the image,
the device 100 may determine that the detected direction
satisfies the reference direction when the detected direction is
within a pre-set range from the reference direction.

[0225] Alternatively, for example, the device 100 may
detect an illumination value during photographing. The
device 100 may obtain the illumination value from an illumi-
nation sensor included in the device 100. Upon obtaining the
illumination value, the device 100 may determine whether the
illumination value is within a pre-set range.

[0226] Alternatively, for example, the device 100 may
determine whether a subject or the camera is shaken during
photographing. For example, the device 100 may obtain a
value indicating a shaking level from a shaking sensor
included in the device 100. The device 100 may determine
whether the value indicating the shaking level is within a
pre-set range.

[0227] Alternatively, for example, the device 100 may
determine whether a size of the face in the image is equal to or
larger than a pre-set base size.

[0228] When it is determined that the face region in the
image satisfies the pre-set face image obtaining condition in
operation S830, the device 100 may store the image as an
input image in operation S840.

[0229] The device 100 may store only a face region
detected in the input image as a face image. Alternatively, the
device 100 may store the input image as a face image.
[0230] When it is determined that the face region in the
image does not satisfy the pre-set face image obtaining con-
dition in operation S830, the device 100 may display the
photographing guide information to indicate the pre-set face
image obtaining condition that is not satisfied.

[0231] For example, when an angle of the face is not within
a pre-set angle range, the device 100 may display a direction
and angle of the face for the user on the screen.

[0232] FIG. 9 is a diagram for describing a method of
providing, by the device 100, guide information while cap-
turing a template, according to an exemplary embodiment.
[0233] When a template is captured for a health examina-
tion, a preview image may be displayed as shown in FIG. 9.
According to the current exemplary embodiment, the preview
image may provide a guide for satisfying a face image obtain-
ing condition.
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[0234] The device 100 determines whether the face image
obtaining condition is satisfied from the preview image, and
may provide a photographing guide about whether the face
image obtaining condition is satisfied or about how to capture
an image in order to satisfy the face image obtaining condi-
tion.

[0235] The photographing guide may be displayed on a
screen as shown in FIG. 9. According to another exemplary
embodiment, the photographing guide may be output as
audio.

[0236] The photographing guide may include, as shown in
FIG. 9, an instruction to draw a face closer to adjust a face size
or an instruction to place the face farther away. Alternatively,
the photographing guide may include a guide to increase or
decrease illumination based on measured illumination, an
instruction to show ears when ears are not shown, a guide
about a facial expression or a face location, etc.

[0237] According to an exemplary embodiment, the device
100 may provide a photographing guide about one or more
conditions that are not satisfied from among the face image
obtaining conditions, and end the providing of the photo-
graphing guide of a face image obtaining condition whenever
the one or more conditions are satisfied. According to another
exemplary embodiment, the device 100 may display all face
image obtaining conditions on a display unit (e.g., display),
and provide information about whether each face image
obtaining condition is satisfied.

[0238] FIG. 10 is a diagram for describing a method of
providing, by the device 100, guide information while cap-
turing a template, according to another exemplary embodi-
ment.

[0239] According to the current exemplary embodiment,
the device 100 may provide a face box 1010 on a preview
screen to notify a user about a size and location of a face
according to a face image obtaining condition. The user may
easily capture a face image by disposing the face in the face
box 1010.

[0240] According to an exemplary embodiment, the device
100 may detect a location and a size of the face in a preview
image, and output, through the face box 1010, information
about whether the face image obtaining condition is satisfied
by comparing the detected location and size with the face
image obtaining condition. For example, the device 100 may
provide, to the user, information about whether the face image
obtaining condition is satisfied by changing at least one of a
color, a type of line, and existence of the face box 1010 based
on whether the location and size of the face satisfy the face
image obtaining condition.

[0241] When the face image is obtained, the device 100
may generate an image file of the face image, and store the
image file. The device 100 may add, to the image file, infor-
mation that content of the image file is the face image used for
a health examination.

[0242] According to an exemplary embodiment, the infor-
mation that the content of the image file is the face image may
be stored in a header of the image file.

[0243] According to another exemplary embodiment, the
device 100 may store and manage the information that the
content of the image file is the face image as separate data. For
example, the device 100 may store a file name and storage
path of the image file as separate files.

[0244] According to an exemplary embodiment, the device
100 may add information related to the face image obtaining
condition to the image file. For example, the device 100 may
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store, in the image file together with the image file, informa-
tion about at least one of a face location, a face size, a facial
expression, illumination during photographing, a face direc-
tion, and shaking during photographing. The information that
the content of the image file is the face image and the infor-
mation related to the face image obtaining condition may be
stored in the header of the image file.

[0245] FIG. 11 is a diagram for describing a method of
capturing, by the device 100, a face within a certain distance
from a camera while capturing a template, according to an
exemplary embodiment.

[0246] Referring to FIG. 11, the device 100 may display a
user interface for capturing a face within a certain distance
from a camera.

[0247] For example, the device 100 may display, on a
screen, a guide image 1110 for capturing a face at a location
away from the camera by a pre-set distance. The guide image
1110 may be rectangular or oval (e.g., like a shape of a face).
[0248] Also, for example, the device 100 may display a
guide phrase 1120 to adjust the face in the guide image 1110,
together with the guide image 1110.

[0249] The device 100 may determine that the face of the
user is at the location away from the camera by the pre-set
distance based on whether the face is within a region of the
guide image 1110. For example, the device 100 may detect a
contour of the face from an image received from an imaging
unit, and determine whether the contour is within the region
of the guide image 1110. When the contour of the face is
within the region of the guide image 1110, the device 100 may
determine that the face is at the location away from the camera
by the pre-set distance.

[0250] When the face is within the region of the guide
image 1110, the device 100 may determine the image as an
input image. When the face is not within the region of the
guide image 1110, the device 100 may display a guide phrase
to move the face in a certain direction based on the location of
the face.

[0251] FIG. 12 is a diagram for describing a method of
capturing, by the device 100, a face while capturing a tem-
plate such that a direction of the face within an input image is
a direction facing a camera straight, according to an exem-
plary embodiment.

[0252] Referring to FIG. 12, the device 100 may determine
whether a face is looking at a camera straight, as opposed to
looking to the left or the right.

[0253] For example, the device 100 may detect a face
region from an image received from an imaging unit. Upon
detecting the face region, the device 100 may detect locations
of'eyes, a nose, or a lip in the face region. Upon detecting the
locations of the eyes, the device 100 may determine a center
point between the eyes. At this time, when the center point is
within a pre-set range in a horizontal direction from a vertical
center line 1220 that divides a box image 1210 by two, the
device 100 may determine that the face is looking at the
camera straight.

[0254] When the center point is not within the pre-set range
from the vertical center line 1220, the device 100 may display
a guide phrase guiding the user to turn the face left or right.

[0255] FIG. 13 is a diagram for describing a method of
obtaining, by the device 100, an input image while capturing
a template, based on whether a face of a user is wearing
makeup, according to an exemplary embodiment.

[0256] Referring to FIG. 13, the device 100 may detect a
face region in an image received from an imaging unit, and
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determine whether a face of a user is artificially made up
based on color data of the detected face region.

[0257] The device 100 may determine whether the face is
made up based on at least one of color, brightness, and satu-
ration of the color data.

[0258] For example, eyelid regions may be detected from
the face region. When color data of the eyelid regions is
different from a skin color of other regions of the face by at
least a reference value, the device 100 may determine that the
eyelid regions are made up.

[0259] Alternatively, for example, the device 100 may
detect a lip region from the face region. When color data of the
lip region has brightness or saturation exceeding a base range,
the device 100 may determine that the lip region is not an
original lip color of the user.

[0260] Alternatively, the device 100 may store a face image
of'the user without makeup as a base image. For example, the
device 100 may store a face image including a most number
of blemishes, pimples, or moles from among most recently
captured face images of the user, as a base image.

[0261] Upon detecting the face region, the device 100 may
detect locations of blemishes, pimples, or moles in the face
region. Then, the device 100 may determine that the user is
wearing makeup when the number of blemishes, pimples, or
moles detected from the face region is different from that in
the base image by at least a reference number. Here, the
device 100 may compare the face region with the base image
according to regions. Alternatively, the device 100 may com-
pare only a pre-set certain region of the face region with the
base image.

[0262] When it is determined that the user is wearing
makeup, the device 100 may display a guide phrase guiding to
remove makeup.

[0263] On the other hand, when it is determined that the
user is not wearing makeup, the device 100 may determine the
image received from the imaging unit as an input image.
Alternatively, when it is determined that only a certain region
is made up, the device 100 may determine the image received
from the imaging unit as an input image, obtain a face image
from the input image, and obtain health status information
from a face region excluding a region with makeup.

[0264] FIG. 14 is a diagram for describing a method of
obtaining, by the device 100, an input image according to a
pre-set illumination value while capturing a template, accord-
ing to an exemplary embodiment.

[0265] Referring to FIG. 14, the device 100 may determine
whether an illumination value is within a base range while
capturing a face of a user.

[0266] The device 100 may measure the illumination value
by using an illumination sensor included in the device 100.
The device 100 may determine whether the measured illumi-
nation value is within the base range.

[0267] When the measured illumination value is higher or
smaller than the base range, the device 100 may display a
guide phrase requesting the user to move to a brighter or
darker place.

[0268] FIGS. 15A and 15B are diagrams for describing a
method of obtaining, by the device 100, a face image in a face
authentication mode while capturing a template, according to
an exemplary embodiment.

[0269] Referring to FIG. 15A, when the device 100 is
unlocked by using face authentication, an image captured in a
mode of capturing a face of a user for face authentication may
be used as a face image for a health examination.
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[0270] For example, when the device 100 receives a user
input for unlocking the device 100 by using face authentica-
tion in a locked state, the device 100 may enter a face authen-
tication mode. In the face authentication mode, the device 100
may receive an image including the face of the user from an
image sensor. The device 100 may detect a face region from
the image, and determine whether the face region satisfies a
face image obtaining condition. When the face region satis-
fies the face image obtaining condition, the device 100 may
obtain data of the face region as a face image.

[0271] According to the current exemplary embodiment,
the device 100 may easily obtain a face image without addi-
tional manipulation of the user. Also, since a face image
captured for face authentication is captured under a condition
similar to the face image obtaining condition, a face image
satisfying the face image obtaining condition may be easily
collected. Moreover, when an image is captured for face
authentication, a face authentication process is performed on
the captured image, and since ID information of a face in the
captured image may be obtained as a result ofthe face authen-
tication process, a face image and the ID information may be
easily obtained without generating an additional load on the
device 100.

[0272] According to the current exemplary embodiment, as
shown in FIG. 15B, when face authentication succeeds in a
face authentication mode, health status information extracted
from a face image used for the face authentication may be
provided on an initial screen after unlocking the device 100.
[0273] FIG. 16 is a diagram for describing a method of
obtaining, by the device 100, a face image of a user while
executing a video call, according to an exemplary embodi-
ment.

[0274] Referring to FIG. 16, the device 100 may obtain a
face image of a user while executing a video call application.

[0275] Forexample, the device 100 may determine whether
a video call function is being performed in the device 100.
When the video call function is being performed, the device
100 may receive an image including a face of a user from an
image sensor. The device 100 may detect a face region from
the image. Upon detecting the face region, the device 100 may
determine whether the face region satisfies a face image
obtaining condition. When the face region satisfies the face
image obtaining condition, the device 100 may obtain data of
the face region as a face image.

[0276] The device 100 may continuously receive images
including the face of the user during a video call. The device
100 may select images received at regular time intervals from
among the continuously received images, and determine
whether face regions in the selected images satisfy the face
image obtaining condition.

[0277] FIG. 17 is a diagram for describing a method of
obtaining, by the device 100, a face image of a user while
executing an application, according to an exemplary embodi-
ment.

[0278] Referring to FIG. 17, the device 100 may obtain a
face image of a user at pre-set time intervals while executing
an application.

[0279] Forexample, the device 100 may determine whether
a game, a moving image, or a web browser is being executed
in the device 100. When the game, the moving image, or the
web browser is being executed in the device 100, the device
100 may capture an image by driving an imaging unit
included in the device 100. The device 100 may capture an
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image by driving the imaging unit when the application starts
to be executed, or may capture an image by periodically
driving the imaging unit.

[0280] Then, the device 100 may determine whether a face
region exists in the captured image. When the face region is
detected, the device 100 may determine whether the face
region satisfies a face image obtaining condition. When the
face region satisfies the face image obtaining condition, the
device 100 may obtain data of the face region as a face image.
[0281] FIG. 18 is a diagram for describing a method of
obtaining, by the device 100, a face image of a user when the
device 100 is worn on a wrist, according to an exemplary
embodiment.

[0282] Referring to FIG. 18, when the user looks at the
device 100 by raising the wrist, the device 100 may capture
the face image of the user.

[0283] The device 100 may determine whether the device
100 is close to a face of the user. For example, the device 100
may measure a moving direction or a moving distance of the
device 100 may determined using a motion sensor included in
the device 100. The moving direction may include a height
from the ground, an upward direction, a downward direction,
aleftward direction, a rightward direction, or a rotation direc-
tion of the wrist.

[0284] The device 100 may determine that the device 100 is
within a reference distance from the face of the user based on
the moving direction or the moving distance.

[0285] When it is determined that the device 100 is within
the reference distance from the face, the device 100 may
capture an image by driving an imaging unit included in the
device 100. Then, the device 100 may determine whether a
face region exists in the image. When the face region is
detected, the device 100 may determine whether the face
region satisfies a face image obtaining condition. When the
face region satisfies the face image obtaining condition, the
device 100 may obtain data of the face region as a face image.
[0286] Alternatively, when it is determined that the device
100 is within the reference distance from the face and the
device 100 receives a user input, the device 100 may capture
the image by driving the imaging unit.

[0287] FIG. 19 is a diagram for describing a method of
obtaining, by the device 100, a face image of a user when the
device 100 is a glasses type, according to an exemplary
embodiment.

[0288] Referring to FIG. 19, the device 100 may obtain the
face image of the user as the user looks at a mirror while
wearing the device 100 in the glasses type.

[0289] The device 100 may capture an environment in a
visual field of the user by using an imaging unit included in
the device 100. When the user looks at the mirror while
wearing the device 100, the device 100 may obtain an image
reflected from the mirror.

[0290] The device 100 may determine whether a face exists
in the image received through the imaging unit. When the face
exists, the device 100 may detect a face region from the
image, and determine whether the face region is the face of
the user. When the face region is the face of the user, the
device 100 may determine whether the face region satisfies a
face image obtaining condition. When the face region satis-
fies the face image obtaining condition, the device 100 may
obtain data of the face region as a face image. According to
another exemplary embodiment, the device 100 may capture
one or more input images (e.g., regions of a face) using one or
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more imaging units that directly capture images of the face
(i.e., without reflection from an external mirror).

[0291] FIG. 20 is a table for describing photographing cir-
cumstance information obtained while obtaining a face image
by the device 100 using an imaging unit, according to an
exemplary embodiment.

[0292] Referring to FIG. 20, the device 100 may obtain and
store the photographing circumstance information while
obtaining the face image of the user through the imaging unit
included in the device 100.

[0293] The photographing circumstance information may
include at least one of illumination during photographing, a
photographed time, a photographed place, bio-information
obtained from a biometric sensor, etc.

[0294] For example, the device 100 may obtain illumina-
tion information by using an illumination sensor attached to
the device 100. Also, the device 100 may obtain time infor-
mation when the face image is captured. Also, the device 100
may obtain photographed place information by using a
device, such as a global positioning system (GPS) device or
module.

[0295] Also, the device 100 may receive information from
a biometric sensor attached to a body of the user to obtain
bio-information of the user during photographing. For
example, the device 100 may obtain information about a
moving amount of the user from a pedometer attached to the
body of the user. Also, the device 100 may receive informa-
tion about a temperature of the user from a thermometer
attached to the body of the user. Also, the device 100 may
receive information about a heart rate of the user from an
electrocardiogram device attached to the body of the user.
[0296] Also, the device 100 may obtain information about
activity at a photographed point of time.

[0297] Forexample, activity information of the user may be
estimated or determined based on the photographed place and
the photographed time. For example, when the photographed
place is a school and the photographed time is 10:00 am, the
activity of the user may be estimated to be a school life.
[0298] Alternatively, for example, the activity information
may be estimated by analyzing an image from which a face
image is detected. For example, when food is included in the
image, the activity of the user may be estimated to be having
a meal.

[0299] Alternatively, the activity information of the user
may be estimated by considering not only the image from
which the face image is detected, but also images captured
before and after a point of time the image is captured.
[0300] The photographing circumstance information may
be stored according to an input image. For example, the
photographing circumstance information may be recorded on
an image file in a metadata form. Alternatively, the photo-
graphing circumstance information may be stored in a sepa-
rate storage space according to ID information of the input
image. The photographing circumstance information may be
used when the device 100 obtains health status information of
the user from facial condition information.

[0301] FIG. 21 is a flowchart of a method of obtaining, by
the device 100, a face image from an image received from an
external source, according to an exemplary embodiment.
[0302] In operation S2110, the device 100 may receive an
input image from a network (e.g., an external network) con-
nected to the device 100.

[0303] Upon receiving a user input of selecting a photo-
graph, the device 100 may download the selected photograph
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from an external server. The external server may be a social
network service (SNS) server, a cloud storage server, or
another device connected to the device 100 via wired connec-
tion, wireless connection, or local area network (LAN).
[0304] Inoperation S2120, the device 100 may detect face
regions in the input image.

[0305] Upon receiving the input image from the external
network, the device 100 may detect the face regions in the
input image. The device 100 may detect the face regions from
the input image, and extract locations of the face regions.
[0306] In operation S2130, the device 100 may extract a
face region indicating a face of the user from among the face
regions, based on pre-registered features of the face of the
user.

[0307] For example, the device 100 may extract features of
faces from the face regions. Examples of a method of extract-
ing features of faces from face regions include Gabor filter
method and a local binary pattern (LBP) method.

[0308] The device 100 may determine similarity between
the features of the faces extracted from the face regions and
the pre-registered features of the face of the user, and deter-
mine a face region having the similarity within a pre-set range
as a face region of the user.

[0309] In operation S2140, the device 100 determines
whether the face region of the user satisfies a face image
obtaining condition. In operation S2150, when the face region
of the user satisfies the face image obtaining condition, the
device 100 may obtain the face region of the user as a face
image.

[0310] FIG. 22 is a diagram for describing a method of
obtaining, by the device 100, a face image from an external
server, according to an exemplary embodiment.

[0311] Referring to FIG. 22, the device 100 may exchange
data, such as a face image, facial condition information, and
health status information, with an external device or an exter-
nal server.

[0312] The device 100 may use the received data to obtain
health status information, or may transmit the face image, the
facial condition information, or the health status information
to the external device or the external server.

[0313] According to an exemplary embodiment, the device
100 may download the face image from the external server.
[0314] According to an exemplary embodiment, the device
100 may download the face image from a cloud server.
[0315] Alternatively, whenever an image including infor-
mation that the image is a face image is added to a cloud
account (e.g., a pre-assigned cloud account), the device 100
may download the image and use the image as a face image.
Whether a new image is added to the cloud server may be
determined, for example, via a notification pushed from the
cloud server or periodical communication with the cloud
server.

[0316] According to an exemplary embodiment, the device
100 may download a face image from an SNS server. For
example, whenever an image is added to a pre-assigned SNS
account, the device 100 may determine whether the image
satisfies a face image obtaining condition, and use the image
as the face image when the image satisfies the face image
obtaining condition.

[0317] Alternatively, when an image including information
that the image is a face image is added to the pre-assigned
SNS account, the device 100 may download the image and
use the image as a face image.
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[0318] According to another exemplary embodiment, the
device 100 may extract a face image from images available by
using the pre-assigned SNS account. For example, the device
100 may extract the face image from a photograph registered
in another SNS account registered as a friend of the pre-
assigned SNS account, a photograph available in the pre-
assigned SNS account by being shared by a user of the other
SNS account, and a photograph to which the pre-assigned
SNS account is tagged. The device 100 may determine
whether the images available by using the pre-assigned SNS
account satisfy a face image obtaining condition, and use an
image that satisfies the face image obtaining condition as the
face image.

[0319] Whether a new image is registered in the pre-as-
signed SN account or the other SNS account may be deter-
mined, for example, via a notification pushed from the pre-
assigned SNS account or the other SNS account, or periodical
communication with the SNS server.

[0320] According to another exemplary embodiment, the
device 100 may download the face image from a service
server that provides a function of providing health status
information. For example, face images may be stored in the
service server according to user accounts, and the device 100
may download a face image from a certain account by access-
ing the certain account. According to an exemplary embodi-
ment, the service server may provide the face image together
with facial condition information and/or health status infor-
mation related to the face image to the device 100.

[0321] According to an exemplary embodiment, the device
100 may adjust the face image according to a certain algo-
rithm, extract facial condition information from the adjusted
face image, and obtain health status information from the
extracted facial condition information.

[0322] FIGS. 23A and 23B are diagrams for describing a
method of obtaining, by the device 100, a face image of auser
from an image 2310 selected by the user, according to an
exemplary embodiment.

[0323] Referring to FIGS. 23A and 23B, the device 100
may obtain the face image of the user from the image 2310
selected by the user.

[0324] The device 100 may display the image 2310 from
among a plurality of images stored in the device 100, on a
screen. Also, the device 100 may display a menu 2315 for
providing health status information of the user from a face of
the user in the image 2310.

[0325] Upon receiving a user input of selecting the menu
2315, the device 100 may determine the image 2310 as an
input image. When the image 2310 is determined as the input
image, face regions 2320 through 2340 may be detected from
the image 2310. The device 100 may detect the face regions
2320 through 2340 from the image 2310, and extract loca-
tions of the face regions 2320 through 2340.

[0326] Upon extracting the locations of the face regions
2320 through 2340, the device 100 may extract features of
faces from the face regions 2320 through 2340. The device
100 may compare the features extracted from the face regions
2320 through 2340 with pre-registered features of the face of
the user to determine the face ofthe user from the face regions
2320 through 2340. For example, when similarity between
the features extracted from one of the face regions 2320
through 2340 and the pre-registered features is within a pre-
set range, the one of the face regions 2320 through 2340 may
be determined as the face region of the user.
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[0327] Upon determining users indicated by the face
regions 2320 through 2340, the device 100 may display 1D
information of the users according to the face regions 2320
through 2340.

[0328] Then, upon receiving a user input of selecting one of
the face regions 2320 through 2340, for example, the face
region 2330, the device 100 may determine whether the face
region 2330 satisfies a face image obtaining condition. When
the face region 2330 satisfies the face image obtaining con-
dition, the face region 2330 may be obtained as a face image.
[0329] Also, the device 100 may normalize the face image
based on a pre-set standard. The device 100 may extract facial
condition information from the normalized face image. The
device 100 may obtain health status information by using the
facial condition information, and provide the health status
information.

[0330] FIG. 24 is a diagram for describing a process of
obtaining, by the device 100, a face image from images stored
in the device 100, according to an exemplary embodiment.
[0331] Referring to FIG. 24, the device 100 may extract the
face image from the images stored in the device 100. The
device 100 may determine whether each of the stored images
satisfies a face image obtaining condition, and extract a stored
image satisfying the face image obtaining condition as the
face image.

[0332] According to an exemplary embodiment, the device
100 may determine whether a new image satisfies the face
image obtaining condition whenever the new image is cap-
tured and stored in the device 100 or whenever the new image
is input from an external device and stored in the device 100.
[0333] According to another exemplary embodiment, the
device 100 may periodically determine images of the stored
images, which do not satisfy the face image obtaining condi-
tion yet, satisfy the face image obtaining condition. For
example, the device 100 may determine whether new images
that are stored for one week satisfy the face image obtaining
condition per week.

[0334] According to another exemplary embodiment, the
device 100 may determine whether images, for which satis-
faction of the face image obtaining condition has not yet been
determined, satisfy the face image obtaining condition,
whenever a user inputs a request signal requesting health
status information. For example, when the user inputs the
request signal requesting for health status information while
100 images are stored in an electronic apparatus and it is
determined whether the face image obtaining condition is
satisfied for 90 images, the device 100 may extract face
images from the remaining 10 images, extract facial condi-
tion information from the face images, and provide health
status information.

[0335] FIG. 25 is a diagram for describing a method of
extracting, by the device 100, a face image from an image
selected by a user, according to an exemplary embodiment.
[0336] Referring to FIG. 25, the user may directly select an
image to be used as the face image, from among images stored
in the device 100. For example, the user may select the image
to be used as the face image while a function or an application,
such as a photo album or a gallery, is being executed. At this
time, as shown in FIG. 25, the user may select the image to be
used as the face image while thumbnail images 120 of the
images stored in the device 100 are displayed.

[0337] According to an exemplary embodiment, the device
100 may use all images selected by the user as face images.
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[0338] According to another exemplary embodiment, the
device 100 may determine whether images selected by the
user satisfy a face image obtaining condition, and extract only
an image satistying the face image obtaining condition as the
face image.

[0339] According to an exemplary embodiment, as shown
in FIG. 25, when the user inputs a control signal requesting
health status information while a plurality of images are
selected, the device 100 may extract facial condition infor-
mation by using the selected images, and extract and provide
health status information. The control signal may be gener-
ated as the user presses a “health care” button shown in FIG.
25.

[0340] According to another exemplary embodiment,
when the user inputs the control signal while the function,
such as the photo album or the gallery, is being executed, the
device 100 may automatically determine whether an image
included in the photo album or the gallery satisfies the face
image obtaining condition, extract a face image, and obtain
and provide facial condition information and health status
information from the face image. In this case, the user may
obtain the health status information via one selection signal,
without having to select an image to be used as the face image.
[0341] FIG. 26 is a diagram for describing a method of
extracting, by the device 100, a face image from a moving
image, according to an exemplary embodiment.

[0342] Referring to FIG. 26, the device 100 may extract the
face image from the moving image. In this case, the device
100 may determine whether each of moving image frames
satisfies a face image obtaining condition and extract a mov-
ing image frame satistying the face image obtaining condi-
tion to be used as the face image. According to an exemplary
embodiment, when consecutive moving image frames satisfy
the face image obtaining condition, the device 100 may
extract one of the consecutive moving image frames as the
face image (e.g., a first or a middle one of the consecutive
moving image frames).

[0343] According to an exemplary embodiment, a user may
select a health examination function while the moving image
is reproduced, and extract health status information from the
moving image. When an input of selecting the health exami-
nation function is received from the user while the moving
image is reproduced, the device 100 may determine whether
the moving image frames of the moving image satisfy the face
image obtaining condition, extract a face image, extract facial
condition information, and then extract and provide health
status information.

[0344] According to another exemplary embodiment, the
device 100 may obtain the facial condition information and
the health status information by using the moving image. For
example, the device 100 may extract the facial condition
information, such as movement of facial muscles, blinking
degrees of eyes, and flexibility of a neck, by using the moving
image. Then, the device 100 may determine a condition of the
user by using the movement of the facial muscles, the blink-
ing degrees of the eyes, and the flexibility of the neck.
[0345] FIG. 27 is a diagram for describing a process of
assigning, by the device 100, an identifier to a face image,
according to an exemplary embodiment.

[0346] According to the current exemplary embodiment,
when the face image is input, the device 100 may compare
information about faces of registered identifiers and the face
image to determine 1D information of the face image. For
example, a representative face image of each identifier or
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facial feature point information of each identifier may be
stored in the device 100. In this case, the device 100 may
compare the representative face image or the facial feature
point information with the face image, and determine to
which identifier the face image belongs.

[0347] According to the current exemplary embodiment,
classification information and an identifier of the face image
may be stored together with the face image. The classification
information is information indicating that the face image is
used to determine health status information. Also, according
to an exemplary embodiment, additional information may be
stored together with the face image and the identifier.

[0348] FIG. 28 is a diagram for describing a method of
recording, by the device 100, information that health status
information is obtained from an image, in a file of the image,
according to an exemplary embodiment.

[0349] According to the current exemplary embodiment,
the device 100 may record at least one or a combination of
classification information, an identifier, and additional infor-
mation in a face image as a pixel value in a visible form. For
example, as shown in FIG. 28, a button 2810 of “HEALTH
CARE” may be inserted on the face image in a pixel value.
Recording information as a pixel value in a visible form may
mean that the information is recorded in a letter, an icon, a
barcode, or a quick response (QR) code. According to the
current exemplary embodiment, when information is
recorded on an image as a pixel value in a visible form, a user
may intuitively know that the image is a face image for a
health examination. Also, by inserting an icon, a barcode, or
a QR code to an image, the user may request facial condition
information or health status information in more detail or the
device 100 may enter a health examination mode, by using the
icon, the barcode, or the QR code.

[0350] According to an exemplary embodiment, the device
100 may record at least one of or a combination of the clas-
sification information, the identifier, and the additional infor-
mation on the face image as a pixel value in a non-visible
form. For example, a code or a sign indicating that the face
image is used for a health examination function may be
recorded on the face image as a pixel value in a non-visible
form. Recording information as a pixel value in a non-visible
form may mean that the information is recorded in a letter, an
icon, a barcode, or a QR code. Such information may be read
by using an algorithm for reading the non-visible form.
[0351] According to the current exemplary embodiment in
which at least one or a combination of the classification
information, the identifier, the additional information is
recorded as a pixel value in a visible or non-visible form,
certain information may be stored in a face image without
having to use an additional storage space. Also, according to
the current exemplary embodiment, the classification infor-
mation, the identifier, and the additional information may be
stored without being restricted by a file format. According to
the current exemplary embodiment, the classification infor-
mation, the identifier, or the additional information may not
be recorded as a pixel value, but information about a storage
path or link of the classification information, the identifier, or
the additional information may be recorded as a pixel value.
[0352] According to an exemplary embodiment, the device
100 may store at least one or a combination of the classifica-
tion information, the identifier, and the additional informa-
tion in a header of a file of the face image. For example, when
an image file is stored in an exchangeable image file (Exif)
format, at least one or a combination of the classification
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information, the identifier, and the additional information
may be stored in the header of an Exif file.

[0353] FIG. 29 is atable for describing a method of storing,
by the device 100, a face image, according to an exemplary
embodiment.

[0354] According to an exemplary embodiment, the device
100 may store and manage at least one or a combination of
classification information, an identifier, and additional infor-
mation of each of files of face images used for a health
examination functions, as separate data. For example, the
device 100 may store at least one of or a combination of the
classification information, the identifier, and the additional
information of each of the files of the face images as separate
management files.

[0355] According to an exemplary embodiment, such sepa-
rate management files may be stored in a storage space, such
as a photo album or a gallery, where the face images are
stored. According to another exemplary embodiment, the
separate management files may be stored in a storage space
for an application providing the health examination function.
As shown in FIG. 29, the separate management files may
store a storage path and an identifier of each file.

[0356] FIG. 30 is a flowchart of a method of normalizing,
by the device 100, a face image, according to an exemplary
embodiment.

[0357] In operation S3010, the device 100 may normalize
the face image.
[0358] The normalizing of the face image may mean thatan

attribute value of the face image is adjusted to a pre-set
standard. The attribute value may be a size of the face image,
brightness of the face image, and a hue change value accord-
ing to an effect of illuminance.

[0359] Since photographing environments or photograph-
ing methods may be different according to input images,
attribute values of face images obtained from the input
images may be different. Accordingly, the device 100 may
normalize the face images so as to obtain health status infor-
mation of the same user under the same or similar condition.
[0360] Also, since the input images are captured under
different photographing conditions, accuracy of the health
status information may deteriorate as facial condition infor-
mation is wrongly extracted based on the photographing con-
ditions. In order to exclude variables according to the photo-
graphing conditions from the face images as much as
possible, the device 100 may adjust the face images to
increase the accuracy of the health status information.
[0361] According to an exemplary embodiment, the device
100 may adjust the face images according to the photograph-
ing conditions. For example, brightness of the face image
may be adjusted by using information about illumination
during photographing. The information about illumination
may be detected by an illumination sensor included in an
electronic apparatus. Alternatively, white balance of the face
image may be adjusted by using information about white
balance during photographing.

[0362] According to an exemplary embodiment, the device
100 may adjust a color of the face image based on a color of
a certain organ or region of the face image. For example, since
acolor of a neck does not largely change according to a health
status, the color of the face image may be adjusted based on
the color of the neck. In this case, color information of a neck
of a user corresponding to the face image may be pre-stored
and when the face image of the user is obtained, the color of
the face image may be adjusted based on the pre-stored color
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information of the neck. The entire color of the face image
may be adjusted such that the color of the neck in the face
image is adjusted according to the pre-stored color informa-
tion of the neck.

[0363] According to an exemplary embodiment, when a
red-eye effect is generated in the face image, the device 100
may perform red-eye compensation.

[0364] According to an exemplary embodiment, when the
face image is shaken while being captured or captured by an
imaging unit that is shaking, the device 100 may perform
shaking compensation.

[0365] According to an exemplary embodiment, when the
face image is captured in a health examination mode, the
device 100 may request the user to capture a white subject or
object in order to obtain information about white balance
during photographing. The white object may be, for example,
a white paper.

[0366] According to an exemplary embodiment, some or
all of a method of adjusting the face image according to the
photographing condition, a method of adjusting the color of
the face image based on the color of the certain organ or
region, a method of performing the red-eye compensation,
and a method of performing shaking compensation may be
performed.

[0367] After adjusting the face image, the device 100 may
extract facial condition information from the adjusted face
image, obtain health status information, and provide the
health status information.

[0368] FIG. 31 is a diagram for describing a method of
normalizing, by the device 100, a size of a face image, accord-
ing to an exemplary embodiment.

[0369] Referring to FIG. 31, the device 100 may obtain the
face image from an input image, and normalize the size of the
face image to a base size.

[0370] The base size may be stored in the device 100. For
example, the base size may be set to be a resolution of 200x
300 in the device 100.

[0371] When the size of the face image is smaller than the
base size, the device 100 may increase the face image to the
base size by applying an up-sampling or interpolation method
on pixel data of the face image. When the size of the face
image is larger than the base size, the device 100 may
decrease the face image to the base size by applying a sub-
sampling or down-sampling method on the pixel data of the
face image.

[0372] By normalizing the size of the face image to the base
size, a size of a face region in the face image may also be
normalized. Also, since the face image is an image from
which only the face region is detected from the input image,
the size of the face image may be considered as the size of the
face region. By adjusting the size ofthe face image to the base
size, facial condition information shown on a face of a user
may be extracted from the face image under the same face size
condition.

[0373] FIGS. 32A through 32C are diagrams for describing
a method of normalizing, by the device 100, a hue value of a
face region based on a base color temperature, according to an
exemplary embodiment.

[0374] When types of illuminance on a face of a user are
different, colors of the face in face images of the user may
vary. A color temperature may be a numerical value express-
ing a color of illumination of an object by using a temperature
of a black body having the same illumination as the illumi-
nation of the object.
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[0375] For example, as shown in FIG. 32B, a fluorescent
light having a color temperature of 4000 K shows a white
objectto be slightly red, a daylight of a daytime having a color
temperature of 5200 K shows a white object to be white, and
a cloudy day with clouds having a color temperature of 7000
K shows a white object to be slightly blue.

[0376] Accordingly, the same object may be red under a
fluorescent light but blue under the sun. Thus, the color of the
face of the user in the face image may vary based on illumi-
nance on the face during photographing.

[0377] In operation S3210, the device 100 may obtain a
color temperature of illumination on the face of the user while
capturing the face of the user.

[0378] For example, the color temperature of the illumina-
tion obtained from a color temperature detecting sensor may
be recorded on an input image as metadata, such as Exif
information. The device 100 may obtain the color tempera-
ture of the illumination recorded on the input image from the
metadata of the input image.

[0379] Alternatively, the device 100 may extract the color
temperature of the illumination at a point of time when the
input image is captured from the input image. For example,
the device 100 may determine a brightest region of the input
image as a region where an original white color is captured.
By detecting the brightest region of the input image, the
device 100 may detect an average hue value of the brightest
region. Then, the device 100 may obtain the color tempera-
ture of the illumination corresponding to the hue value, based
on the hue value. The device 100 may determine the color
temperature of the illumination corresponding to the hue
value as the color temperature of the illumination at the point
of time when the input image is captured.

[0380] Inoperation S3220, the device 100 may adjusta hue
value of the face image based on the color temperature of the
illumination.

[0381] By obtaining the color temperature of the illumina-
tion, the device 100 may obtain a hue value shown when
illumination having the obtained color temperature lights
(i.e., illuminates) a white object, based on pre-stored infor-
mation about color temperatures. Since a hue value is deter-
mined based on gains of red, green, and blue, the device 100
may determine gains of red, green, and blue corresponding to
the hue value shown when the illumination having the
obtained color temperature lights a white object.

[0382] The device 100 may exclude an effect of the color
temperature of the illumination from the face image, based on
the determined gains of red, green, and blue. For example, the
device 100 may adjust the determined gains such that the
white object is in original white. Also, the device 100 may
exclude the effect of the color temperature of the illumination
by adjusting gains of red, green, and blue of pixel values of the
face image by the adjusted gains.

[0383] As such, by excluding the effect of the color tem-
perature of the illumination from the face image, a hue value
of the face of the user captured in a base color temperature
may be obtained. According to an exemplary embodiment,
such a method may be referred to as a white balance adjusting
method.

[0384] Referring to FIG. 32C, the device 100 may normal-
ize the hue value of the face image based on the base color
temperature.

[0385] For example, when a color temperature of an input
image 3212 is 8400 K and a base color temperature is 6300 K,
the device 100 may normalize the color temperature of the
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input image 3212 to 6300 K by changing gains of red, green,
and blue of pixel values of the input image 3212. By normal-
izing the color temperature of the input image 3212, the
device 100 may determine a color of a face region in a nor-
malized input image 3214 as a face color of a user.

[0386] FIG. 32D isaflowchart of a method of normalizing,
by the device 100, a color of a face in an input image based on
a color of a base region, according to an exemplary embodi-
ment.

[0387] In operation S3205, the device 100 may detect the
color of the base region from a face region.

[0388] The base region may be eyebrows, eyelashes, hair, a
neck, or white regions of pupils, but is not limited thereto in
one or more other exemplary embodiments. The device 100
may detect an area of the base region from the face region in
an input image, and detect the color of the area.

[0389] Inoperation S3215, the device 100 may adjusta hue
value of a face image such that the detected color is changed
to a base color.

[0390] The base color may be pre-stored according to the
base region. For example, base colors of eyebrows, eyelashes,
and hair may be black, and base colors of white regions of
pupils may be white.

[0391] The device 100 may adjust the hue value of the face
region such that the color detected from the base region is
changed to the base color. The device 100 may determine the
color of the face region having the adjusted hue value to be a
face color of a user.

[0392] FIG. 32E is a diagram for describing a method of
normalizing, by the device 100, a color of a face in an input
image based on a color of a base region, according to an
exemplary embodiment.

[0393] Referring to FIG. 32E, when the base region is a
white region of an eye, and a base color is white, the device
100 may determine an area of the white region of the eye in
the inputimage 3212, and determine a color of the determined
area. When the color ofthe determined area is blue, the device
100 may adjust a hue value of the input image 3212 such that
the color of the determined area is white.

[0394] By adjusting the hue value of the input image 3212,
a face color in the input image 3212 may be changed from
dark blue to a skin color.

[0395] FIG. 33 is a flowchart of a method of extracting, by
the device 100, facial condition information indicating a con-
dition of a face of a user, from a normalized face image ofthe
user, according to an exemplary embodiment.

[0396] Inoperation S3310, the device 100 may extract the
facial condition information indicating the condition of the
face of the user from the normalized face image of the user.
[0397] The facial condition information may be a base state
of a face for determining health information.

[0398] By normalizing a face image, the device 100 may
determine a region from which the facial condition informa-
tion is to be extracted from the normalized face image. For
example, the device 100 may determine locations of regions
under eyes, a nose region, and a region around a mouth in the
face image.

[0399] After determining the region from which the facial
condition information is to be extracted, the device 100 may
extract the facial condition information from the region. For
example, the device 100 may determine whether the regions
under the eyes are swollen. Alternatively, the device 100 may
determine whether colors of the regions under the eyes are
darker than before.
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[0400] A method of determining the location of the region
from which the facial condition information is to be extracted,
a symptom to be checked, and a method of checking the
symptom may be stored in the device 100. Accordingly, the
device 100 may determine whether the symptom is shown in
the region from which the facial condition information is to be
extracted.

[0401] A symptom shown on a face when a body malfunc-
tions may be shown on a certain region of the face. For
example, when hyperthyroidism or an allergic disease or
reaction is generated, fat under the eyes may increase. Also,
for example, when allergic rhinitis is generated, a dark circle
may be generated under the eyes.

[0402] The device 100 may store symptom information
according to regions of the face. For example, the device 100
may store information about whether the regions under the
eyes are swollen or are darker as the symptom information
according to the regions under the eyes.

[0403] Accordingly, the device 100 may determine the
regions under the eyes from among entire regions of the face
as the region from which the facial condition information is to
be extracted, and extract the information about whether the
regions under the eyes are swollen or are darker from the
regions under the eyes, as the facial condition information.
[0404] FIG. 34 is a flowchart of a method of extracting, by
the device 100, facial condition information shown on a face
from a normalized face image, according to an exemplary
embodiment.

[0405] In operation S3410, the device 100 may determine
locations of facial components in a face region from a face
image.

[0406] The facial components may include at least one of
eyes, a nose, and a mouth. The device 100 may determine the
locations of the facial components from the face image in any
one of various methods.

[0407] For example, by using features that brightness of
eyes, eyebrows, and a mouth are darker than other facial
components of a face, the device 100 may binarize the face
image and determine locations of darker regions as the loca-
tions of the eyes, the eyebrows, and the mouth.

[0408] Alternatively, the device 100 may extract a skin
color region from the face image and determine the locations
of the eyes, the eyebrows, and the mouth from the extracted
skin color region.

[0409] Alternatively, since the locations of the eyes, the
eyebrows, the nose, and the mouth show a certain pattern in
the face, the device 100 may determine the locations of the
facial components by using an active appearance model
(AAM) method in which locations of facial components are
determined based on a facial pattern.

[0410] Inoperation S3420, the device 100 may determine a
location of a diagnosis region from which facial condition
information is to be extracted, based on the locations of the
facial components.

[0411] The diagnosis region may be pre-stored in the
device 100. For example, a forehead, a region under an eye, a
nose, a region around a mouth, or a chin region may be set as
the diagnosis region in the device 100.

[0412] Also, a method of determining the location of the
diagnosis region may be pre-stored in the device 100. For
example, a nose region may be determined to be a triangular
region connecting two end points of sides of a nose and a
starting point of the nose. The method of determining the
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location of the diagnosis region will be described in detail
below with reference to FIG. 35.

[0413] In operation S3430, the device 100 may extract
facial condition information from the diagnosis region.
[0414] The facial condition information may be extracted
by analyzing the face image. For example, the device 100 may
extract the facial condition information by using color infor-
mation of the face region in the face image, a face recognition
algorithm, or a facial expression recognition algorithm. A
type of facial condition information extractable according to
the diagnosis region and a method of extracting the facial
condition information may be pre-stored in the device 100.
[0415] The device 100 may extract information about a
color of the face, a number of blemishes or pimples, an eye
color, or a lip color by using color information of the face
region. Also, for example, the device 100 may extract infor-
mation about an inflamed eye, a pupil size, movement of a
pupil, a face size, a shape of a face contour, a cracked lip, a
location of each organ of the face, and movement of facial
muscles, by using the face recognition algorithm or the facial
expression recognition algorithm. Any other algorithms or
methods may be used to extract the facial condition informa-
tion.

[0416] A skin condition may be determined by using the
color of the face, the number of blemishes or pimples, and the
shape of the face contour. For example, the skin condition
may be determined to be bad when the color of the face is
dark, the number of blemishes or pimples is high, and the
shape of the face contour is loose.

[0417] An eye condition may be determined by using at
least one of the inflamed eye, the eye color, the pupil size, and
the movement of the pupil. For example, when the eyes are
inflamed, the white regions of the eyes are dark, and a reaction
speed of the pupils is slow, the device 100 may determine that
the eye condition is bad. Also, the device 100 may determine
that a liver is bad or eyes are infected based on the color of the
white regions of the eyes.

[0418] A weight change may be determined based on at
least one of the face size and the shape of the face contour. For
example, it may be determined that a weight increased if the
face size increased and a face contour of a cheek portion from
among the face counter moved outward compared to a previ-
ously captured face image.

[0419] A lip condition may be determined by using at least
one of the lip color and whether the lip is cracked. For
example, when the lip is red, has high saturation, and is not
cracked, it is determined that the lip condition is good, and
when the lip has low saturation or is blue and is cracked, it is
determined that the lip condition is bad. Also, the device 100
may determine malfunction of the body based on whether the
lip is dark red, blue, or skin color, and whether the saturation
of'the lip is low.

[0420] A haircondition may be determined by using at least
one of a hair color, gloss of the air, and whether the hair is
damaged. For example, when the hair color is dark, the hair is
glossy and is not damaged, the device 100 may determine that
the hair condition is good, and otherwise, determine that the
hair condition is bad. The gloss of the hair may be determined
by detecting a bright region shown in a curved region of a hair
region.

[0421] A body condition may be determined by gathering
or determining at least one of the skin condition, the eye
condition, the lip condition, the hair condition, and the move-
ment of the facial muscles. For example, the device 100 may
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determine that the body condition is good when the eye con-
dition, the lip condition, the hair condition, and the movement
of the facial muscles are good.

[0422] FIGS. 35A and 35B are diagrams for describing a
method of determining, by the device 100, a location of a
diagnosis region, according to an exemplary embodiment.
[0423] Referring to FIG. 35A, the device 100 may deter-
mine locations of facial components in a face image.

[0424] For example, the device 100 may determine end
points 3420 through 3426 of eyes, end points 3410 through
3416 of eyebrows, side points 3430 and 3432 of a nose, end
points 3440 and 3442 of a lip, an end point 3434 of the nose,
and a starting point 3436 of the nose.

[0425] Referring to FIG. 35B, the device 100 may deter-
mine the location of the diagnosis region based on the loca-
tions of the facial components.

[0426] For example, a forehead, regions under the eyes, the
nose, a region around a mouth, and a chin region may be set
as diagnosis regions in the device 100.

[0427] Also, a method of determining the location of each
diagnosis region may be set in the device 100. For example, a
nose region may be determined to be a triangular region 3450
connecting the side points 3430 and 3432 of the nose and the
starting point 3436 of the nose. Also, an upper boundary of a
region 3460 around the mouth 3460 may be determined to be
a Y-axis coordinate of a center point 3446 between the end
point 3434 of the nose and a center point 3444 of the lip.
[0428] FIGS. 36A and 36B are diagrams for describing a
method of extracting, by the device 100, facial condition
information from a diagnosis region, according to an exem-
plary embodiment.

[0429] Referring to FIGS. 36A and 36B, the device 100
may extract the facial condition information corresponding to
the diagnosis region from the diagnosis region.

[0430] At least one of a lip color and whether a pimple is
generated in a region around a mouth may be set as symptoms
in the device 100 correspondingly to a mouth region.

[0431] Referring to FIG. 36A, the device 100 determines a
location of a lip region, and extract a hue value or saturation
value of the lip from the lip region as facial condition infor-
mation. For example, the device 100 may extract the hue
value of the lip by averaging hue values of pixels forming the
lip region.

[0432] Alternatively, the device 100 may determine a loca-
tion of the region around the mouth, and extract a skin trouble
level from the region as facial condition information.

[0433] Referring to FIG. 36B, the device 100 may use any
of various image processing methods in order to detect
pimples on a skin.

[0434] For example, the device 100 may emphasize
pimples compared to the skin by increasing contrast of the
region. Here, since pimples or skin troubles are darker than a
normal skin, the device 100 may binarize the region and
determine locations of the pimples or skin troubles in the
binarized region. Alternatively, since the pimples or skin
troubles are red, locations of pixels showing a red color may
be determined as the locations of the pimples or skin troubles.
[0435] The device 100 may determine whether the number
of pimples or skin troubles increased or decreased based on a
change of areas the pimples or skin troubles are generated.
[0436] FIG. 37 is a flowchart of a method of obtaining, by
the device 100, health status information related to health of
a user based on facial condition information, according to an
exemplary embodiment.
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[0437] In operation S3710, the device 100 may obtain the
health status information indicating a health status of the user
by using the facial condition information.

[0438] The device 100 may obtain the health status infor-
mation by using the facial condition information extracted
from a diagnosis region in a face image.

[0439] The health status information may include informa-
tion about a disease of the user, an organ having a deteriorated
function, or a condition of the user, which are predicted from
the facial condition information. The health status informa-
tion may be stored in the device 100.

[0440] The device 100 may obtain the health status infor-
mation from the facial condition information by considering
photographing circumstance information obtained while cap-
turing a face of the user. The photographing circumstance
information may include a photographed time, a photo-
graphed place, activity of the user during photographing, and
bio-information of the user obtained during photographing.
[0441] Also, the device 100 may obtain the health status
information from the facial condition information by consid-
ering at least one of a physical condition, such as a height, a
weight, an age, a gender, or a medical history, such as a
current disease or a past disease, of the user.

[0442] FIGS. 38A and 38B are tables for describing a
method of extracting, by the device 100, health status infor-
mation of a user based on facial condition information
extracted from a face image, according to an exemplary
embodiment.

[0443] Referring to FIG. 38A, the device 100 may store
information about a predicted disease according to a face
color.

[0444] Accordingly, the device 100 may determine that a
liver is malfunctioning when a face is dark blue, a kidney is
malfunctioning when a face is black, a lung is malfunctioning
when a face is white, and a heart is malfunctioning when a
face is red.

[0445] Referring to FIG. 38B, the device 100 may store
information about predicted diseases or causes of symptoms
according to symptoms extracted from diagnosis regions.
[0446] Accordingly, the device 100 may determine a pre-
dicted disease or a cause of a symptom based on a symptom
extracted from each diagnosis region. For example, when
facial condition information extracted from eyes is that the
eyes are inflamed, the device 100 may determine that a liver
and a heart are malfunctioning.

[0447] FIG. 39 is a flowchart of a method of obtaining, by
the device 100, health status information from facial condi-
tion information by considering photographing circumstance
information obtained while capturing a face, according to an
exemplary embodiment.

[0448] In operation S3910, the device 10 may obtain the
photographing circumstance information obtained while cap-
turing the face.

[0449] The photographing circumstance information may
be stored in a file of an input image in a form of metadata of
the input image. Alternatively, the device 100 may store the
photographing circumstance information according to 1D
information of the input image, while generating the input
image.

[0450] The photographing circumstance information may
include at least one of a photographed time, a photographed
place, an activity of a user during photographing, and bio-
information of the user obtained during photographing.
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[0451] In operation S3920, the device 100 may obtain the
health status information related to health of the user while
considering the facial condition information and the photo-
graphing circumstance information together.

[0452] For example, when a photographed time of the face
is 3:00 am, the device 100 may determine that, even if a facial
condition extracted from a face image is much lower than a
pre-set standard, such a facial condition is due to temporary
overwork. Inthis case, the device 100 may determine a degree
of'the extracted facial condition to be lighter while obtaining
the health status information from the facial condition infor-
mation.

[0453] Alternatively, for example, when a photographed
time is dawn, the device 100 may determine that the face is not
made up, and obtain the health status information by assign-
ing a weight compared to other time zones.

[0454] Alternatively, for example, when sleeping hours of
the user is 2 hours when the face is captured, the device 100
may determine that, even if the facial condition extracted
from the face image is much lower than the pre-set standard,
such a facial condition is due to temporary overwork. In this
case, the device 100 may determine a degree of the extracted
facial condition to be lighter while obtaining the health status
information from the facial condition information.

[0455] Alternatively, for example, when a photographed
place is a bar and a symptom extracted from the face image is
a flush, the device 100 may determine that the flush is due to
temporary drinking, and obtain the health status information
by excluding the symptom of flush.

[0456] Alternatively, the device 100 may determine a bio-
logical condition of the user at a point of time when the input
image is captured based on bio-information at the point of
time when the input image is captured, and exclude informa-
tion shown on the face of the user due to the biological
condition from the facial condition information.

[0457] For example, when a pulse rate of the user is higher
than normal, the device 100 may determine that the face is
captured immediately after an exercise, and exclude a face
color of the user from the facial condition information.
[0458] Alternatively, for example, when an activity amount
of the user is high when the face is captured, a heart rate is
high, or a symptom extracted from the face image is a flushed
face, the device 100 may determine that the flushed face is due
to a temporary exercise, and obtain the health status informa-
tion by excluding the symptom of the flushed face from the
facial condition information.

[0459] FIG. 40 is a diagram for describing a method of
displaying photographing circumstance information
obtained while capturing an image, together with health sta-
tus information of a user, according to an exemplary embodi-
ment.

[0460] Referring to FIG. 40, the device 100 displays a face
image on a screen, and displays the health status information
of'the user extracted from the displayed face image. Also, the
device 100 may display the photographing circumstance
information considered while extracting the health status
information from the face image, together with the health
status information.

[0461] The device 100 may consider at least one of a pho-
tographed place, a photographed time, a distance from a
camera to the face, a heart rate during photographing, an
activity amount during photographing, and sleeping hours
during photographing, while extracting the health status
information from the face image.
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[0462] Also, the device 100 may display an image process-
ing method applied to an original input image in order to
extract the health status information from the original input
image. For example, the device 100 may display information
about an expanded ratio or whether illumination is adjusted.
[0463] FIGS. 41A and 41B are diagrams for describing a
method of providing, by the device 100, a function of select-
ing photographing circumstance information to be consid-
ered by the device 100 from among a plurality of pieces of
photographing circumstance information, while obtaining
health status information from facial condition information,
according to an exemplary embodiment.

[0464] The device 100 may display a user interface for
selecting the photographing circumstance information to be
considered while obtaining the health status information from
the facial condition information. Based on a user input of
selecting at least one of the plurality of pieces of photograph-
ing information displayed on the screen, the device 100 may
obtain the health status information from the facial condition
information based on the selected photographing circum-
stance information.

[0465] Alternatively, the device 100 may display a user
interface for selecting an image processing method to be
applied to a face image while obtaining the health status
information from the facial condition information. Based on
a user input of selecting at least one of image processing
methods displayed on the screen, the device 100 may adjust
the face image based on the selected at least one image pro-
cessing method, and obtain the facial condition information
from the adjusted face image.

[0466] Referring to FIG. 41A, the device 100 may extract
skin troubles around a mouth as the facial condition informa-
tion from the face image. Also, the device 100 may determine
that a face color in the face image is black. The device 100
may obtain deterioration of a kidney function as the health
status information based on the skin troubles around the
mouth and the black face color.

[0467] Referring to FIG. 41B, the device 100 may display a
user interface for adjusting a color temperature of illumina-
tion on the face image, and a user interface for considering at
least one of a heart rate, an activity amount, and sleeping
hours when the health status information is obtained.

[0468] Upon receiving user inputs of adjusting the color
temperature of the illumination and selecting the heart rate,
the activity amount, and the sleeping hours, the device 100
may determine a hue value of the face image by considering
the color temperature of the illumination.

[0469] By adjusting the hue value of the face image, the
device 100 may change the face color from black to yellow.
Then, by considering the yellow face color and that the sleep-
ing hours is 2 hours during photographing, the device 100
may obtain the health status information indicating that the
skin trouble around the mouth is caused by hormone imbal-
ance due to lack of sleep, instead of deterioration of a kidney
function.

[0470] FIG. 42 is a flowchart of a method of obtaining, by
the device 100, current health status information from current
facial condition information based on a point of time when a
current face image is captured, according to an exemplary
embodiment.

[0471] In operation S4210, the device 100 may obtain a
current photographed date from a file of the current face
image.
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[0472] For example, the current photographed date may be
recorded in the current face image in a form of metadata.
Accordingly, the device 100 may obtain the current photo-
graphed date from the metadata of the current face image.
[0473] In operation S4220, the device 100 may obtain the
current health status information from the current facial con-
dition information while considering previous health status
information related to a previous face image that is captured
before the current photographed date.

[0474] The device 100 may extract previous facial condi-
tion information from a plurality of pre-obtained face images
of'auser. Upon extracting the previous facial condition infor-
mation from the plurality of pre-obtained face images, the
device 100 may store previous health status information
obtained from the previous facial condition information
according to previous photographed dates of the plurality of
pre-obtained face images. Accordingly, the device 100 may
obtain the previous health status information of the user
according to the previous photographed dates.

[0475] The device 100 may obtain the previous health sta-
tus information related to the previous face image that is
captured before the current photographed date obtained in
operation S4210. The device 100 may obtain the previous
health status information of the previous face image based on
health statuses of the user according to the previous photo-
graphed dates.

[0476] Accordingly, the device 100 may obtain a disease or
an abnormality of the user before the point of time the current
face image is captured.

[0477] Upon obtaining the previous health status informa-
tion before the current photographed date, the device 100 may
obtain the current health status information from the current
facial condition information of the current face image while
considering the previous health status information before the
photographed date.

[0478] The device 100 may obtain the current health status
information from the current facial condition information
based on the disease or the abnormality of the user before the
current photographed date.

[0479] When a symptom extracted from the current face
image is determined to be a result of a plurality of diseases or
abnormalities, the device 100 may determine the current
health status information based on the previous health status
information extracted from the plurality of pre-obtained face
images.

[0480] For example, when a disease or an abnormality
extracted from previous face images obtained for a month
before a current photographed date of a current face image is
gastroenteritis, and gastroenteritis, overwork, or drinking is
extracted as a cause of current facial condition information
extracted from the current face image, the device 100 may
determine that a cause of a current symptom is gastroenteritis.
[0481] Also, when a number of times the disease or the
abnormality is shown before the current photographed time is
lower than a reference number, the device 10 may not deter-
mine the disease or the abnormality as the health status infor-
mation.

[0482] Also, the device 100 may determine whether a cer-
tain disease is worse or improved based on the previous health
status information extracted from the previous face images.
[0483] Health status information extracted from tempo-
rally consecutive face images may be similar. For example,
health status information extracted from a face of the same
person, which is captured for one month, may show similar
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diseases or abnormalities. Thus, the device 100 may obtain
accurate health status information from facial condition
information by using diseases or abnormalities a user had
before a point of time a current face image is captured.
[0484] FIG. 43 is a diagram for describing a process of
obtaining, by the device 100, current health status informa-
tion, according to an exemplary embodiment.

[0485] According to an exemplary embodiment, the device
100 may obtain the current health status information by com-
paring a usual (e.g., reference) status and a current status. For
example, the device 100 may extract previous facial condition
information from previous face images of a user captured and
stored in the past, and calculate the usual status of the user by
calculating an average value of the previous facial condition
information.

[0486] Also, the device 100 may calculate the current status
of'the user by extracting current facial condition information
from a current face image. The usual status and the current
state may be calculated according to types of facial condition
information. Examples of the types of the facial condition
information include at least one of a face color, a number or
sizes of blemishes or pimples, an inflamed eye, an eye color,
apupil size, movement of a pupil, a face size, a shape ofa face
contour, a lip color, a cracked lip, a location of each organ
(eyes, a nose, a mouth, ears, or eyebrows) of a face, an hair
color, glass of hair, damaged hair, and movement of facial
muscles.

[0487] Based on a result of comparing the usual status and
the current status, the device 100 may evaluate a current
health status according to the types of the facial condition
information or by gathering a result of comparing the facial
condition information.

[0488] According to another exemplary embodiment, the
device 100 may obtain the current health status information
by calculating a difference between a pre-stored normal status
and the current status. For example, the normal status of facial
condition information may be defined based on at least one of
an age of the user, a gender of the user, a height of the user, a
weight of the user, a time zone, and weather.

[0489] The device 100 may calculate the difference
between the pre-stored normal status and the current state
according to the types of the facial condition information.
Based on a result of comparing the pre-stored normal status
and the current status, the device 100 may evaluate the current
health status according to the types of the facial condition
information or by gathering (e.g., obtaining) a result of com-
paring the facial condition information.

[0490] According to an exemplary embodiment, an opera-
tion of obtaining and providing the current health status infor-
mation may be performed while a function of a photo album
or a gallery of the device 100 is being executed. For example,
when the user selects images to be used as face images from
among images stored in a photo album and executes a health
examination function of the device 100, the device 100 may
calculate and provide health status information from the
selected face images.

[0491] Alternatively, when the user executes the health
examination function while the photo album is being
executed, the device 100 may extract face images satisfying a
face image obtaining condition from the images stored in the
photo album, and calculate and provide health status infor-
mation by using the extracted face images. In this case, the
face images may be classified according to users and provide
health status information of each user.
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[0492] Alternatively, the device 100 may provide a list of
people included in face images, and obtain and provide health
status information of a person selected by the user.

[0493] According to another exemplary embodiment, an
operation of obtaining and providing the current health status
information may be performed while a certain application is
being executed in the device 100. For example, the user may
obtain the current health status information by executing an
application having a health examination function.

[0494] According to an exemplary embodiment, the current
health status information may be calculated by the device
100. In this case, the device 100 may use a certain algorithm
to calculate the current health status information.

[0495] When the current health status information is calcu-
lated, the device 100 provides the current health status infor-
mation to the user. The current health status information may
be provided to the user via any of various methods, such as at
least one of displaying, outputting audio, outputting to an
external device, or storing in a memory.

[0496] According to one or more exemplary embodiments,
the device 100 may display the current face image and the
current health status information on one screen, or display
only the current health status information.

[0497] FIG. 44A is a diagram for describing a method of
obtaining, by the device 100, health state information by
using a service server 1000, according to an exemplary
embodiment.

[0498] Referring to FIG. 44 A, the device 100 may obtain
the health status information of the user from the face image
by using the service server 1000.

[0499] At least one of address information of the service
server 1000 and account information of the user registered in
the service server 1000 may be stored in the device 100. The
address information ofthe service server 1000 may include an
Internet Protocol (IP) address of the service server 1000.
[0500] The device 100 may transmit the face image of the
user to the service server 1000 based on the address informa-
tion of the service server 1000. At this time, the device 100
may extract only a facial region of the user from an input
image and transmit only the face region to the service server
1000, or alternatively, may transmit the input image including
the face of the user to the service server 1000. Also, at this
time, the device 100 may transmit the account information of
the user registered in the service server 1000 to the service
server 1000. The device 100 may periodically transmit the
face image to the service server 1000, or may transmit the face
image based on a user input.

[0501] Upon receiving the face image and the account
information from the device 100, the service server 1000 may
obtain feature information of the face of the user, which is
stored correspondingly to the account information, and deter-
mine a location of the face region in the face image based on
the feature information.

[0502] By determining the location of the face region in the
face image, the service server 1000 may obtain the facial
condition information of the user by analyzing the face region
in the face image. At this time, the service server 1000 may
obtain the facial condition information by comparing the face
image with a reference image that is stored correspondingly
to the account information of the user. The reference image
may be a previous face image of the user, which is captured
before a point of time the face image was captured. Also, the
reference image may be automatically selected by the service
server 1000 or may be determined based on user’s selection.
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[0503] Uponobtaining the facial condition information, the
service server 1000 may obtain the health status information
of the user based on the facial condition information.

[0504] The service server 1000 may store the facial condi-
tion information and the health status information according
to the account information of the user. Also, the service server
1000 may transmit the facial condition information and the
health status information to the device 100.

[0505] FIG. 44B illustrates a database 4400 of users, which
is stored in the service server 1000, according to an exemplary
embodiment.

[0506] Referring to FIG. 44B, the service server 1000 may
store information about users correspondingly to account
information 4410 of the users.

[0507] The information about the users may include at least
one of feature information 4420 of faces of the users for
extracting face regions from face images, ID information
4430 of reference images that are to be compared with the
face images to extract facial condition information 4440, the
facial condition information 4440 of the users, and health
status information 4450 of the users, but is not limited thereto
in one or more other exemplary embodiments.

[0508] FIG. 44C is a flowchart of a process of obtaining, by
the device 100, health status information by using the service
server 1000, according to an exemplary embodiment.

[0509] According to the current exemplary embodiment,
the process of obtaining the health status information may be
performed by the service server 1000 communicating with
the device 100. The service server 1000 may be, for example,
a server that provides a service of obtaining health status
information, and may be a medical service server, an appli-
cation server, or a website server.

[0510] The device 100 obtains a face image in operation
S4410. Then, the device 100 transmits the face image to the
service server 1000 in operation S4420. The device 100 may
access the service server 1000 via the Internet, a telephone
network, or a wireless communication network. For example,
when the device 100 is a mobile communication terminal, the
device 100 may access a network by using a mobile commu-
nication method, such as WiF1i, third generation mobile com-
munication, fourth generation mobile communication, long
term evolution (LTE), or long term evolution-advanced (LTE-
A), and access the service server 1000. Also, according to one
or more exemplary embodiments, the device 100 may trans-
mit a face image to the service server 1000 via any of various
methods, for example, transmit a face image from a photo
album to the service server 1000, transmit a face image in an
application to the service server 1000, transmit a face image
to the service server 1000 through a short message service
(SMS), transmit a face image to the service server 1000 by
using a messenger application, and transmit a face image to
the service server 1000 via an email.

[0511] According to an exemplary embodiment, the device
100 may transmit an image file of the face image to the service
server 1000. In this case, the service server 1000 may extract
ID information of the face image included in the image file.
The service server 1000 may store face feature point infor-
mation according to ID information, and extract the ID infor-
mation ofthe face image by using the stored face feature point
information. Also, according to an exemplary embodiment,
the service server 1000 may search for information stored in
the service server 1000 with respect to the extracted ID infor-
mation. For example, the service server 1000 may store at
least one of facial condition information, health status infor-
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mation, personal information, medical history information
and another face image with respect to the ID information,
and search for such information by using the ID information.
[0512] According to another exemplary embodiment, the
device 100 may transmit the image file and the ID information
of'the face image to the service server 1000. The ID informa-
tion may include, for example, at least one or a combination
of'an ID, a phone number, an IP address, and a media access
control (MAC) address. The service server 1000 may search
for the facial condition information, the health status infor-
mation, the personal information, the medical history infor-
mation, and the other face image stored in the service server
1000 and corresponding to the ID information, by using the
1D information.

[0513] According to another exemplary embodiment, the
device 100 may transmit the image file of the face image, the
1D information, and the facial condition information and the
health status information with respect to the ID information to
the service server 1000. According to another exemplary
embodiment, the device 100 may transmit the personal infor-
mation and additional information with respect to the ID
information to the service server 1000, together with the
image file. The personal information may be at least one of
information about a name, a contact number, or an occupa-
tion. The additional information may be information about at
least one of a medical record, a medical history, a height, a
weight, an age, blood pressure, blood sugar, a waist measure-
ment, a hip circumference, a chest size, etc.

[0514] Upon receiving the face image in operation S4420,
the service server 1000 extracts facial condition information
from the face image in operation S4430. The facial condition
information may be extracted by analyzing the face image.
For example, the service server 1000 may extract the facial
condition information by using at least one of color informa-
tion of a face region, a face recognition algorithm, or a facial
expression recognition algorithm. For example, the service
server 1000 may extract information about at least one of a
face color, a number of blemishes or pimples, an eye color, or
a lip color, by using the color information of the face region.
Also, for example, the service server 1000 may extract infor-
mation about at least one of an inflamed eye, a pupil size,
movement of a pupil, a face size, a shape of a face contour, a
cracked lip, a location of each organ of a face, or movement of
facial muscles by using the face recognition algorithm or the
facial expression recognition algorithm. Alternatively, any of
various algorithms and methods may be used to extract the
facial condition information.

[0515] Then, the service server 1000 extracts health status
information by using the facial condition information in
operation S4440. For example, the service server 1000 may
extract the health status information by determining at least
one of a skin condition, an eye status, a weight change, a lip
status, a hair status, or a body condition.

[0516] Methods of extracting the facial condition informa-
tion and the health status information may be updated by a
user, e.g., a manager of the service server 1000 or a medical
staff.

[0517] According to an exemplary embodiment, the service
server 1000 may provide the facial condition information
and/or the health status information extracted by a medical
expert from the face image. In this case, the facial condition
information and/or the health status information may be pro-
vided to the device 100 after some time or some days the face
image is transmitted to the service server 1000.
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[0518] After the health status information is obtained in
operation S4440, the service server 1000 transmits the facial
condition information and/or the health status information to
the device 100 in operation S4450. The facial condition infor-
mation and/or the health status information may be transmit-
ted in operation S4450 via any of various methods, for
example, via an application message, an SMS message, a
message of a messenger application, or an email.

[0519] The device 100 provides the facial condition infor-
mation and/or the health status information received from the
service server 1000 to a user in operation S4460. For example,
the device 100 may display the health status information on a
screen of the device 100.

[0520] FIG. 45 is a flowchart of'a method of displaying, by
the device 100, health status information of a user, according
to an exemplary embodiment.

[0521] In operation S4510, the device 100 may display the
health status information of the user.

[0522] The device 100 may display the health status infor-
mation obtained by using facial condition information. Also,
the device 100 may display not only the health status infor-
mation, but also at least one of information about a symptom
extracted from a face image, information about a cause of the
symptom, information about another symptom that may be
shown with the extracted symptom, or information about
actions required to improve the symptom.

[0523] FIG. 46 is a diagram for describing a method of
providing, by the device 100, a user interface for providing
health status information calculated from a face of a user
displayed by the device 100 as the device 100 displays a
stored image, according to an exemplary embodiment.
[0524] Referring to FIG. 46, the device 100 may display an
image selected by the user from among images stored in the
device 100.

[0525] Uponreceiving a user input of selecting at least one
of the stored images, the device 100 may determine whether
the selected image is an image from which facial condition
information is extracted. When the selected image is the
image from which the facial condition information is
extracted, the device 100 may display a user interface 4610
for providing health status information corresponding to a
face image.

[0526] Upon receiving a user input of selecting the button
2810 of “HEALTH CARE” for providing the health status
information, the device 100 may display the health status
information stored correspondingly to the selected image.
[0527] FIG. 47 is a diagram for describing a method of
displaying, by the device 100, health status information on a
displayed image, according to an exemplary embodiment.
[0528] Referring to FIG. 47, the device 100 may display the
health status information on the displayed image.

[0529] The device 100 may obtain ID information of the
displayed image. The device 100 may obtain the health status
information stored correspondingly to the obtained 1D infor-
mation. The device 100 may store a predicted disease accord-
ing to the ID information and a location of a diagnosis region
from which the predicted disease is extracted. Accordingly,
the device 100 may display a phrase 4720 indicating the
predicted disease and an image 4710 indicating the diagnosis
region from which the predicted disease is extracted, on the
displayed image.

[0530] Also, the device 100 may provide a user interface
4730 for not extracting health status information from the
displayed image. Upon receiving a user input of selecting the
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user interface 4730 for not extracting health status informa-
tion from the displayed image, the device 100 may delete the
health status information stored regarding the displayed
image.

[0531] Accordingly, when health status information of a
user is distorted since a face of the user is not clearly captured
due to external environments, the distorted health status infor-
mation may be deleted.

[0532] FIG. 48A is a diagram for describing a method of
providing, by the device 100, a user interface 4810 for select-
ing a person to be displayed on a screen from health status
information about a plurality of people, according to an
exemplary embodiment.

[0533] Referring to FIG. 48A, the device 100 may display
the user interface 4810 for selecting a person to be displayed
on the screen from the health status information of the plu-
rality of people. The device 100 may extract, from the face
image, the health status information of the plurality of people
shown on a face image. Also, the device 100 may store 1D
information of an input image from which face condition
information is extracted and health status information
obtained from the facial condition information, correspond-
ingly to ID information of a person. Upon receiving a user
input of selecting one of the plurality of people, the device
100 may display an input image and health status information
of the selected person.

[0534] FIG. 48B is a diagram for describing a method of
displaying, by the device 100, input images 4820 of a person
selected by a user and health status information 4840 corre-
sponding to the input images 4820, according to an exem-
plary embodiment.

[0535] Referring to FIG. 48B, the device 100 may display
the input images 4820 of the person selected by the user, and
the health status information 4840 corresponding to the input
images 4820.

[0536] The device 100 may display the input images 4820
in a chronological order of photographed time of the input
images 4820. Also, the device 100 may display date informa-
tion 4830 when the input images 4820 are generated, together
with the input images 4820. Also, the device 100 may display
the health status information 4840 corresponding to the input
images 4820.

[0537] Accordingly, the user may view the health status
information 4940 according to a chronological order with
respect to the selected person.

[0538] FIGS. 49A through 49C are diagrams for describing
a method of providing, by the device 100, health status infor-
mation about a period or a disease selected by a user, accord-
ing to an exemplary embodiment.

[0539] Referring to FIG. 49A, the device 100 may display
auser interface 4910 for selecting a period. The user interface
4910 may be a user interface for selecting a unit period from
a current point of time to the past.

[0540] Upon receiving a user input of selecting a unit
period from the current point of time to the past, the device
100 may display health status information extracted from
images captured during the selected unit period.

[0541] Referring to FIG. 49B, the device 100 may display a
user interface 4920 for selecting a disease. The device 100
may display a disease of the user related to images stored in
the device 100. Also, the device 100 may display a disease of
the user related to images captured during a unit period
selected by the user from among the images stored in the
device 100.

Jan. 7, 2016

[0542] Referring to FIG. 49C, upon receiving user inputs of
selecting a unit period and a disease, the device 100 may
display input images related to the selected disease during the
selected unit period in a chronological order.

[0543] FIG. 50A illustrates a screen of providing health
status information, according to an exemplary embodiment.

[0544] According to an exemplary embodiment, the health
status information calculated (e.g., determined or obtained)
by the device 100 may be displayed on the screen of the
device 100. Also, when a health status changes, the device
100 may provide information about the change to a user. For
example, as shown in FIG. 50A, a message indicating that a
skin condition is worsened due to an increased number of
blemishes may be displayed on the screen.

[0545] FIG. 50B illustrates a screen of providing health
status information, according to another exemplary embodi-
ment.

[0546] According to an exemplary embodiment, the health
status information may be provided in a form of notifying a
change of the health status information over time. When a
face image is extracted by using a captured image, a time may
be determined based on a captured time of the captured image
or a current time. When a face image is extracted by using a
stored image, time may be determined based on a photo-
graphed date stored in an image file of the stored image. For
example, as shown in FIG. 50B, a change of a number of
blemishes is shown according to dates to notify a user about
skin condition according to time. Alternatively, the device
100 may provide a change of blood pressure, a skin color, an
eye condition, or a skin condition according to time. Accord-
ing to the current exemplary embodiment, the user is able to
easily recognize the change of the health status information
according to time.

[0547] FIG. 51A illustrates a screen of providing health
status information, according to another exemplary embodi-
ment.

[0548] According to an exemplary embodiment, the device
100 may display the health status information together with a
face image. For example, as shown in FIG. 51A, numbers of
blemishes of one week ago and today may be shown by using
face images. According to the current exemplary embodi-
ment, achange of a health status may be shown intuitively and
visually.

[0549] Also, according to the current exemplary embodi-
ment, the device 100 may provide the face image and the
health status information together by comparing a best status
and a current status. For example, the device 100 may display
a face image showing a best skin condition and a face image
showing a current skin condition. According to the current
exemplary embodiment, the user may intuitively determine
the current status by comparing the best status and the current
status.

[0550] Also, according to the current exemplary embodi-
ment, the device 100 may provide the health status informa-
tion by displaying the face image of the user showing the
current status and a base face image showing a normal status.
Here, the base face image may not be a face image of the user.
According to the current exemplary embodiment, the user
may intuitively determine his/her health status.

[0551] FIG. 51B is a diagram for describing a method of
displaying, by the device 100, facial condition information
that changes over time, from among pieces of facial condition
information of a user, according to an exemplary embodi-
ment.
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[0552] Referring to FIG. 51B, the device 100 may display
the facial condition information that changes over time by
comparing a photograph 5102 captured a first time period
(e.g., one week) ago, a photograph 5104 captured a second
time period (e.g., three days ago), and a current photograph
5106. Also, the device 100 may display, on a face region of an
input image of the user, from which different facial condition
information that is different from past facial condition infor-
mation is extracted, an indicator indicating that the different
facial condition information is extracted.

[0553] For example, the device 100 may extract informa-
tion that a number of pimples on cheeks is equal to or higher
than a threshold number from the photograph 5102, as facial
condition information. Accordingly, the device 100 may
obtain information that a function of lung is deteriorated from
the photograph 5102, as health status information.

[0554] Upon obtaining the photograph 5104 as an input
image, the device 100 may extract information that the num-
ber of pimples on cheeks is equal to or higher than the thresh-
old number and dark circles are generated under eyes from the
photograph 5104, as facial condition information. When a
difference between the number of pimples in the photograph
5104 and the number of pimples in the photograph 5102 is
within a threshold value, the device 100 may not separately
display information about the pimples on the photograph
5104. Also, the device 100 may not determine that the
pimples are worsened or improved.

[0555] Meanwhile, since the dark circles under the eyes
detected from the photograph 5104 are not included in the
facial condition information extracted from the photograph
5102, in order to indicate information about a facial condition
of'the user changed three days ago based on one week ago, the
device 100 may display images 5110 and 5120 indicating
such changes on regions of the dark circles.

[0556] Also, upon obtaining the current photograph 5106
as an input image, the device 100 may extract information that
the number of pimples on cheeks is equal to or higher than the
threshold number and the dark circles are generated under the
eyes from the current photograph 5106, as facial condition
information. When a difference between the number of
pimples in the current photograph 5106 and the number of
pimples in the photograph 5104 is within a threshold value,
the device 100 may not separately display information about
the pimples on the current photograph 5106. Also, the device
100 may not determine that the pimples are worsened or
improved.

[0557] Meanwhile, since the dark circles under the eyes
detected from the current photograph 5106 are determined to
be larger and darker than those detected from the photograph
5104, in order to indicate information about a facial condition
of the user currently changed based on three days ago, the
device 100 may display images 5130 and 5140 indicating
such changes on the regions of the dark circles.

[0558] As such, the device 100 may provide the informa-
tion about the facial conditions that change over time.
[0559] Also, the device 100 may display health status infor-
mation indicating a health status of the user, which is different
at a point of time when a current input image is captured
compared to a point of time when a past input image was
captured, based on information indicating at least one differ-
ence between current facial condition information and past
facial condition information of the user.

[0560] For example, based on the dark circles detected
from the photograph 5104, the device 100 may display a
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phrase 5150 indicating allergic rhinitis, as health status infor-
mation. Also, based on the darker and larger dark circles
detected from the current photograph 5106, the device 100
may display a phrase 5160 indicating that the allergic rhinitis
is worsened, as health status information.

[0561] As such, the device 100 may provide the health
status information that changes over time.

[0562] FIG. 52 illustrates a screen of providing health sta-
tus information, according to another exemplary embodi-
ment.

[0563] According to an exemplary embodiment, the device
100 may provide advice to a user based on the health status
information. For example, when a skin condition of the useris
bad, advice to take vitamin C may be provided. Here, in order
to induce the user to take vitamin C twice a day, a notification
to take vitamin C may be provided as a popup message at two
certain points of time. Alternatively, for example, the device
100 may provide a message or notification inducing the user
to exercise at a certain point of time.

[0564] Alternatively, the device 100 may provide informa-
tion about a food, a lifestyle, or an exercise required by or
suggested or determined for the user based on the health
status information of the user.

[0565] FIGS. 53A and 53B are diagrams for describing a
method of providing, by the device 100, health status infor-
mation of a user in a calendar form, according to an exem-
plary embodiment.

[0566] Referring to FIG. 53A, the device 100 may display
a calendar showing dates per week or month on one screen.
Also, the device 100 may display a user interface 5310 for
displaying health status information corresponding to dates.
[0567] Referring to FIG. 53B, upon receiving a user input
of selecting the user interface 5310 for displaying the health
status information corresponding to dates, the device 100
may display health status information corresponding to a face
image captured on each date, on a region corresponding to
each date.

[0568] The device 100 may store the health status informa-
tion corresponding to the face image captured on each date,
and ID information of the face image. Here, the health status
information corresponding to each date may be obtained from
facial condition information extracted from the face image
captured on each date.

[0569] Also, upon receiving a user input of selecting one
date, the device 100 may display a face image 5340 captured
on the selected date and health status information 5330
obtained from facial condition information extracted from the
face image 5340.

[0570] FIG. 54 is a diagram for describing a method of
displaying, by the device 100, health status information of a
user when a social network application is executed, according
to an exemplary embodiment.

[0571] Referring to FIG. 54, the device 100 may display the
health status information of the user when the social network
application is executed.

[0572] For example, the device 100 may store health status
information corresponding to a face image. The device 100
may store health status information corresponding to a face
image that is recently captured as current health status infor-
mation. In this case, the current health status information may
be stored at a certain location. As such, the social network
application executed in the device 100 may extract the health
status information from the certain location.
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[0573] Also, the social network application executed in the
device 100 may display an image 5410 that shows a status of
the user, based on the current health status information. For
example, the social network application executed in the
device 100 may display an image of a sick person when a
health status of the user is equal to or lower than a reference
value.

[0574] FIG. 55 is a flowchart illustrating a method of
extracting, by the device 100, a difference in a facial condition
of'a user by comparing a face image and a reference image.
[0575] In operation S5510, the device 100 may obtain a
face image of a user.

[0576] For example, the device 100 may receive an input
image including a face of the user from an imaging unit (e.g.,
imager) included in the device 100. At this time, the device
100 may provide a template capturing interface for obtaining
an input image satisfying a pre-set face image obtaining con-
dition.

[0577] Also, when the input image satisfies the pre-set face
image obtaining condition, the device 100 may capture the
face of the user even if there is no user input.

[0578] Alternatively, the device 100 may obtain an image
selected by the user from among images stored in the device
100, as the input image. Alternatively, the device 100 may
obtain an image downloaded from an external device, as the
input image.

[0579] The device 100 may extract a face region from the
input image, and store the face region as the face image.
[0580] In operation S5520, the device 100 may extract a
status value of a photographing element indicating a photo-
graphing circumstance from the face image.

[0581] The photographing element indicating the photo-
graphing circumstance may include at least one of lighting, a
place, a background, a time zone, an angle of a face, or a facial
expression, as shown in FIG. 56, but is not limited thereto in
one or more other exemplary embodiments.

[0582] Forexample, the device 100 may extract brightness,
a direction, and a color temperature of lighting during pho-
tographing, from the face image.

[0583] Inoperation S5530, the device 100 may determine a
reference image to be compared with the face image, from
among a plurality of reference images, based on the status
value.

[0584] The device 100 may store the plurality of reference
images correspondingly to ranges of the status value. For
example, a reference image captured at a place where bright-
ness of lighting is 60 lux may be stored as a reference image
corresponding to 50 to 70 lux. Also, a reference image cap-
tured at a place where brightness of lighting is 80 lux may be
stored as a reference image corresponding to 70 to 90 lux.
[0585] Accordingly, the device 100 may determine the ref-
erence image corresponding to the status value extracted from
the face image. For example, when brightness of lighting
extracted from the face image is 60 lux, the device 100 may
determine a reference image corresponding to 50 to 70 lux
from among a plurality of reference images as the reference
image to be compared with the face image.

[0586] A reference image may not only be pre-determined
correspondingly to a plurality of status values of one photo-
graphing element, but may also be pre-determined corre-
spondingly to a combination of a plurality of photographing
elements. For example, reference images may be pre-deter-
mined correspondingly to each of 18 combinations of condi-
tions in which brightness of lighting are 50 to 70 lux, 70 to 90
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lux, and 90 to 110 lux, conditions in which places are home,
a school, and an office, and conditions in which directions of
a face are left and right.

[0587] Inoperation S5540, the device 100 may extract the
difference in the facial condition by comparing the face image
and the reference image.

[0588] The device 100 may compare the face image and the
reference image to extract the difference from the face image.
For example, information about whether a number of pimples
is increased in the face region, whether a face color is dark-
ened, or whether lips are drier compared to the reference
image may be extracted.

[0589] Inoperation S5550, the device 100 may determine a
change of a health status of the user based on the difference.
[0590] For example, when the number of pimples is
increased, the device 100 may determine that hormone secre-
tion of the user is unstable. Also, when the face color is
darkened, the device 100 may determine that blood circula-
tion of the user is not smooth.

[0591] Assuch, the device 100 may compare the face image
and the reference image reflecting the photographing circum-
stance of the face image to accurately determine the health
status of the user.

[0592] FIG.56is atable of photographing elements accord-
ing to an exemplary embodiment.

[0593] Referring to FIG. 56, the device 100 may determine
not only a user, but also elements other than the user, as
photographing elements.

[0594] The photographing elements may be elements that
affect facial condition information extracted from a face
image of the user.

[0595] The photographing elements may include at least
one of brightness of lighting, a direction of lighting, and a
color temperature of lighting. Darkness of a face color of the
user may vary based on the brightness of the lighting. Also,
shading in a face region of the user may vary based on the
direction of the lighting. Also, the face color of the user may
vary based on the color temperature of the lighting.

[0596] Also, the photographing elements may include at
least one of a place and information about whether the user is
indoors or outdoors. The place may not only include infor-
mation about an absolute location, such as longitude and
latitude, but also include information about a relative loca-
tion, such as home, an office, or a school. A color temperature
of the face image may vary based on whether the user is
indoors or outdoors. Also, a makeup degree of the user may
vary based on whether the user is at home, in an office, or in
aschool. Also, activities of the user at home, in an office, or in
a school may differ based on a life pattern of the user.
[0597] Furthermore, the photographing elements may
include a background color around a face of the user in the
face image or an object around the face of the user in the face
image. The device 100 may determine whether it is day or
night based on whether the background color around the face
is dark. Also, when a color around the face is a skin color,
accuracy of a location of the face region may be affected.
[0598] Also, the photographing elements may include a
time zZone. A condition of the user may show a uniform pattern
based on time zones, and a facial condition of the user may
vary according to the condition. A pattern of the condition
may be determined based on a day or a month. Alternatively,
the condition may show a uniform pattern based on a day of
the week.
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[0599] Also, a makeup degree of the user may show a
uniform pattern based on time zones. For example, the user
may not be wearing makeup from 00:00 to 07:00, and may be
wearing makeup from 10:00 to 17:00.

[0600] Also, the photographing elements may include an
angle of the face of the user with respect to a camera during
photographing. A region ofthe face exposed in the face image
may differ based on the angle of the face. Furthermore, the
photographing elements may include a facial expression of
the user during photographing. A region of the face from
which facial condition information is extracted may differ
based on the facial expression.

[0601] FIG. 57 is a diagram for describing a method of
determining, by the device 100, a reference image, according
to an exemplary embodiment.

[0602] As shown in FIG. 57, the device 100 may provide a
user interface for selecting an image to be used as a reference
image from among a plurality of images stored in the device
100.

[0603] Forexample, when a button for selecting a reference
image is selected, the device 100 may display images 5710
through 5740 including a face of a user from among the
plurality of images stored in the device 100. Also, the device
100 may display a toggle button for selecting an image on
each of the images 5710 through 5740.

[0604] Upon receiving a user input of selecting an image,
the device 100 may store the selected image as a reference
image.

[0605] Then, the device 100 may extract a status value of a
photographing element indicating a photographing circum-
stance of the reference image from the reference image. For
example, the device 100 may extract at least one of a time, a
place, and a direction, an angle, and a color temperature of
lighting from the reference image from metadata of in a
reference image file. Also, the device 100 may analyze the
reference image to obtain at least one of an angle, a direction,
and a facial expression of the face of the user in a face image.
[0606] Furthermore, the device 100 may automatically
determine the reference image. For example, the device 100
may determine a pre-registered image including the face of
the user from among the plurality of images stored in the
device 100, as the reference image. The device 100 may
determine, as the reference image, an image in which resolu-
tion (for example, a number of pixels indicating the face of the
user) of the face of the user is equal to or higher than a
reference value.

[0607] FIGS. 58A through 58C are diagrams for describing
a method of determining, by the device 100, a reference
image, according to one or more exemplary embodiments.
[0608] Referring to FIG. 58A, the device 100 may deter-
mine a reference image according to a place, from among a
plurality of images.

[0609] For example, the device 100 may determine a refer-
ence image according to longitude and latitude, based on
longitude and latitude stored as metadata in an image file.
Alternatively, the image file may store a relative location,
such as home or an office, instead of an absolute location.
Accordingly, the device 100 may determine a reference
image 5810 corresponding to home and a reference image
5815 corresponding to an office.

[0610] Referring to FIG. 58B, the device 100 may deter-
mine a reference image according to brightness of lighting,
from among a plurality of images.
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[0611] For example, the device 100 may determine a refer-
ence image according to brightness of lighting, based on
brightness of lighting stored as metadata in an image file. For
example, a reference image 5820 when brightness of lighting
during photographing is 200 lux, a reference image 5822
when brightness of lighting during photographing is 100 lux,
and a reference image 5824 when brightness of lighting dur-
ing photographing is 50 lux may be determined.

[0612] Referring to FIG. 58C, the device 100 may deter-
mine a reference image according to a location of lighting,
from among a plurality of images.

[0613] The device 100 may determine a location of lighting
by analyzing an image. For example, when a right side of a
face of a user in an image is darker than a left side by at least
a threshold value, it may be determined that lighting during
photographing is located at the left. Also, when brightness is
even throughout a face region, it may be determined that
lighting is in the same direction as a camera. Furthermore,
when a top portion of a face of a user in a face image is darker
than a bottom portion by at least a threshold value, it may be
determined that lighting is directly below the face of the user
during photographing.

[0614] Accordingly, the device 100 may determine a refer-
ence image 5830 when a location of lighting during photo-
graphing is at left of a user, a reference image 5832 when a
location of lighting during photographing is at right of a user,
a reference image 5834 when a location of lighting during
photographing is above a camera lens, and a reference image
5836 when a location of lighting during photographing is
directly below a face of a user may be determined.

[0615] FIG. 59 is a diagram for describing a method of
generating, by the device 100, a plurality of reference images
5921,5923, 5925, 5931, 5933, and 5935 according to circum-
stances by compensating one base image 5910, according to
an exemplary embodiment.

[0616] Thereferenceimage 5910 may be selected by a user,
or the device 100 may automatically select an image that is
closest to a face image obtaining condition, as the reference
image 5910.

[0617] The device 100 may display a plurality of photo-
graphing elements, and may display toggle buttons 5920,
5930, and 5940 for selecting whether to generate a reference
image according to the photographing elements.

[0618] Upon receiving a user input of selecting the toggle
button 5920 for generating a reference image according to
brightness of lighting, the device 100 may generate reference
images in different brightness by compensating the base
image 5910. For example, the device 100 may generate the
reference images 5921, 5923, and 5925 respectively corre-
sponding to 200 lux, 100 lux, and 50 lux by adjusting lumi-
nance of pixels in the base image 5910.

[0619] Also, upon receiving a user input of selecting the
toggle button 5930 for generating a reference image accord-
ing to an angle of a face, the device 100 may generate refer-
ence images in different angles by compensating the base
image 5910. For example, the device 100 may generate the
reference images 5931, 5933, and 5935 in which the face is
respectively yawed to left, front, and right. Also, the device
100 may generate a reference image in which the face is
pitched up or down. Also, the device 100 may generate a
reference image in which the face is rolled left or right. As
such, the device 100 may generate reference images accord-
ing to various angles of the face.
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[0620] FIGS. 60A through 60B are diagrams for describing
a method of determining, by the device 100, a reference
image based on a status value of a photographing element of
a face image, and determining, by the device 100, a health
status of a user by comparing the face image and the reference
image, according to an exemplary embodiment.

[0621] Referring to FIG. 60A, the device 100 may deter-
mine a state value of a photographing element of a face image
6010.

[0622] For example, the device 100 may calculate an angle
of a face of a user in the face image 6010 to be yaw 25° by
analyzing the face image 6010. Also, the device 100 may
determine brightness of lighting during photographing to be
200 lux based on metadata in a file of the face image 6010.
Furthermore, the device 100 may determine a photographed
place to be home based on photographing location informa-
tion in the file of the face image 6010. Also, the device 100
may determine that lighting is lighting the user straight by
analyzing the face image 6010. Moreover, the device 100 may
determine that a color temperature of the lighting is 4000 K by
analyzing the face image 6010. Also, the device 100 may
determine that the lighting is a fluorescent light based on the
determined color temperature, and determine that the photo-
graphed place is indoors. Furthermore, the device 100 may
determine that a photographed time is 17:33, and a facial
expression of the user in the face image 6010 is expression-
less.

[0623] Upon determining the status value of the photo-
graphing element of the face image 6010, the device 100 may
determine one reference image based on the determined sta-
tus value.

[0624] For example, the device 100 may obtain one refer-
ence image reflecting the determined status value. For
example, the device 100 may obtain a reference image in
which an angle of a face is yaw 25°, brightness of lighting is
200 lux, an angle of the lighting is a front face, a color
temperature of the lighting is 4000 K, a photographed place is
home, a photographed time is 17:33, and a facial expression is
expressionless. At this time, the reference image may be a
representative image in which an angle of a face is 15° to 30°,
brightness of lighting is 150 to 200 lux, an angle of the
lighting is a front face, a color temperature of the lighting is
3500 to 4500 K, a photographed place is home, a photo-
graphed time is 16:00 to 18:00, and a facial expression is
expressionless.

[0625] According to an exemplary embodiment, the device
100 may determine a reference image based only on a pho-
tographing element having a status value outside a base range,
from among a plurality of photographing elements. For
example, when an angle of a face is equal to or higher than a
base value, i.e., equal to or higher than 20° based on a front
face, the device 100 may determine the angle of the face as a
photographing element for determining a reference image.
Alternatively, the device 100 may determine brightness of
lighting as a photographing element for determining a refer-
ence image when the brightness is equal to or higher than 150
Iux or 50 lux. Alternatively, the device 100 may determine a
color temperature of lighting as a photographing element for
determining a reference image when the color temperature is
lower than or equal to 3000 K or is equal to or higher than
8000 K. Alternatively, the device 100 may determine a pho-
tographed time as a photographing element for determining a
reference image when the photographed time is before 06:00
or after 23:00. Alternatively, the device 100 may determine a
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facial expression as a photographing element for determining
areference image when the facial expression is a smiling face
or a frowning face.

[0626] As such, regarding the face image 6010 of FIG.
60A, the device 100 may select an angle of a face or bright-
ness of lighting as a photographing element for determining a
reference image. Also, the device 100 may determine a ref-
erence image 6020, in which an angle of a face is yaw 25° and
brightness of lighting is 200 lux, from among a plurality of
reference images, as a reference image to be compared with
the face image 6010.

[0627] Alternatively, according to an exemplary embodi-
ment, the device 100 may not only determine, as a reference
image, an image that is pre-stored according to the status
value of the photographing element of the face image 6010,
but may also generate or obtain a reference image by com-
pensating the face image 6010.

[0628] Forexample, the device 100 may obtain an image in
which an angle of a face is yaw 25°, and generate a reference
image to be compared with the face image 6010 by adjusting
brightness of the obtained image to 200 lux.

[0629] Upon obtaining or generating the reference image
6020, the device 100 may compare the face image 6010 with
the reference image 6020 to determine different facial condi-
tion information, and determine current health status infor-
mation based on the different facial condition information.
[0630] Referring to FIG. 60B, the device 100 may deter-
mine a plurality of reference images based on the status
values of the photographing elements of the face image 6010.
[0631] For example, the device 100 may obtain a reference
image 6030 in which an angle of a face is yaw 25°, a reference
image 6040 in which brightness of lighting is 200 lux, a
reference image in which an angle of lighting is a front face,
and a reference image in which a color temperature of lighting
is 4000 K. Also, the device 100 may obtain a reference image
6050 in which a photographed place is home, a reference
image in which a photographed time is about 17:00, and a
reference image in which a facial expression is expression-
less.

[0632] Upon determining the plurality of reference images
corresponding to the photographing elements of the face
image 6010, the device 100 may compare the face image 6010
with each of the plurality of reference images to determine a
plurality of pieces of facial condition information corre-
sponding to each of the plurality of reference images. Also,
the device 100 may determine one piece of facial condition
information by averaging or weight-averaging the plurality of
pieces of facial condition information.

[0633] According to an exemplary embodiment, the device
100 may determine a reference image based only on a pho-
tographing element having a status value outside a base range,
from among a plurality of photographing elements.

[0634] For example, the device 100 may determine three
pieces of facial condition information by comparing the face
image 6010 with each of the reference image 6030 in which
an angle of a face is yaw 25°, the reference image 6040 in
which brightness of lighting is 200 lux, and the reference
image 6050 in which a photographed place is home, and
determine the health status information by averaging or
weight-averaging the three pieces of facial condition infor-
mation.

[0635] FIGS. 61A through 61F are diagrams for describing
a method of obtaining, by the device 100, health status infor-
mation of a user from a face image of the user, and providing,
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by the device 100, a hospital related service based on the
health status information, according to one or more exem-
plary embodiments.

[0636] Referring to FIG. 61A, the device 100 may provide
a hospital related service based on health status information
6130.

[0637] Forexample, upon receiving a user input of display-
ing the health status information 6130 obtained from a face
image 6110, the device 100 may display or output the face
image 6110, facial condition information 6120 obtained from
the face image 6110, and the health status information 6130
obtained based on the facial condition information 6120. For
example, the facial condition information 6120 may be
exophthalomos and swelling under eyes, and the health status
information 6130 may be hyperthyreosis.

[0638] Also, the device 100 may display or output a user
interface for providing the hospital related service together
with the facial condition information 6120 and the health
status information 6130. For example, the device 100 may
display a button 6140 for providing a reservation service, a
button 6150 for displaying a list of nearby hospitals, and a
button 6160 for talking to a doctor.

[0639] Referring to FIG. 61B, upon receiving a user input
of selecting the button 6140 for providing a reservation ser-
vice, the device 100 may display a user interface for making
areservation at a hospital related to health status information
of a user.

[0640] For example, when the health status information is
hyperthyreosis, the device 100 may display a list of hospitals
related to thyroid. Here, the device 100 may receive the list of
hospitals related to thyroid from a server (e.g., a third party
server), and receive the list of hospitals related to thyroid from
the service server 1000 connected to the third party server.
[0641] Referring to FIG. 61C, upon receiving a user input
of selecting a hospital from a list of hospitals, the device 100
may provide a user interface for making a reservation at the
selected hospital.

[0642] The user interface for making a reservation may
include an item 6170 for selecting a date and time, an item
6172 for inputting a name of a user, an item 6174 for inputting
contact information, and an item 6176 for inputting a memo.
[0643] When the items 6170 through 6176 are filled in and
auser input of selecting a reservation button 6178 is received,
the device 100 may transmit information in the items 6170
through 6176 to the service server 1000 or a third party server.
Upon receiving information indicating that the reservation is
made from the service server 1000 or the third party server,
the device 100 may display a phrase indicating that the res-
ervation is made.

[0644] Referring to FIG. 61D, upon receiving a user input
of selecting the button 6150 of FIG. 61A for displaying a list
of nearby hospitals, the device 100 may provide location
information about hospitals near a current location of a user
based on location information of the device 100.

[0645] For example, the device 100 may obtain a current
latitude and longitude of the device 100 by using a GPS
included in the device 100. Based on the current latitude and
longitude, the device 100 may provide a hospital related to
health status information of the user, from among the hospi-
tals near the current location of the user. At this time, the
device 100 may display a map 6180 showing locations of
hospitals.

[0646] For example, the device 100 may display locations
6181 through 6186 of hospitals specializing in internal secre-
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tion handling hyperthyreosis on the map 6180, from among
hospitals near the current location of the user.

[0647] Referring to FIG. 61E, upon receiving a user input
of selecting the button 6160 of FIG. 61A for talking with a
doctor, the device 100 may provide a list of doctors.

[0648] Forexample, upon receiving the user input of select-
ing the button 6160, the device 100 may provide a list of
doctors related to health status information of a user. Here, the
device 100 may transmit the health status information to the
service server 1000 or a third party server, receive the list of
doctors from the service server 1000 or the third party server,
and display the list of doctors.

[0649] Upon receiving a user input of selecting a doctor
from the list of doctors, the device 100 may transmit ID
information of the selected doctor to the service server 1000
orthe third party server, and display a chat window for talking
with the selected doctor.

[0650] FIG. 62 is a database 6200 of health status informa-
tion 6230 and 6240 extractable from facial condition infor-
mation 6220 and prescription information 6250 according to
the health status information 6230 and 6240, according to an
exemplary embodiment.

[0651] Referring to FIG. 62, the device 100 or the service
server 1000 may store the health status information 6230 and
6240 extractable from the facial condition information 6220,
and the prescription information 6250 according to the health
status information 6230 and 6240, in a form of the database
6200. Here, the device 100 or the service server 1000 may
store the facial condition information 6220, the health status
information 6230 and 6240, and the prescription information
6250 according to regions 6210 of a face.

[0652] The device 100 or the service server 1000 may
extract the health status information 6230 and 6240 from the
facial condition information 6220, and obtain the prescription
information 6250 from the health status information 6230 and
6240, based on the database 6200.

[0653] For example, when facial condition information is
an inflamed eye, the device 100 or the service server 1000
may determine problems in a liver and a heart of a user as
health status information. Also, the device 100 may determine
accompanying symptoms to be dizziness, headache, cold sore
in mouth, tinnitus, and dandruff. Also, the device 100 or the
service server 1000 may determine no alcohol and regular
exercise as prescription information.

[0654] FIGS. 63A through 63C are diagrams for describing
a method of providing, by the device 100, prescription infor-
mation suitable to a user based on health status information of
the user, according to exemplary embodiments.

[0655] Referring to FIG. 63A, the device 100 may provide
the prescription information suitable to the user based on the
health status information.

[0656] The device 100 may display information for chang-
ing life habits of the user based on the health status informa-
tion.

[0657] For example, when the health status information
indicates a blood circulation problem, the device 100 may
display information for inducing the user to take enough
sleep. Also, the device 100 may display symptoms caused by
lack of sleep or an advice for changing a sleeping habit.
[0658] Referring to FIG. 63B, the device 100 may display
information for changing eating habits of the user based on
the health status information.

[0659] For example, when the health status information
indicates a blood circulation problem, the device 100 may
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advise the user to mainly eat grains and vegetables. The
device 100 may recommend grains or vegetables suitable to
the user to improve a health status.

[0660] Referring to FIG. 63C, the device 100 may display
exercise information helpful to the user based on the health
status information.

[0661] For example, when the health status information
indicates a blood circulation problem, the device 100 may
display a page 6310 providing information about exercises
under various circumstances. Upon receiving a user input of
selecting “stretching at work™ from various items in the page
6310, the device 100 may display stretches doable by the user
at work.

[0662] FIG. 64 is a diagram for describing a method of
providing, by the device 100, a service related to health status
information of a user to the user by interworking with a
plurality of third party servers 2000a through 200056 that
provide health related information, according to an exem-
plary embodiment.

[0663] Referring to FIG. 64, the third party servers 2000a
through 2000¢ may be servers operated by different service
providers.

[0664] For example, the third party server 2000a may be a
server providing information about life habits suitable to the
user. The third party server 20005 may be a server providing
a diet therapy suitable to the user. Also, the third party server
2000¢ may be a server for recommending exercises suitable
to the user.

[0665] Thedevice 100 may transmit the health status infor-
mation of the user obtained from a face image of the user to
one of the third party servers 2000a through 2000¢ based on
pre-stored address information of the third party servers
2000qa through 2000c¢, and receive prescription information
suitable to the user from the one of the third party servers
20004 through 2000c.

[0666] The one of the third party servers 2000a through
2000¢ may determine the prescription information based on
the health status information received from the device 100,
and provide the prescription information to the device 100. At
this time, the prescription information may be provided in a
form of text, image, or moving image, or may be provided in
a form of a webpage including health information.

[0667] FIG. 65 is a diagram for describing a method of
providing, by the device 100, a service provided by third party
servers 3000a through 30005 to a user through the service
server 1000, according to an exemplary embodiment.

[0668] Referring to FIG. 65, the service server 1000 may be
connected to the third party servers 3000a through 30005 that
provide health related information.

[0669] The third party server 3000a may be a server oper-
ated by a hospital to provide a reservation service. The third
party server 30005 may be a server operated by a service
provider to provide a map service. Also, the third party server
3000c may be a server operated by a service provider to
provide a messenger service.

[0670] The service server 1000 may store address informa-
tion of each of the third party servers 3000a through 3000c.
Upon receiving a request for a service from the device 100,
the service server 1000 may determine a third party server for
providing the requested service, and request the third party
server for information required to provide the requested ser-
vice. Upon receiving the requested information from the third
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party server, the service server 1000 may provide the
requested service to the device 100 based on the received
information.

[0671] For example, upon receiving a reservation service
regarding a certain medical department from the device 100,
the service server 1000 may request the third party server
30004 for information about an available date and time, and
information about doctors regarding the certain medical
department, and receive the requested information. Upon
receiving the requested information from the third party
server 3000a, the service server 1000 may transmit the
received information to the device 100.

[0672] Upon receiving a reservation request regarding at
least one of a date, time, and doctor selected by a user from the
device 100, the service server 1000 may request the third
party server 3000a to make an appointment with the doctor
selected by the user on the date and time selected by the user.

[0673] Also, for example, upon receiving a request for a list
of'hospitals close to the user from the device 100, the service
server 1000 may request the third party server 30005 for the
list of hospitals. At this time, the service server 1000 may
transmit latitude and longitude information of the device 100
to the third party server 30005. Furthermore, the service
server 1000 may transmit ID information of a certain medical
department together with the latitude and longitude informa-
tion to the third party server 30004.

[0674] Upon receiving the list of hospitals from the third
party server 30005, the service server 1000 may transmit the
received list to the device 100. Here, the service server 1000
may transmit information about locations of the hospitals,
medical departments of the hospitals, or ratings of the hospi-
tals, to the device 100.

[0675] Also, upon receiving a request to talk with a doctor
at a certain medical department from the device 100, the
service server 1000 may determine the doctor corresponding
to the certain medical department from among a pre-stored
plurality of doctors, based on 1D information of the certain
medical department. The service server 1000 may request the
third party server 3000c¢ for chatting with the determined
doctor, based on messenger IDs of the pre-stored plurality of
doctors. The service server 1000 may transmit a message
received from the device 100 to the third party server 3000c,
and transmit a message received from the third party server
3000c¢ to the device 100, thereby providing a messenger ser-
vice to the device 100.

[0676] FIG. 66 is a diagram for describing a method of
providing, by the device 100, services provided by third party
servers 4000qa through 4000¢ to a user, by using the service
server 1000 interworking with an integrated server 5000 of
the third party servers 4000a through 4000c¢, according to an
exemplary embodiment.

[0677] Referring to FIG. 66, the service server 1000 may
provide the services provided by the third party servers 4000a
through 4000c¢ to the device 100 by interworking with the
integrated server 5000.

[0678] The integrated server 5000 may be a server that
transmits and receives information to and from the third party
servers 4000a through 4000c. For example, when the third
party servers 4000a through 4000¢ are hospital servers oper-
ated by different hospitals, the integrated server 5000 may be
a server that transmits and receives information to and from
the third party servers 4000a through 4000¢. In this case, the
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integrated server 5000 may store address information of the
hospitals operating the third party servers 4000a through
4000c¢.

[0679] Upon receiving a reservation service regarding a
certain medical department from the device 100, the service
server 1000 may request the integrated server 5000 for infor-
mation about available dates and times and information about
doctors regarding the certain medical department. Upon
receiving a reservation request from the service server 1000,
the integrated server 5000 may request the third party servers
40004a through 4000¢ registered in the integrated server 5000
for information required to make a reservation at the certain
medical department.

[0680] Upon receiving the information about available
dates and times and information about doctors from the third
party servers 4000a through 4000c, the integrated server
5000 may transmit the received information to the service
server 1000. At this time, the integrated server 5000 may
transmit the received information together with ID informa-
tion of the hospitals to the service server 1000.

[0681] Upon receiving the information required to make a
reservation from the integrated server 5000, the service server
1000 may transmit the received information to the device 100.
[0682] Upon receiving user inputs of selecting one of the
hospitals, and selecting a date, a time, and a doctor, the device
100 may transmit information about the user inputs to the
service server 1000. Upon receiving the information about
the user inputs from the device 100, the service server 1000
may request the integrated server 5000 to make a reservation,
and the integrated server 5000 may make a reservation based
on the received information about the user inputs.

[0683] FIG. 67 is a diagram for describing a method of
providing, by the device 100, services provided by the third
party servers 40004 through 40005 by using the service server
1000, when the service server 1000 operates as an integrated
server, according to an exemplary embodiment.

[0684] Referring to FIG. 67, the service server 1000 may
perform functions of the integrated server 5000 of FIG. 65.
[0685] For example, a service provider operating the ser-
vice server 1000 may operate the service server 1000 and the
integrated server 5000 together. In this case, the service server
1000 may be one server that performs the functions of the
service server 1000 and the integrated server 5000 at the same
time. Alternatively, the service server 1000 may be divided
into a plurality of servers, e.g., a server that performs the
functions of the service server 1000 and a server that performs
the functions of the integrated server 5000.

[0686] FIG. 68isablock diagram of the device 100 accord-
ing to an exemplary embodiment.

[0687] Asshown in FIG. 68, the device 100 according to an
exemplary embodiment may include a display unit 110 (e.g.,
display), a sensing unit 190 (e.g., sensor), a communication
unit 130 (e.g., communicator), an imaging unit 155 (e.g.,
imager), a memory 120, and a controller 170. However, it is
understood that in one or more other exemplary embodi-
ments, the device 100 may include more or less components
than those shown in FIG. 68. For example, according to
another exemplary embodiment, the device 100 may not
include the display unit 110 and/or may include an outputter
(e.g., output device) configured to output information and/or
images for display (e.g., output information and/or images to
an external display).

[0688] The device 100 may obtain an input image showing
a face of a user. For example, the device 100 may obtain an
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input image by capturing a template of the face of the user
according to a pre-set face image obtaining condition. At this
time, the display unit 110 may display guide information for
capturing the face according to the pre-set face image obtain-
ing condition, on a screen. When the face of the user
approaches the imaging unit 155, the device 100 may receive
the input image through the imaging unit 155. According to
another exemplary embodiment, the device 100 may obtain
one or more images and/or input images from a storage (e.g.,
an internal storage or an external storage).

[0689] The imaging unit 155 generates an electric imaging
signal by performing photoelectric conversion on an incident
light. The imaging unit 155 may include at least one of alens,
an iris, and an image pickup device. Also, the imaging unit
155 may be a mechanical shutter type or an electronic shutter
type.

[0690] According to the current exemplary embodiment,
the input image may be captured by using the imaging unit
155. The input image may include, for example, at least one of
a captured image, a preview image, and a moving image
captured by the imaging unit 155.

[0691] According to an exemplary embodiment, when the
user captures an image by using the imaging unit 155 and the
captured image satisfies the pre-set face image obtaining
condition, the controller 170 may use the captured image as a
face image. According to another exemplary embodiment,
when the captured image satisfies the pre-set face image
obtaining condition, a message inquiring the user whether to
use the captured image as a face image for a health examina-
tion may be output, and the captured image may be used as the
face image based on user’s selection. According to an exem-
plary embodiment, a face image for a health examination may
be collected without having to perform special manipulation
even when the face image is captured in a normal mode.
[0692] According to another exemplary embodiment, a
face image may be captured in a certain mode provided by the
device 100. The certain mode may be, for example, at least
one of a face authentication mode for unlocking the device
100 via face authentication, a selfie mode, or a person photo-
graphing mode.

[0693] A pre-setphotographing parameter may be setinthe
imaging unit 155. The pre-set photographing parameter may
include, for example, at least one of an iris value, whether to
use a flash, or a white balance condition.

[0694] The controller 170 may automatically capture an
image when a preview image in a health examination mode
satisfies the pre-set face image obtaining condition, and use
the captured image as a face image.

[0695] When an image is captured according to an input of
a shutter release signal in a health examination mode, the
controller 170 may determine whether the captured image
satisfies the pre-set face image obtaining condition, and the
display unit 110 may provide information about whether the
pre-set face image obtaining condition is satisfied. Alterna-
tively, when the captured image satisfies the face image
obtaining condition, the controller 170 may use the captured
image as a face image.

[0696] Alternatively, the device 100 may receive an input
image from an external network connected to the device 100,
through the communication unit 130.

[0697] Upon receiving the input image, the controller 170
may store the input image in the memory 120. Alternatively,
the controller 170 may obtain a face image from the input
image.
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[0698] The controller 170 may obtain the face image from
the input image by using an image processor 185. The image
processor 185 may include a user face detector 181, a face
image obtaining condition determiner 182, and a face nor-
malize 183.

[0699] The user face detector 181 may detect a face region
of'a person from the input image, and extract a location of the
face region. Upon extracting the location of the face region,
the user face detector 181 may extract features of the face
from the face region. A method of extracting the features of
the face from the face region may be a Gabor filter method or
a LBP method.

[0700] The user face detector 181 may determine the face
region extracted from the input image to be a face region of
the user when similarity between the extracted features and
pre-registered features of the faces of the user is within a
pre-set range.

[0701] Upon determining the face region of the user, the
face image obtaining condition determiner 182 may deter-
mine whether the input image satisfies a pre-set face image
obtaining condition. For example, the device 100 may deter-
mine illumination of the input image is within a base range.
Alternatively, the device 100 may determine whether a cam-
era is shaken while capturing the input image.

[0702] Also,the face image obtaining condition determiner
182 may determine whether a face in the face region extracted
from the input image satisfies the pre-set face image obtaining
condition.

[0703] For example, the face image obtaining condition
determiner 182 may determine whether an angle of the face is
within a base angle range from a front face. Alternatively, the
face image obtaining condition determiner 182 may deter-
mine whether eyes of the face in the input image are opened.
Alternatively, the face image obtaining condition determiner
182 may determine a facial expression in the input image.
Alternatively, the face image obtaining condition determiner
182 may determine whether ears are seen in the input image.
Alternatively, the face image obtaining condition determiner
182 may determine whether a size of the face in the input
image is equal to or larger than a base size.

[0704] When the input image satisfies the pre-set face
image obtaining condition, the controller 170 may obtain an
image of'the face region from the input image as a face image.
[0705] Upon obtaining the image of the face region from
the input image as a face image, the face normalizer 183 may
normalize the face image to a pre-set standard.

[0706] For example, the face normalizer 183 may change a
size of the face image to a pre-set size. Alternatively, the face
normalizer 183 may adjust an effect of a color temperature of
illumination on the face image. Alternatively, the face nor-
malizer 183 may change brightness of the face image to
pre-set brightness.

[0707] After normalizing the face image, the controller 170
may determine health status information based on the face
image by using a health information determiner 189. The
health information determiner 189 may include a diagnosis
region extractor 186, a facial condition information extractor
187, and a health status information extractor 188.

[0708] The diagnosis region extractor 186 may determine a
diagnosis region from which pre-set facial condition infor-
mation is to be extracted, from the face image.

[0709] For example, the diagnosis region extractor 186
may determine locations of facial components from the face
image. The facial components may be at least one of eyes, a
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nose, and a mouth. The diagnosis region extractor 186 may
binarize the face image and determine dark regions in the
binarized face image as eyes, eyebrows, and a mouth based on
facts that brightness of eyes, eyebrows, and a mouth is darker
than a skin color. Alternatively the diagnosis region extractor
186 may extract regions that are not in a skin color from the
face image by using skin color information, and determine the
extracted regions as locations of the eyes, the nose, and the
mouth. Since the locations of the eyes, the eyebrows, the nose,
and the mouth show a certain pattern, the diagnosis region
extractor 186 may determine the locations of the facial com-
ponents by using an AAM method in which locations of facial
components are determined based on a face pattern.

[0710] After determining the locations of the facial com-
ponents, the diagnosis region extractor 186 may determine a
location of the diagnosis region based on the locations of the
facial components.

[0711] After determining the location of the diagnosis
region, the facial condition information extractor 187 may
extract facial condition information from the diagnosis
region.

[0712] The facial condition information may denote a sta-
tus of a face that is referenced to determine health informa-
tion.

[0713] Types of facial condition information extractable
according to the diagnosis region and methods of extracting
the facial condition information may be pre-stored in the
memory 120.

[0714] The facial condition information may be extracted
by analyzing the face image. For example, the facial condi-
tion information extractor 187 may extract the facial condi-
tion information by using color information of the face
region, a face recognition algorithm, or a facial expression
recognition algorithm.

[0715] After extracting the facial condition information,
the health status information extractor 188 may obtain health
status information related to health of the user by using the
facial condition information.

[0716] The health status information may be about a dis-
ease or a lifestyle of the user predicted from the facial condi-
tion information. For example, when regions under the eyes
are determined to be swollen from the face image, the device
100 may determine that the user has hyperthyroidism or an
allergic trouble. Alternatively, when the regions under the
eyes are determined to be black from the face image, the
device 100 may determine that the user has allergic rhinitis.
[0717] The controller 170 may provide the health status
information through the display unit 110.

[0718] The controller 170 may obtain the face image from
an image file stored in the memory 120. Also, the controller
170 may provide a user interface for browsing image files
stored in the memory 120 via a function of a photo album or
a gallery.

[0719] Atleastone image file may be stored in the memory
120. The image file may be a still image file or a moving
image file. The memory 120 may store an image file gener-
ated from a captured image and/or an image file received from
an external device. The image file may be in a joint photo-
graphic coding experts group (JPEG) format, a moving pic-
ture expert group (MPEG) format, an MP4 format, an audio
visual interleaving (AVI) format, or an advanced streaming
format (ASF).

[0720] The device 100 according to an exemplary embodi-
ment may include the sensing unit 190. In this case, the device
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100 may obtain the facial condition information and the
health status information by using bio-parameter detected by
the sensing unit 190. Examples of the bio-parameter include
at least one of blood pressure, a heart rate, blood sugar, an
acidity level, concentration of hemoglobin in blood, and oxy-
gen saturation. For example, the sensing unit 190 may be a
sensor for detecting at least one of a heart rate, a blood
pressure measuring sensor, or an acidity level measuring sen-
sor.

[0721] According to an exemplary embodiment, the con-
troller 170 may receive the facial condition information and
the health status information from the user through a user
input unit (e.g., user inputter or user input device such as a
physical button, a joystick, a touch pad, a track pad, a mouse
device, a peripheral device, a rotatable dial, an audio input
device such as a microphone, a visual input device such as a
camera or a gesture detector, etc.), and obtain new facial
condition information and new health status information by
using the received facial condition information and the
received health status information together with the face
image. The facial condition information received from the
user may include a height, a weight, an age, or blood pressure
of the user. The health status information received from the
user may include a chronic disease, a past medical history, a
family history, and current condition information.

[0722] The facial condition information and the health sta-
tus information received from the user may be stored and
managed as separate files, managed by an application, or
managed by a service server. Alternatively, the facial condi-
tion information and the health status information received
from the user may be managed according to users.

[0723] The communication unit 130 may communicate
with an external device. The communication unit 130 may
communicate with the external device via wire or wirelessly
(e.g., a transceiver, a network adapter, a wireless interface, a
universal serial bus interface, a wired interface, etc.). Accord-
ing to an exemplary embodiment, the communication unit
130 may communicate with a cloud server, an SNS server, or
a service server that provides a health examination service.
Alternatively, the communication unit 130 may communicate
with another electronic device, such as a smart phone, a
camera, a tablet personal computer (PC), a smart device, a
wearable device, a personal digital assistant (PDA), a laptop,
a mobile phone, etc.

[0724] The device 100 may be in a form of a smart phone,
a tablet PC, a mobile phone, a camera, a laptop, a PDA, a
smart device, a wearable device, etc.

[0725] FIG. 69is ablock diagram of the device 100 accord-
ing to another exemplary embodiment.

[0726] AsshowninFIG. 69, the device 100 may be applied
to any of various devices, such as a camera, a mobile phone,
a tablet PC, a PDA, an MP3 player, a kiosk, an electronic
frame, a navigation device, a digital TV, a wrist watch, a
head-mounted display (HMD), etc.

[0727] Referring to FIG. 69, the device 100 may include at
least one of the display unit 110, the controller 170, the
memory 120, a global positioning system (GPS) chip 125, the
communication unit 130, a video processor 135, an audio
processor 140, a user input unit 145, a microphone unit 150
(e.g., microphone), the imaging unit 155, a speaker unit 160,
and a motion detector 165.

[0728] Also, the display unit 110 may include a display
panel 111 and a controller that controls the display panel 111.
The display panel 111 may be realized in a display of any
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type, such as a liquid crystal display (LCD), an organic light-
emitting diode (OLED) display, an active-matrix OLED
(AM-OLED), a plasma display panel (PDP), etc. The display
panel 111 may be at least one of flexible, transparent, or
wearable. The display unit 110 may be provided as a touch
screen by being combined with a touch panel 147 of the user
input unit 145. For example, the touch screen may include an
integrated module in which the display panel 111 and the
touch panel 147 are combined in a stacked structure.

[0729] The memory 120 may include at least one of an
internal memory and an external memory.

[0730] Examples of the internal memory include volatile
memories (for example, a dynamic random access memory
(DRAM), a static RAM (SRAM), and a synchronous DRAM
(SDRAM)), nonvolatile memories (for example, a one-time
programmable read-only memory (OTPROM), a program-
mable ROM (PROM), an erasable and programmable ROM
(EPROM), an electrically erasable and programmable ROM
(EEPROM), a mask ROM, and a flash ROM), a hard disk
drive (HDD), a solid state drive (SSD), etc. According to an
exemplary embodiment, the controller 170 may load, on a
volatile memory, a command or data received from at least
one of nonvolatile memories or other components, and pro-
cess the command or data. Also, the controller 170 may store
data received from or generated by other components in a
nonvolatile memory.

[0731] Examples of the external memory include a com-
pact flash (CF) memory, a secure digital (SD) memory, a
micro SD memory, a mini-SD memory, an extreme digital
(XD) memory, a memory stick, etc.

[0732] The memory 120 may store various programs and
data used to operate the device 100. For example, the memory
120 may temporarily or semi-permanently store at least a part
of content to be displayed on a lock screen.

[0733] The controller 170 may control the display unit 110
such that a part of content stored in the memory 120 is dis-
played on the display unit 110. In other words, the controller
170 may display the part of the content stored in the memory
120 on the display unit 110. Alternatively, the controller 170
may perform a control operation corresponding to a user
gesture when the user gesture is performed on one region of
the display unit 110.

[0734] The controller 170 may include at least one of a
RAM 171, a ROM 172, a central processing unit (CPU) 173,
a graphic processing unit (GPU) 174, a bus 175, etc. The
RAM 171, the ROM 172, the CPU 173, and the GPU 174 may
be connected to each other via the bus 175.

[0735] The CPU 173 accesses the memory 120 and per-
forms booting by using an operating system (OS) stored in the
memory 120. Also, the CPU 173 performs various operations
by using various programs, contents, and data stored in the
memory 120.

[0736] Command sets for system booting are stored in the
ROM 172. For example, when power is supplied to the device
100 as a turn-on command is input, the CPU 173 may copy an
operating system (OS) stored in the memory 120 to the RAM
171 according to a command stored in the ROM 172, and
execute the OS for the system booting. When the system
booting is completed, the CPU 173 copies various programs
stored in the memory 120 to the RAM 171, and executes the
programs copied in the RAM 171 to perform various opera-
tions. When the system booting is completed, the GPU 174
displays a user interface screen in a region of the display unit
110. In detail, the GPU 174 may generate a screen displaying
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an electronic document including various objects, such as
content, an icon, and a menu. The GPU 174 calculates
attribute values, such as coordinate values, shapes, sizes, and
colors, of the various objects according to a layout of the
screen. Then, the GPU 174 may generate the screen having
any one of various layouts based on the calculated attribute
values. The screen generated by the GPU 174 may be pro-
vided to the display unit 110 and displayed on each region of
the display unit 110.

[0737] The GPS chip 125 may receive a GPS signal from a
GPS satellite, and calculate a current location of the device
100. The controller 170 may calculate the location of the
device 100 by using the GPS chip 125 when a navigation
program is used or when a current location of the user is
required.

[0738] The communication unit 130 may communicate
with an external device by using any one of various commu-
nication methods. The communication unit 130 may include
at least one of a Wi-Fi chip 131, a Bluetooth chip 132, a
wireless communication chip 133, and a near-field commu-
nication (NFC) chip 134. The controller 170 may communi-
cate with any one of various external devices by using the
communication unit 130.

[0739] The Wi-Fichip 131 and the Bluetooth chip 132 may
perform communication by respectively using a Wi-Fi
method and a Bluetooth method. When the Wi-Fi chip 131 or
the Bluetooth chip 132 is used, various types of connection
information, such as subsystem identification (SSID) or a
session key, are first transferred, and then various types of
information may be transferred by using the connection infor-
mation. The wireless communication chip 133 is a chip that
performs communication according to any one of various
communication standards, such as IEEE, Zigbee, third gen-
eration (3G), third generation partnership project (3GPP),
and LTE. The NFC chip 134 is a chip that operates by using an
NFC method using a frequency band of 13.56 MHz from
among radio frequency identification (RFID) frequency
bands, such as 135 kHz, 13.56 MHz, 433 MHz, 860 through
960 MHz, and 2.45 GHz.

[0740] The video processor 135 may process video data
included content received through the communication unit
130 or included in content stored in the memory 120. The
video processor 135 may perform various image processes,
such as decoding, scaling, noise-filtering, frame rate chang-
ing, and resolution changing, on video data.

[0741] The audio processor 140 may process audio data
included in content received through the communication unit
130 or included in content stored in the memory 120. The
audio processor 140 may perform various processes, such as
at least one of decoding, amplifying, and noise-filtering, on
audio data.

[0742] When a reproduction program regarding multime-
dia content is executed, the controller 170 may reproduce the
multimedia content by driving the video processor 135 and
the audio processor 140. The speaker unit 160 (e.g., speaker)
may output audio data generated by the audio processor 140.
[0743] The user input unit 145 may receive various com-
mands from the user. The user input unit 145 may include at
least one of a key 146, the touch panel 147, and a pen recog-
nizing panel 148.

[0744] Thekey 146 may include various types ofkeys, such
as a mechanical button and a wheel, which are formed on
various regions, such as a front region, a side region, and a
rear region, of an external body of the device 100.

Jan. 7, 2016

[0745] The touch panel 147 may detect a touch input of the
user, and output a touch event value corresponding to the
touch input. When the touch panel 147 forms a touch screen
by combining with the display panel 111, the touch screen
may include as a touch sensor in any type, such as an elec-
trostatic type, a pressure type, or a piezoelectric type. The
electrostatic type touch sensor calculates a touch coordinate
by detecting micro-electricity induced by a body of the user
when the body of the user touches a surface of the touch
screen, by using a dielectric substance coated on the surface
of'the touch screen. The pressure type touch sensor calculates
a touch coordinate by detecting a current generated as upper
and lower electrode plates included in the touch screen con-
tact each other when the user touches the touch screen. A
touch event generated on the touch screen may be mainly
generated by a finger of the user, but may alternatively gen-
erated by an object formed of a conductive material that may
generate a change in electrostatic capacitance.

[0746] The pen recognizing panel 148 may detect a prox-
imity input or a touch input of'a touch pen, such as a stylus pen
or a digitizer pen, and output a pen proximity event or a pen
touch event. The pen recognizing panel 148 may use an
electromagnetic radiation (EMR) method, and detect the
proximity input or the touch input based on a change of
intensity of an electromagnetic field, which is caused by
approach or touch of the touch pen. In detail, the pen recog-
nizing panel 148 may include an electron inducing coil sensor
having a grid structure, and an electronic signal processor that
provides an alternating signal having a certain frequency
sequentially to loop coils of the electron inducing coil sensor.
When a pen including a resonance circuit is near the loop coil
of'the pen recognizing panel 148, a magnetic field transmitted
from the loop coil generates a current based on mutual elec-
tron induction, in the resonance circuit. Then, based on the
current, an induction magnetic field is generated from a coil
forming the resonance circuit, and the pen recognizing panel
148 detects the induction magnetic field from a loop coilin a
signal reception state, thereby detecting a proximity or touch
location of the pen. The pen recognizing panel 148 may have
an area for covering a certain area below the display panel
111, for example, a display region of the display panel 111.
[0747] The microphone unit 150 may change or process
user’s voice or other sound to audio data. The controller 170
may use the user’s voice for a call operation, or store the audio
data in the memory 120.

[0748] The imaging unit 155 may capture a still image or a
moving image based on control of the user. The imaging unit
155 may include a plurality of cameras, such as a front camera
and a rear camera.

[0749] When the imaging unit 155 and the microphone unit
150 are provided, the controller 170 may perform a control
operation according user’s voice input through the micro-
phone unit 150 or user motion recognized by the imaging unit
155. For example, the device 100 may operate in a motion
control mode or a voice control mode. When the device 100 is
in a motion control mode, the controller 170 may activate the
imaging unit 155 to photograph the user, and perform a con-
trol operation by tracking a motion change of the user. When
the device 100 is in a voice control mode, the controller 170
may analyze user’s voice input through the microphone unit
150, and perform a control operation based on the analyzed
user’s voice.

[0750] The motion detector 165 may detect movement of
the body of the device 100. The device 100 may rotate or tilt
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in any one of various directions. At this time, the motion
detector 165 may detect a movement characteristic, such as a
rotation direction, a rotation angle, or a tilted angle, by using
at least one of various sensors, such as a terrestrial magnetic
sensor, a gyro sensor, and an acceleration sensor.

[0751] Furthermore, according to one or more exemplary
embodiments, the device 100 may further include a universal
serial bus (USB) port to which a USB connector is connected,
various external input ports to which various external termi-
nals, such as a headset, a mouse, and a LAN cable, are con-
nected, a digital multimedia broadcasting (DMB) chip that
receives and processes a DMB signal, and various sensors.
[0752] FIG.70is ablock diagram ofthe service server 1000
according to an exemplary embodiment.

[0753] Referring to FIG. 70, the service server 1000 may
include a storage unit 1100 (e.g., storage), a communication
unit 1200 (e.g., communicator), and a controller 1300. How-
ever, it is understood that in one or more other exemplary
embodiments, the service server 1000 may include more or
less components than those shown in FIG. 70.

[0754] The storage unit 1100 may store information used to
extract the health status information of the user from the face
image of the user.

[0755] The storage unit 1100 may store the account infor-
mation of the user. Also, the storage unit 1100 may store the
face image of the user correspondingly to the account infor-
mation of the user. Furthermore, the storage unit 1100 may
store the feature information of the face of the user and the
reference image correspondingly to the account information
of the user. Also, the storage unit 1100 may store the facial
condition information and the health status information cor-
respondingly to the account information of the user.

[0756] The communication unit 1200 may transmit and
receive data to and from an external device or an external
server through a network connected to the service server
1000.

[0757] The communication unit 1200 may receive the
account information and the face image of the user from the
device 100. Also, the communication unit 1200 may transmit,
to the device 100, the health status information obtained from
the face image.

[0758] Also, the communication unit 1200 may receive a
request for the prescription information suitable to the health
status of the user from the device 100. Furthermore, the
communication unit 1200 may receive a request for the hos-
pital related service from the device 100.

[0759] Also, the communication unit 1200 may request a
third party server for the prescription information suitable for
the user. Also, the communication unit 1200 may request for
hospital related information requested by the device 100 to
the third party server. At this time, the communication unit
1200 may transmit the health status information of the user to
the third party server.

[0760] Upon receiving the prescription information and the
hospital related information based on the health status infor-
mation from the third party server, the communication unit
1200 may transmit the prescription information and the hos-
pital related information to the device 100.

[0761] The controller 1300 may control overall operations
of'the service server 1000 including the storage unit 1100 and
the communication unit 1200.

[0762] The controller 1300 may authenticate the user based
on the account information received from the device 100.
Upon authenticating the user, the controller 1300 may obtain
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the facial condition information by analyzing the face image
received from the device 100. At this time, the controller 1300
may obtain the facial condition information by comparing the
face image with the reference image stored in the service
server 1000. Also, the controller 1300 may obtain the health
status information based on the facial condition information.
[0763] Itisunderstood that names of the components of the
device 100 described above may be changed or may vary.
Also, the device 100 may include at least one of the compo-
nents described above, may not include some of the compo-
nents, or may further include other components.

[0764] One or more exemplary embodiments may also be
embodied as computer-readable codes on a computer-read-
able recording medium. The computer-readable recording
medium is any data storage device that can store data which
can be thereafter read by a computer system.

[0765] The computer-readable codes are configured to per-
form operations realizing a method of controlling an elec-
tronic apparatus according to one or more exemplary embodi-
ments when read from the computer-readable recording
medium and executed by a processor. The computer-readable
codes may be in various programming languages. Also, func-
tional programs, codes, and code segments for accomplishing
one or more exemplary embodiments may be easily construed
by programmers skilled in the art to which the one or more
exemplary embodiments pertains.

[0766] Examples of the computer-readable recording
medium include read-only memory (ROM), random-access
memory (RAM), CD-ROMs, magnetic tapes, floppy disks,
optical data storage devices, etc. The computer-readable
recording medium may also be distributed over network
coupled computer systems so that the computer-readable
code is stored and executed in a distributed fashion.

[0767] It should be understood that exemplary embodi-
ments described herein should be considered in a descriptive
sense only and not for purposes of limitation. Descriptions of
features or aspects within each exemplary embodiment
should typically be considered as available for other similar
features or aspects in other exemplary embodiments. While
one or more exemplary embodiments have been described
with reference to the figures above, it will be understood by
those of ordinary skill in the art that various changes in form
and details may be made therein without departing from the
spirit and scope as defined by the following claims.

What is claimed is:

1. A device comprising:

a storage configured to store a first image including a face
of a user and first health status information extracted
from the first image;

an imager configured to capture an image;

a controller configured to control the imager to capture a
second image including the face of the user and to
extract second health status information from the cap-
tured second image; and

a display configured to output the second image and a
difference between the first health status information
and the second health status information.

2. The device of claim 1, wherein, from among a plurality
of applications in the device, when a first application which
captures an image by using the imager is executed, the con-
troller is configured to control the imager to capture the sec-
ond image, and when a second application that is different
from the first application is executed, the controller is config-
ured to control the display to output the second image and the
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difference between the first health status information and the
second health status information.

3. The device of claim 1, further comprising:

a user interface unit configured to receive a user input for

unlocking the device when in a locked state,
wherein the controller is configured, when the user input
forunlocking the device in the locked state is received, to
control the imager to capture the second image and to
extract the second health status information from the
captured second image.
4. The device of claim 1, further comprising:
a user interface unit configured to receive a user input for
executing a video call application in the device,

wherein the controller is configured to, when the video call
application is executed according to the received user
input, control the imager to capture the second image,
and to extract the second health status information from
the captured second image.
5. The device of claim 1, wherein the first image is a
photograph that is received from a server in which the user is
registered.
6. The device of claim 1, wherein the controller is config-
ured to normalize a resolution of the face of the user in the
captured second image by expanding or reducing a size of the
second image to a pre-set size, and to extract the second health
status information from the normalized second image.
7. The device of claim 1, wherein the controller is config-
ured to obtain a color temperature of illumination on the face
of the user at a point of time when the second image is
captured, to normalize a hue value of the face of the user by
adjusting a hue value of the second image based on the
obtained color temperature, and to extract the second health
status information from the normalized second image.
8. The device of claim 1, wherein the display is configured
to output the second image by displaying an indicator on a
face region of the user in the second image, from which the
difference between the first health status information and the
second health status information is extracted, to indicate that
the difference between the first health status information and
the second health status information is extracted.
9. The device of claim 1, wherein the display is configured
to output, in chronological order, a plurality of second images
that are captured during a predetermined time period and
health status information extracted from the plurality of sec-
ond images.
10. The device of claim 1, wherein:
the display is configured to output photographing guide
information for guiding capturing of the face of the user
based on a pre-set face image obtaining condition; and

the controller is configured to determine whether the
imager captured the face of the user according to the
pre-set face image obtaining condition, and to deter-
mine, when it is determined that the face of the user is
captured according to the pre-set face image obtaining
condition, an image of the face of the user as the second
image.

11. The device of claim 1, further comprising:

a sensor configured to obtain bio-information of the user at

a point of time when the second image is captured,
wherein the controller is configured to determine a biologi-
cal condition of the user at the point of time when the
second image is captured based on the obtained bio-
information, and to exclude some of the second facial
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condition information, which is shown on the face of'the
user due to the biological condition.

12. A method of providing health status information, by a
device, the method comprising:

obtaining first health status information extracted from a

first image including a face of the user;

capturing a second image including the face of the user;

extracting second health status information from the cap-

tured second image; and

outputting the second image and a difference between the

first health status information and the second health
status information.

13. The method of claim 12, wherein:

the capturing the second image comprises, from among a

plurality of applications in the device, when a first appli-
cation which captures an image by using an imager is
executed, capturing the second image; and

the outputting the second image and the information com-

prises, from among the plurality of applications in the
device, when a second application that is different from
the first application is executed, outputting the second
image and the difference between the first health status
information and the second health status information.

14. The method of claim 12, further comprising:

receiving a user input for unlocking the device when in a

locked state,

wherein the capturing the second image comprises, when

the user input is received, capturing the second image.

15. The method of claim 12, further comprising:

receiving a user input for executing a video call application

in the device,

wherein the capturing the second image comprises, when

the user input is received, capturing the second image.

16. The method of claim 12, wherein the first image is a
photograph that is received from a server in which the user is
registered.

17. The method of claim 12, wherein the extracting the
second health status information comprises:

normalizing a resolution of the face of the user in the

second image by expanding or reducing a size of the
second image to a pre-set size; and

extracting the second health status information from the

normalized second image.

18. The method of claim 12, wherein the extracting the
second health status information comprises:

obtaining a color temperature of illumination on the face of

the user at a point of time when the second image is
captured;

normalizing a hue value of the face of the user by adjusting

a hue value of the second image based on the obtained
color temperature; and

extracting the second health status information from the

normalized second image.

19. The method of claim 12, wherein the outputting the
second image and the information comprises outputting the
second image by displaying an indicator on a face region of
the user in the second image, from which the difference
between the first health status information and the second
health status information is extracted, to indicate that the
difference between the first health status information and the
second health status information is extracted.

20. The method of claim 12, wherein the outputting the
second image and the difference comprises outputting, in
chronological order, a plurality of the second images that are
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captured during a predetermined time period and health status
information extracted from the plurality of second images.
21. The method of claim 12, wherein the capturing the
second image comprises:
outputting photographing guide information for guiding
capturing of the face of the user based on a pre-set face
image obtaining condition;
determining whether an imager captured the face of the
user according to the pre-set face image obtaining con-
dition; and
when it is determined that the face of the user is captured
according to the pre-set face image obtaining condition,
determining an image of the face of the user as the
second image.
22. The method of claim 12, further comprising:
detecting bio-information of the user at a point of time
when the second image is captured,
wherein the extracting the second health status information
comprises:
determining a biological condition of the user at the point
of time when the second image is captured based on the
detected bio-information; and
excluding some ofthe second facial condition information,
which is shown on the face of the user due to the bio-
logical condition.
23. A non-transitory computer-readable recording medium
having recorded thereon a program executable by a computer
for performing the method of claim 12.
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