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73) Assi : Ecole Polv techni Federalled (73) Assignee ENNity's cross A system for automated annotation of images and videos 
points a mobile device towards an object of interest, Such as a 
building or landscape scenery, for the device to display an 

(21) Appl. No.: 13/060,777 image of the scene with an annotation for the object. An 
annotation can include names, historical information, and 

1-1. links to databases of images, videos, and audio files. Different 
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ofannotations, and, by using multiple techniques, positioning 
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061361, filed on Sep. 2, 2009. account between precision of annotation and communication 
cost, delay and/or power consumption. An annotation data 
base can be updated in a self-organizing way. Public infor 

(60) Provisional application No. 61/190,752, filed on Sep. mation as available on the web can be converted to annotation 
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IMAGE ANNOTATION ON PORTABLE 
DEVICES 

RELATED APPLICATIONS 

0001. This application is a continuation of PCT/EP2009/ 
061361 (WO 026.170), filed Sep. 2, 2009, and claims priority 
to U.S. Application 61/190,752, filed Sep. 2, 2008, which are 
hereby incorporated in their entirety by reference. 

FIELD OF THE INVENTION 

0002 The present invention is concerned with methods for 
annotating images and videos on portable display devices 
and, more particularly, on Such devices in a wireless commu 
nication network. 

BACKGROUND OF THE INVENTION 

0003 Rapid progress in the development of hand-held 
portable devices such as Smartphones, palmtop computers, 
portable media players, personal-digital-assistant (PDA) 
devices and the like, has led to proposed inclusion of novel 
features and applications involving image processing. In Such 
an application, namely image annotation or captioning, a user 
points a portable device towards a scene, e.g. an alpine land 
scape, a building, or a painting in a museum, and the display 
shows the image together with Superposed information con 
cerning the scene. Such information can include names, e.g. 
for mountains and habitations, historical information for 
buildings, and commercial information Such as advertising, 
e.g. a restaurant menu. 
0004 Annotation information can be supplied to portable 
devices by servers in a wireless communication network. A 
corresponding functional configuration of a communication 
network with servers and portable devices here will be des 
ignated as an annotation system. 
0005. In an annotation system, specific concerns are with 
precision and robustness of annotation positions. Precision 
can be enhanced by simultaneous use of different techniques 
Such as sensor- and image-based techniques, and robustness 
by choice oftechniques for determining annotation positions. 
Once an image is acquired by a mobile device, different 
techniques can be used to determine the placement of anno 
tations in the image. Example of methods and systems using 
different techniques for annotating an image are described 
among other in U.S. Pat. No. 6,208,353 and in EP1246080. 
0006 EP1622081 describes a video object recognition 
device for recognizing an object contained in a video image 
and for annotating this object. Candidate searching means 
reads the positional information of the object recognizing 
device and of geographical candidate objects stored in a data 
base. This device then searches for geographical objects that 
have possibly been imaged and performs a visual comparison 
between those candidate objects and the image. Presence 
probability calculating means calculate the probability that an 
image of the candidate object is captured, and similarity 
calculating means calculate the similarity between the candi 
date object and a visual feature of the video image. The 
presence probability and the similarity are then used to deter 
mine whether an image of an object is captured or not. This 
method is useful for determining whether or not a particular 
object should be annotated, but does not indicate the most 
likely position of the salient point, or the position of the image 
where the annotation should be added. 
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0007 WO05114476 describes a mobile image-based 
information retrieval system including a mobile telephone 
and a remote recognition server. In this system, the image 
taken with the camera of the mobile phone is transmitted to a 
remote server where the recognition process is performed. 
This leads to high bandwidth needs for transmitting the 
image, and to a delay for computing the annotations in the 
server and transferring them back to the mobile phone. Again, 
this system delivers a similarity score which is compared to a 
predefined threshold to decide whether or not an object is 
visible in the image, but does not indicate the most likely 
position of this object in the image. 
0008 WO2007/108200 describes a camera and an image 
processing program for inserting an inserting-image at an 
appropriate position of an image. It is concerned with identi 
fying in a scene important objects that should not be obscured 
by an added annotation. The image plane is divided into 25 
(5x5) Small areas. The positioning of this inserting-image is 
related to an object distribution evaluation value calculated by 
the CPU of the camera, by using a face distribution evaluation 
value, a contrast distribution evaluation value and weights. 
The inserting position is selected among the Small areas of the 
image plane included in the first row and the fifth row having 
the minimum object distribution evaluation value. 

BRIEF SUMMARY OF THE INVENTION 

0009 Anaim of the invention is to make a better use of the 
different sensors and methods which are available in a mobile 
annotating device for determining the position and orienta 
tion of the device and of the imaged objects. 
0010. Another aim is to improve the placement of the 
annotation in the image, in particular when different positions 
could be considered or when there is an ambiguity related to 
the optimal position in the image. 
0011. According to the invention, these aims are achieved 
by means of a computerized method for placing an annotation 
on an image of a scene, comprising the steps of 
0012 (a) obtaining an original image of said Scene with a 
Camera, 

0013 (b) obtaining an annotation for a feature of said 
scene represented in said image: 
0014 (c) for each position of a plurality of positions in said 
image, determining a probability of having said feature at said 
position; and 
00.15 (d) forming the annotated image by including said 
annotation at an annotation position in said image where said 
probability is the highest. 
0016 further comprising 
0017 (e) determining the position of said camera with a 
location sensor, 
0018 (f) using computer vision means for determining a 
similarity between said feature and reference images or mod 
els of said feature; 
0019 (g) computing a probability distribution function 
indicating the probability of having said feature at each of 
said positions in said image, based on information from said 
location sensor and on information from said computer vision 
CaS. 

0020. The invention concerns also an annotating device 
for placing an annotation on an image of a scene according to 
claim 11 and an annotating system for placing an annotation 
on an image of a scene according to claim 12. 
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0021 A preferred method determines a 2D or 3D prob 
ability distribution, here termed a probability mask, that rep 
resents the probability with which a designated object is 
represented at each point of the image. This probability 
depends on the method used for determining the position of a 
salient object in the image. For example, an image-based 
method that calculates similarities between reference candi 
date objects and features of the image by using computer 
vision can determine the position of an object with high 
precision under normal lighting conditions. But when the 
illumination is too low, or when many objects of similar 
appearance are present in the same scene, the method can 
produce several candidates, i.e. several regions with a non 
Zero probability of representing the candidate object. In other 
situations, computer-vision methods are unable to recognize 
the candidate object present in the image, and delivera Zero or 
sensibly uniform probability distribution. 
0022. The probability mask can be generated based on 
information delivered by positioning sensors as well. For 
example, if a positioning system such as GPS is available in 
the annotating device, together with a compass and inclinom 
eters on the three axes, the position and orientation of the 
device can be computed with high precision, and the high 
probability values of the probability mask are distributed 
around a certain image point. The size of the nonzero region 
is determined from the precision of the position and the ori 
entation angles. Different portable devices can include differ 
ent sets of sensors, yielding probability masks with different 
shapes and sizes. For example, if an annotating device has a 
GPS and inclinometers, but no compass, only the yaw and roll 
angles of the device can be determined, but not the direction. 
This case will correspond to a non Zero region of the prob 
ability mask with the shape of a stripe, or a disk in 3D. 
0023. Other sensors which can be attached or included in 
the annotating device include multi-axis accelerometers and/ 
or gyroscopes, from which the past trajectory of the device 
can be determined, as well as the vertical direction. 
0024. Other sensors may also be attached to the objects to 
annotate and emit a signal received by the image acquisition 
device. Those sensors may include RFID tags, beacons, or 
radio emitters such as Bluetooth, WIFI or ZigBee senders for 
example. The annotation device can determine the direction 
and possibly the distance to this sensor, based for example on 
time-of-flight and/or amplitude measurements, and use the 
information included in the radio signal for identifying the 
object. In this case, the non Zero region of the probability 
mask may be a circle, respectively a sphere of relatively large 
diameter. 
0025. Further to using image-based methods and/or sen 
sors, position and orientation of a mobile device can be deter 
mined by using information available to stations or compo 
nents of a communication network. For example, the position 
of the annotating device can be computed by triangulation, 
using time-of-flight and/or amplitude of the signals sent or 
received by network base stations at different locations. 
0026. Another possibility is to determine simultaneously 
the position and orientation of multiple mobile devices. Some 
of the devices may have sensors of one type or another, 
making for enhanced-precision determination which also can 
benefit other annotating devices in the network. For example, 
a device may have a GPS and be in the proximity of a second 
device not so equipped. If the two devices can communicate, 
for example over a near-range wireless interface, a ranging 
technique can be used to determine the distance between 
them, and an estimate of the position of the second device can 
be furnished to the first device. 

Nov. 29, 2012 

0027. Irrespective of the techniques used to determine 
position and orientation, the result will amount to a mapping 
of the salient object onto the image plane, with a precision 
represented by the probability mask. 
0028 Independently of the precision of each technique, 
Some techniques are more reliable than others. For example, 
sensor-based techniques are usually more reliable than 
image-based techniques, which can deliver false positives or 
false negatives. The reliability of a particular technique may 
be known a priori, and stored as a predefined value retrieved 
by the algorithm. Or it may depend on the image and/or 
condition, and delivered by the corresponding sensor or algo 
rithm used by the different techniques. For example, the reli 
ability of an image-based method may be delivered as an 
output of the computer vision algorithm, and depend on the 
image acquisition conditions. In another example, the reli 
ability of a satellite-based location sensor may be output by 
the GPS chipset and algorithm, and depend on the number of 
GPS signals that are received and on the position of the 
satellites, among others. 
(0029. Furthermore, the reliability associated to different 
portions of the image and to different candidate objects may 
be different; an image may for example comprise well lighted 
portions, for which a computer-vision algorithm can deliver 
reliable results, and other portions which are under- or over 
exposed, or not well focused, and for which the reliability of 
the method is more problematic. Moreover, some objects are 
easier to recognize with high reliability than other less dis 
tinctive objects. In another example, the reliability of meth 
ods based on a radio path between the object to annotate and 
the annotating device may depend on the distance, obstacles 
and reflexions, among other. Thus, a reliability distribution 
function may be computed that indicates the reliability of the 
measure at each point of the image. 
0030. In addition, the precision of positioning depends on 
the different measures, and possibly on each candidate object 
and on each point of an image. For example, a candidate 
object with sharp edge may be easier to position with high 
precision over a reference image than another object with 
blurred edges. In a similar way, the precision of a GPS posi 
tioning system is far from being constant. Therefore, a preci 
sion (or average location error) may be associated to each 
image, to each candidate object and/or to each point of an 
image. 
0031 Robustness and precision can be maximized by 
combining the estimates produced by the different tech 
niques, taking into account the probability masks and possi 
bly the reliability masks. One way to increase robustness is to 
compute the intersection between the probability masks of 
the different techniques. If the intersection is empty, or if the 
regions of high probability delivered by the two techniques 
are not overlapping, then the two techniques are not coherent. 
In this case, the result of the less reliable technique, for 
example the image-based technique, should be discarded or at 
least given less weight. 
0032 More generally, a hierarchy of reliability can be 
defined for the different techniques. If the results of the tech 
niques are not coherent, i.e. the intersection of the probability 
masks is empty, then the least reliable technique (or less 
reliable for regions of high probability as indicated by other 
techniques) should be discarded and the procedure repeated 
as applied to the set of remaining techniques. Once a set of 
coherent techniques is determined, a precise projection of the 
salient object position can be determined by combining the 
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measurements generated by the techniques of the set. For 
example, a simple way to combine the measurements is by 
weight averaging, with weights being derived from the prob 
ability masks. 
0033. The final precision of the mapping of the salient 
objects on the input image can be used to determine the level 
of detail of the annotations. For example, if the position of a 
group of objects can be determined only with low precision, 
instead of annotating each individual object, the group may 
be annotated as a single unit. This can be effected by using a 
multi-resolution representation of the objects. For example, 
an historical building may have different Sub-parts, e.g. stat 
ues, architectural elements, and the like, which may be anno 
tated independently of the building itself. Those sub-parts can 
be grouped into a single object associated with the annotation 
for the whole building. Or a group of buildings can be asso 
ciated with a single annotation, corresponding to the part of 
the town, for example. In annotating, the level of resolution of 
the annotations can be determined by ascertaining the preci 
sion on the object positions for each resolution level. The 
selected level is the one that gives the maximum resolution, 
but such that the region of confusion of the annotated object 
positions do not overlap. 
0034. In summary, each or some of the methods can pro 
vide different values: 
0035. 1) the probability of having a particular object at a 
particular location and/or in the whole image. This value may 
be computed for the whole image, and/or for each point of the 
image or a 3D scene. In case of a probability computed for 
each point, a probability density function (or probability 
mask) is computed that indicates the probability of having the 
object at a particular location. This probability density func 
tion may be computed in two dimensions in the plane of the 
image, and/or in three dimensions if a three dimensional 
model of the scene or of objects in the scene is available. This 
probability may be indicated by a real value, for example as a 
percentage. The points where the probability of having a 
particular candidate is not null, or at least higher than a 
threshold, together form a so-called the region of confusion. 
0036 2) the reliability, i.e., the probability that a salient 
object associated with an image or with a point of the image 
is not a false positive and that this object is indeed present. 
Again, this reliability may be a priori known or computed for 
a whole image, for different portions of the image, for each 
point in the image, and/or for a given candidate object. The 
reliability may be indicated by a real value, for example as a 
percentage. 
0037 3) the precision, i.e., the standard deviation of the 
error on the position. This precision can again be computed or 
a priori known for the whole image, for regions in the image, 
for each point in the image, or for a given candidate. 
0038. Those different values may further vary with time, 
for example in the case of annotation of video images. 
0039. The computations required for determining posi 
tions and orientations of the image annotation device, to 
apply the different techniques for mapping the salient objects 
onto the images, and to generate the final result can be dis 
tributed on different components of a complete annotation 
system. Such distribution can be optimized by taking into 
account the computing power of the mobile device and the 
other components of the system, i.e. the servers and the other 
mobile devices. Optimization may be for minimized delay in 
obtaining the annotated image or for minimized communica 
tion cost, for example. In a simple case, a mobile device with 
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very limited processing power can simply send the acquired 
image to one of the servers together with the sensor informa 
tion, and the server will generate the resulting image and send 
it back to the mobile device. In the case of a more powerful 
mobile device, models for the annotated objects in the prox 
imity of the device may be downloaded, for all processing to 
be performed by the mobile device, without recourse to pro 
cessing by a server. The first alternative is likely to be slower 
than the second, as the server may become overloaded. The 
second alternative is more expensive in terms of communi 
cation cost, as many of the downloaded models may not be 
used, but the annotation can be performed very rapidly. Inter 
mediate to the two alternatives in a sense, computational load 
can be distributed among servers and mobile devices. 
0040. It is advantageous further to determine a trade-off 
between the precision of annotation positions and cost Such as 
delay, communication cost, or energy consumed. Indeed, 
while combining multiple techniques can result in increased 
precision, it will increase the total cost. The trade-off can be 
determined by computing the cost of each technique and the 
corresponding precision, and then finding the optimal alloca 
tion of an available budget among the techniques. 
0041 Commercial viability of an annotation system will 
depend on the number of annotated objects available to users. 
For providing annotated objects to a database, there are three 
exemplary techniques as follows. The first allows users to 
upload annotated images or 3D models. This can be done 
directly from the mobile devices or through the World-Wide 
Web. Being self-organized, this technique can potentially 
provide a large number of annotated objects, but it may be 
difficult to guarantee the quality of the service. In the second 
technique, a central institution generates the set of annotated 
objects for a region, e.g. a town, thus guaranteeing coherence 
and quality of content. The third exemplary technique 
involves use of images and data retrieved from pre-existing 
image and video databases such as the World-Wide Web. 
These often are found to be associated with position informa 
tion, keywords, and links to web sites. Such information can 
be accessed in automated fashion to generate annotated 
objects for the mobile devices. Generating can be in real time 
upon a request concerning a scene or area of interest, obviat 
ing data duplication and making for simplified updating of 
annotations. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0042 FIG. 1 is a schematic representation of an exemplary 
annotation system. 
0043 FIG. 2 is a depiction of an annotating mobile device 
of the annotation system, pointed at a building. 
0044 FIG. 3 is a tabular representation of a database 
including entries for salient objects. 
0045 FIG. 4A is a contour map showing elevation of 
terrain. 

0046 FIG. 4B is a schematic representation of objects of a 
SCCC. 

0047 FIG. 5 is a schematic illustrating a mapping of a 
salient point onto a mobile device image plane. 
0048 FIG. 6A is a graphic representation of a probability 
mask or “region of confusion' for the salient object position 
P of FIG. 6B. 

0049 
position. 

FIG. 6B is a sketch of a scene including a salient 
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0050 FIG. 7A is a representation of an exemplary prob 
ability mask for a candidate object when compass informa 
tion is not available. 
0051 FIG. 7B is a sketch showing possible positions of 
the object shown in FIG. 7A. 
0052 FIG. 8A is a representation of a probability mask 
having three local maxima, for image-based detection of a 
candidate object in a scene having other similar objects. 
0053 FIG. 8B is a representation of a scene comprising 
three objects with similar appearance, corresponding to the 
probability mask of FIG. 8A. 
0054 FIG. 9A to 9C are illustrations of detection of a 
salient object using multiple techniques. 
0055 FIG. 10A is an illustration of comparison of the 
probability masks for a single-candidate sensor-based 
method and a three-candidate image-based method. 
0056 FIG.10B, top row, is an illustration of acquisition of 
an image stored in an annotation database, and FIG. 10B, 
bottom row, of annotation of an image taken with different 
orientation. 
0057 FIG. 11, in correspondence with Table 1, is an illus 
tration of annotation for the three levels of resolution of 
salient objects. 
0058 FIG. 12 is a graph of final error of position of anno 
tation as a function of cost. 

DETAILED DESCRIPTION OF POSSIBLE 
EMBODIMENTS OF THE INVENTION 

0059. Different techniques can be used for image acquisi 
tion in an image/video annotation system. A technique can be 
based on the use of a sensor on the portable annotation device, 
for example, for the sensor to provide information concerning 
device position and orientation. Available sensors are charac 
terized by differing precision and reliability. For example, the 
GPS system allows determining position with a precision 
dependent on the number of visible satellites. However, when 
the device is inside a building GPS determination becomes 
unreliable and a requisite position has to be acquired using an 
alternative, possibly less precise type of sensor, Such as deter 
mination of position from a mobile phone network infrastruc 
ture. 

0060 From the sensor information, an annotation system 
can infer the scene observed by the annotating device and 
retrieve from a database a set of visible salient objects and 
their annotations. Sensor information can be used further to 
map the set of salient object positions to image coordinates, 
for Superposing the annotations onto the image of the scene at 
the positions corresponding to the salient objects. 
0061. Other sensors may be attached to the objects to 
annotate, and emit a signal received by the annotation device. 
For example, a scene may include objects (including persons) 
marked or equipped with a RFID, Bluetooth, or ZigBee 
sender, or any sender or beacon that emits a radiofrequency, 
infrared or audio/ultrasonic signal which may be received by 
the image annotation device, and used for identifying those 
objects and/or for determining their position within the 
acquired image. This technique may be used for identifying 
and locating users and vehicles having radio mobile equip 
ments, for instance. 
0062. As an alternative to the use of sensors, image pro 
cessing and computer vision techniques (including face rec 
ognition algorithms) can be used for computing the similarity 
between reference images or models and features of the 
image. An image acquired by the annotating device is com 
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pared with reference images stored in a database in which 
each image corresponds to an object to be annotated. As 
actual viewing angle and lighting conditions can be different 
with respect to the images stored in the database, the com 
parison algorithm should remove the influence of these 
parameters. Alternatively, multiple images corresponding to 
different viewing angles and lighting conditions can be 
stored. 
0063 A further, more sophisticated image annotation 
technique uses 3D reference models. This technique is advan 
tageous especially where the portable device is near an object 
to be annotated, i.e. where parallax is significant. In the case 
ofa building, for example, the structure of the object is stored 
in the database together with the details to be annotated. The 
image acquired by the portable device is compared with the 
possible views of the 3D object and, if there is a match for one 
of the views, the object is recognized and the corresponding 
annotations are Superposed onto the image. 
0064. Further to choices between sensor- and image-based 
techniques, choices are offered as to partitioning and distrib 
uting computational tasks between portable and server 
devices. If the portable device has low computing power, 
annotation may be performed entirely on the server side. 
Conversely, if the portable device is capable of performing the 
annotation tasks, all or parts of the database of annotation 
information can be downloaded on the device, without requir 
ing processing on the server side. In the first case, costs arise 
in the form of delay in data exchange with the server and a 
higher computational load on the server. In the second case, a 
cost is incurred due to a larger amount of information down 
loaded from the server. 
0065 FIG. 1 shows an annotation system including four 
mobile devices 1 (including one or several annotating 
devices, for example mobile phones with annotating Software 
and hardware capabilities) and four base stations 2. Each of 
the base stations has an antenna 20 for communicating with 
the mobile devices 1. Two of the stations are equipped further, 
each with anotherantenna 21. Such as a satellite communica 
tion dish antenna 21, for communicating with satellites 4 
which can serve for relaying communications and for posi 
tioning of the mobile devices, e.g. by using the Global Posi 
tioning System (GPS). Some mobile device may also include 
their own satellite positioning system, for example their own 
GPS receiver. The base stations are interconnected by com 
munication links, e.g. land-line telephone connections. Base 
stations are connected to servers 3 and associated databases 
30, for example over the Internet. At least one of the mobile 
device 1 may include a digital camera, image annotating 
software and/oran annotation database. The mobile devices 1 
can communicate with the base stations 2, with the servers 3 
and possibly among each other to determine their location, 
the location of objects and to produce annotated images. 
0.066 FIG. 2 shows an annotating mobile device 1 having 
acquired and displayed a view 10 of a scene 4 comprising at 
least one salient object 40, here the Cathedral of Lausanne, 
Switzerland, and with the displayed view 10 being annotated 
with text 11, here reading “Cathedral (Lausanne). Other 
annotations added to an image may include links, bitmap 
images or graphical elements, eg. arrows, icons, pictograms, 
highlighting elements, etc. 
0067 First, for annotating a view 10 acquired by a mobile 
device 1, salient objects 40 are identified in the view. In a 
basic implementation, the salient objects are represented by 
points placed in a two or three dimensions coordinate system 
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at the positions for which annotations are available in a data 
base, for example. Or, salient objects may be represented by 
Surface patches or regions, allowing a user to click on a region 
to obtain the annotation. In both cases the main information 
associated with salient objects is their position which may be 
obtained from one or several databases together with the 
corresponding annotations. To facilitate identification, mul 
tiple representations of the salient points can be used. 
0068 FIG. 3 illustrates a portion of an exemplary annota 
tion database 30 which may be stored in a server 3 and/or in 
an annotating device 1. For each referenced object a database 
entry includes one or several among: geographic position 
using latitude, longitude and elevation, one or more images of 
the object, a 3D model (optional), and a desired annotation, 
e.g. text as shown here. A common image and/or 3D model 
may also be associated with several objects. Also, certain side 
information is stored, such as position and orientation of the 
camera that acquired the image, time and date when the 
picture was taken, settings of the camera, and the like. If the 
salient object is a Surface patch rather than a point, the pro 
jection of a Surface on each image is also stored. In an alter 
native representation, a set of images displaying the salient 
object can be included. 
0069. A further representation, e.g. of a building, can take 
the form of a 3D model. One way to represent the 3D model 
is to use a wire frame approximating the actual object Surface. 
Additionally, texture can also be stored as reference. The 
salient object is positioned in 3 dimensions on the 3D model. 
As in the case of a 2D image, position can be indicated by a 
point or a 3D surface patch or volume. In the latter case, the 
patch can be projected on an image to determine the region of 
the salient object. 
0070. To advantage in some cases, an additional database 
or database entry can be used to facilitate determining which 
objects are visible from a certain location. Such a database 
preferably includes the elevation of the surfaces surrounding 
the mobile device. Elevation can be represented by a topo 
graphic map as exemplified by FIG. 4A, or by a geometric 
approximation of the objects 40 of a scene, as in FIG. 4B. In 
a practical implementation, for enhanced efficiency the two 
databases can be organized differently. Indeed, as images and 
3D models may contain multiple salient objects, it can be 
advantageous to have different databases for 3D annotation 
positions, images, and 3D models. An entry of each database 
will be associated with one or several identifiers correspond 
ing to the annotations. 
0071. In the case of sensor-based annotation, geographic 
locations can be used to determine which objects are visible 
by the device and which ones are hidden, involving determi 
nation of the mobile annotating device position and orienta 
tion. For example, this can be obtained by using a GPS, a 
compass, and inclinometers. The salient objects visible by the 
device are obtained by selecting the objects 40 in the database 
that are contained in the field of view 41 of the mobile device 
camera, as shown in FIG. 5. For the objects that are in the field 
of view and are not masked by other objects, the projection on 
the acquired image can be determined. This projection corre 
sponds to the position where the annotation for the object 
should be placed. 
0072 The precision of each sensor influences the preci 
sion on the position of the projection. For example, in FIG.6B 
the position P corresponds to one of the objects to be anno 
tated. The uncertainty on the position P is represented by the 
probability distribution depicted in FIG. 6A, with black cor 
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responding to a high probability and white to a low probabil 
ity of having the object at this location. The probability dis 
tribution corresponds to a region of confusion 42 where the 
correct position is contained, and where the probability of 
having the candidate object P is greater than Zero for each 
point in the region. 
0073. If the number and/or precision of sensors are not 
sufficient to determine without ambiguity the position of the 
object, it is still possible to determine the region where the 
object lies and a corresponding probability distribution. For 
example, if GPS and inclinometers are available, but no com 
pass, it will be possible to determine a line-shaped region of 
confusion, parallel to the horizon, on which the object lies. 
This is depicted in FIGS. 7A and 7B. Correspondingly, the 
probability values are nonzero in the region of the lines. Even 
if the position of the object is not exactly determined, this 
probability mask can be combined with probability mask 
delivered by other techniques, such as sensor techniques and 
image-based techniques, to obtain the final annotation posi 
tion with higher precision and reliability. 
0074. In image-based techniques, the acquired image is 
compared with a set of 2D reference images and/or with 
projections of 3D models of candidate objects. For example, 
in the database shown in FIG. 3, sample images and 3D 
models are associated to at least Some of the salient objects. If 
an image or a projection of a candidate object is found at a 
certain position in the input image, then the position is 
recorded as a possible candidate for the annotation of the 
salient object under consideration. The algorithm used to find 
the position of the salient object in the image is characterized 
by a certain precision on the position, which depends on the 
sharpness, on the lighting conditions, on the object itself and 
on the number and quality of sample images for example. The 
search for candidate objects may be limited to objects which 
are most likely present in a scene, depending for example on 
a rough estimate of the field of view based on information 
from one or several sensors. 

0075. A computer-vision algorithm can determine several 
candidate positions for the same salient object. For example, 
in FIG. 8B, three possible positions (denoted as A, B, and C) 
for one candidate object are determined. As in the case of 
sensor-based techniques, the precision on the position of each 
candidate is represented by a probability distribution. For 
example, in FIG. 8A, the probability distribution for one 
candidate is shown. This probability distribution comprises 
three local maxima, corresponding to three features A, B, C of 
the image which are similar to the reference image of the 
candidate. 

0076. Other situations may occur where the computer 
vision algorithm does not find any match and any likely 
position for a candidate object, even if this object is present in 
the scene. Reliability of image based techniques tends to be 
lower than for other techniques, especially when the image 
acquisition conditions are difficult, or when several objects 
with a similar appearance are in the same scene. 
0077. As described above, the candidate positions for a 
salient object can be determined by using all information 
available in the annotation system. For example, measure 
ments on the signals received by the base stations 2 can be 
used to deduce the position of the annotating mobile device 1 
and finally the identity and position of the salient object P. 
Additional measurements can be obtained by mobile devices 
1 in the proximity of the one considered. According to the 
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configuration of the system and the applied algorithms, each 
candidate position will be characterized by a different prob 
ability distribution. 
0078 Moreover, a specific reliability is associated to the 
method, which indicates how likely the algorithm will give a 
meaningful result. Reliability is very high for sensor-based 
techniques, i.e. when the objects to be annotated are able to 
indicate their own identity and location, medium for tech 
niques such as GPS and network-based geolocalisation of the 
mobile device, and lower for image based techniques. 
0079 An example of the results given by the different 
techniques is shown in FIG. 9, for sensor-based (FIG. 9A), 
geolocalisation-based (9B) and image-based techniques 
(9C). For each technique, a typical shape of the uncertainty 
region (i.e. the portion of the image where the probability of 
having a candidate object is higher thana threshold) is shown. 
0080. The first method (FIG.9A) uses a sensor installed in 
the mobile device and/or in the annotated objects 40: the 
result is very reliable, but only the vertical coordinate of the 
object is computed, and the region of uncertainty is stripe 
shaped. The second technique (FIG.9B) is based on measure 
ment of the signals sent and/or received at the base stations 2 
of a mobile network. In this case, the position of the mobile 
annotating device 1 and of the objects is fully computed, but 
with low precision, i.e. the region of confusion is large. The 
reliability is medium, since in Some rare cases multi-path may 
lead to an incorrect localization of the mobile device. The 
third technique (FIG. 9C) is image based and produces sev 
eral candidates for the same object. The position of each 
candidate is computed with high precision, but the reliability 
is low, since the method depends on the image acquisition 
conditions. 
0081 For each method, the reliability can depend on the 
condition, and be determined for each image or even for each 
point of an image. For example, as previously mentioned, the 
reliability of computer vision based techniques strongly 
depends on lighting conditions, focus and number of candi 
dates in the field of view. Reliability of GPS based techniques 
depend on the number of satellites from which a signal is 
received, among other. Thus, a new reliability index can be 
computed for each image to annotate and for each technique, 
and compared with a threshold in order to determine whether 
this technique provides useful results. 
0082. The candidates of the different methods for identi 
fying and locating a salient object on a picture can be ana 
lyzed to remove those candidates that are not coherent with 
the most reliable ones. A first possible procedure to place a 
candidate object in an image is as follows: 
0083 1. Consider each method M in order of increasing 

reliability. 
0084 2. Consider each possible position given by M for an 
object, and check if it is compatible with the positions given 
by the other methods. If not, remove the position. 
0085 3. Are there possible positions remaining for M? If 
not, remove method M. 
I0086 4. If there are methods not analyzed, return to step 1. 
I0087. For example, in FIG. 10A the circular uncertainty 
regions 42 of the image-based algorithm is compared with the 
stripe-shaped uncertainty region 42 delivered by the sensor 
based method. Only the candidate A of the image based 
technique is compatible with the uncertainty region of the 
sensor based technique, since there is a region where both 
probability masks are non Zero. In this case, the candidates B 
and C of the image based technique are discarded. Within the 
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portion of overlap of the two uncertainty regions, the algo 
rithm will locate the salient object at the point where the 
combined probability, or weighted combined probability, is 
the highest. 
I0088 Another possible procedure to place a candidate 
object in an image is as follows: 
0089. 1. Consider each method M. 
(0090 2. Remove all methods for which the reliability 
index for the current image is under a predefined threshold. 
(0091 3. For each salient object identified in the field view, 
determine its most likely position in the image. This most 
likely position is preferably based on probability distribution 
function delivered by the different remaining techniques. 
This may include a step of averaging the probabilities deliv 
ered by each technique for each point, or a weighted averag 
ing where the weights associated with each probability 
depend on the reliability of each technique. 
0092. A third method can be used, especially when a reli 
ability distribution function that indicates the reliability of 
each or some methods at each point is available: 

0.093 1. Consider successively each point of an image. 
0094 2. Remove each method whose reliability at the 
point is under a predefined threshold. 

0.095 3. Compute an average of the probabilities given 
by the remaining methods having one candidate salient 
object at the point. 

0.096 4. Are there more points in the image? If Yes, go 
back to step 1. 

0097 5. Choose a position for the annotation which 
depends on the point of highest average probability if 
this average probability is higher than a given threshold, 
otherwise discard the annotation. 

0098. Thus, in all the methods, the candidate object is 
located at the point of highest probability, i.e. at the point 
which indicates the most likely position for the candidate. 
This point of highest probability is based on the probability 
masks associated with the different sensors, for example by 
averaging the probability distribution functions. Methods 
which are not reliable enough, or not reliable at a specific 
point, are discarded. The method is repeated for all candidate 
objects that may be found in a scene. 
0099 More generally, once a set of compatible candidates 

is determined, the final position of the annotation is computed 
by combining the positions given by the different methods. 
0100. In one embodiment, the calculation of the most 
likely position takes into account the precision of each 
method. For example, a weighted average can be used. Such 
aS 

X 

0101 where (xi, yi) is the position of the candidate i and 
(x, y) is the final position of the annotation. The parameters 
Oxi, Oyi are the standard deviations of the error on the posi 
tion of candidate i and they are associated to the size of the 
region of confusion; those deviations depend on each method, 
and often on each measure. A precision on the final position 
can be computed from the probability distribution of the 
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compatible candidates. For example, this can be achieved by 
computing an estimate for standard deviations of the final 
position. 
0102) Another way to increase the precision and robust 
ness of the final annotation positions is to apply jointly mul 
tiple techniques, instead of independently. In this way it is 
possible to combine for example sensor measurements and 
image based techniques. In fact, as mentioned image based 
techniques may be sensitive to the position of the observer. 
For example, if a 2D model is used to determine the match 
between a certain region of the input image and a reference 
image, then a 3D rotation of the mobile device may lead to an 
incorrector a missed match. This is depicted in FIG. 10B. The 
top images represent the acquisition of a reference image 
stored in the annotation database 30. The annotated object 40 
is on a planar Surface, which is parallel to the image plane of 
the camera 1, producing the reference image 45 stored in the 
database and which is a 2D scaled representation of the anno 
tated object viewed from this particular viewing angle. 
Instead, as depicted in the bottom images, when the mobile 
device 1 is used to produce an annotated image, the camera 
plane is not necessarily parallel to the plane used during 
generation of the reference image and to the annotated object, 
and may be parallel to another object 47. With different ori 
entation, if matching between the images in the database and 
the acquired image does not take into account perspective 
projection, e.g. if a 2D translation is used, the correct object 
40 may be missed or an incorrect match with another object 
47 may be generated. 
0103) In order to remove this risk, compensation may be 
used to increase the probability of detecting the correct match 
between the acquired image and the image in the annotation 
database. This compensation may include for example pre 
processing of the image acquired by the annotating device 1 
in order to compensate for the different viewing angle, for 
different lighting conditions (luminosity/color temperature/ 
shadows etc) and more generally different conditions for 
image acquisition. This compensation may be based on data 
provided by other sensors, including location sensors, time 
and date information, etc., and on corresponding information 
associated with the reference image or 3D model. For 
example, knowing the date and time of the day may be used 
for lighting and light color compensation, and knowing the 
location and orientation from a GPS and compass can be used 
for compensating geometric deformation and parallax caused 
by changing angle of view. Generally, the aim of this com 
pensation is to compute from the acquired image another 
image or data, for example an image corresponding to the 
conditions of image acquisition of the reference image or 
model, in order to make the matching process easier, faster 
and more robust. The compensation thus increases the prob 
ability of detecting the correct match between the acquired 
image and the image in the annotation database. 
0104 Position and orientation are determined with a cer 
tain error which leads to an uncertainty on the way of com 
puting the compensated image. To this end, the space of likely 
positions and orientations can be sampled. For each sample a 
compensated image is computed and the image based tech 
nique is applied. For reducing the number of final candidates 
several techniques are feasible, such as: 

0105 keeping the candidate(s) for the compensated 
image corresponding to the most likely positions and 
orientations of the camera; 
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0106 keeping the candidate(s) which gave the best 
match with the database image, e.g. those that gave the 
minimum mean squared error; 

0.107 keeping all candidates and compare the results 
with other above-described techniques, e.g. other sensor 
based techniques or 3D image based techniques. 

0108. The precision on the positions of the salient objects 
can be used to determine which annotations should be dis 
played on the resulting image. In fact, if the precision on the 
positions is not very high, it is more appropriate to reduce the 
level of detail of the annotations. A way of doing that is to 
organize the salient objects in a set of hierarchical levels 
corresponding to different resolutions. 
0109. An example is shown in Table 1 for three levels. The 
salient objects are organized into a tree shape where each 
node corresponds to a general description of the descendant 
nodes. The selection of the appropriate level is determined by 
computing the region of confusion for each object of the tree 
and finding the highest level for which the regions do not 
overlap. For each level, FIG. 11 shows the probability distri 
bution and the resulting annotation. It is apparent that Level 2 
gives a level of detail too high with respect to the obtained 
precision—the regions of uncertainty for the different objects 
overlap, and annotations may thus be associated with the 
wrong object in the picture. Level 0 is too coarse, since many 
salient objects are not annotated. Level 1 represents an opti 
mal compromise. The determination of the level of detail can 
also be influenced by the user. For example, he can determine 
the range of levels to be considered in the hierarchy of salient 
objects. An alternative is to allow different levels of detail for 
the different parts of the image, according to the local preci 
sion on annotation positions. Moreover, the level of detail 
may also depend on the size of the annotations, of the distance 
between annotations and/or on the Zooming factor during 
restitution, in order to avoid overlapping annotations. 

TABLE 1 

Level O Lausanne 
Level 1 Downtown Ouchy 
Level 2 Hotel de Cathedral Castle Marina Ouchy 

Wille Castle 

0110. Hierarchical organization of salient objects repre 
sented here by their annotation text, organized in three levels 
of resolution. 

0111. The annotation system composed by the mobile 
annotating devices 1, the servers 3 and the databases 30 can be 
considered as a unitary entity where computations, annota 
tion data, elevation data, communications, and sensing abili 
ties can be distributed to the different components of the 
system. Access and use of each resource incurs a cost which 
can include all or parts of the communication cost, the delay 
in obtaining the resource, and the energy consumed. For 
example, the cost c can be computed as: 

c=K co-K dt d, 

0112 where C is the communication cost, t d is the delay, 
and K c, K d are constants that controls the weight of each 
term. 

0113 Cost can be assigned in a different way by each 
portable device, according to the desired strategy. For 
example, Table 2 shows the costs associated with different 
mobile devices, different base stations and different servers: 
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TABLE 2 

Annotation Annotation 
Sensing Sensing data for data for 

Element Computing Communication Position Orientation element 1 element 2 

Mobile 1 100 ce 1 1 ce 
Mobile 2 ce 10 10 10 1 1 
Mobile 3 ce 10 15 5 1 ce 
Base ce 1 2O 2O ce ce 

station 1 
Base ce 1 2O 2O ce ce 

station 2 
Server 1 10 1 ce ce 1 1 

0114. In the table, the symbol for infinity is used for 0117 Performance Parameters Associated to the Compu 
resources that are not available on a certain device. In this 
example, the costs take into account the communication cost, 
the delay and the power consumption. The costs are set to 
infinity when a certain resource is not available. For example, 
“MOBILE 1 has no GPS; hence, the cost associated to 
determine the position is set to infinity for this resource. 
However, the position of this device can be obtained from 
another mobile device nearby, such as “MOBILE 2 by pay 
ing a price in terms of delay and communication. 
0115 The information needed to annotate the objects is 
also distributed on the components of the system. For 
example, in Table 2 two salient elements are considered. Data 
for annotating element 1 is available on “MOBILE1'; hence, 
it can be accessed by paying a low price. The data for anno 
tating the second element is not available in this mobile, and 
the cost is infinite. If this annotating data is needed, it can be 
retrieved from “MOBILE 2' or from “SERVER 1” by paying 
a communication cost and a delay. 
0116. In order to annotate an image, a mobile device needs 
a number of parameters. For example, for sensor based anno 
tation, it needs position and orientation. There may be several 
ways to obtain this information. The information can be avail 
able directly on the device by means of sensors, it can be 
received from a device in the proximity, or it can be received 
from the communication network. Every option is associated 
to the cost described above and to a certain performance 
parameter. This parameter can be, for example, an indication 
of the associated reliability, and/or a measure of the error 
amplitude. Such as the standard deviation. Exemplary perfor 
mance parameters associated to the computation of position 
and orientation of “MOBILE1 are shown in Table 3. Perfor 
mance can be measured by using error standard deviation, for 
example. A value set to infinity indicates that the device is not 
able to produce the desired quantity. 

TABLE 3 

SENSING SENSING 
ELEMENT POSITION ORIENTATION 

MOBILE1 ce 10 
MOBILE 2 2O 2O 
MOBILE 3 30 30 
BASE1 15 15 
BASE 2 25 25 
SERVER 1 ce ce 

tation of Some Parameters by Different Resources 
0118. In some cases the performances can be improved by 
combining different sources. For example, combining sensor 
based and image-based techniques, as described above, can 
improve the standard deviation and other parameters. This 
can be done by paying a higher total cost. 
0119 For a given total cost, it is possible to determine the 
optimal allocation of resources that maximizes the perfor 
mances. The resulting final error on the annotation position is 
a function of the total cost. An example is shown in FIG. 12 
that shows the final error as a function of the total cost. The 
final decision on the allocated resources and the resulting 
error can be taken dynamically by each annotating mobile 
device or at the level of the whole annotation system. The 
decision may be different for each annotating device, and 
even for each image to annotate. 
I0120 Thus, the distribution of computation between the 
different mobile devices and the servers can be dynamically 
and automatically adjusted for each picture or each image 
annotating session, in order to improve a trade-off between 
the precision of annotation, the communication cost, the 
delay and/or the power consumption. 
0.121. In one embodiment, the cost associated to the dis 
tribution of a certain resource from one device of the system 
or from one of the servers to the remaining devices is com 
puted. A function similar to that depicted on FIG. 12 can be 
determined for each node of the system by analyzing the 
alternative at a given cost and selecting that with minimum 
error. The procedure can be repeated regularly to take into 
account device movements or modifications of the system. 
Complexity can be reduced by applying a simplified version 
of the algorithm, for example, by grouping resources or 
devices with similar cost and performances. 
I0122. As described above, the annotation system is based 
on information stored in the salient objects database and the 
elevation database, as those represented in FIG.3 and FIG. 4. 
These databases can be created by the service provider or by 
the users of the annotation system. It is also possible to allow 
the users to add new salient objects with the corresponding 
annotations. Moreover, the users can associate new images 
and 3D models to a certain salient object, and store those 
images and models in a central server in order to improve the 
precision and robustness of future image based annotation. 
This operation can be implemented by using the same por 
table devices used to produce the annotated images or devices 
particularly designed for this purpose. The user points the 
device in the direction of the salient object and the system 
acquires an image or a video sequence. The position and 
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orientation of the device is computed by using the techniques 
mentioned above, this identifies the region pointed by the 
device. Different views of the same region can be collected 
over time, either by the same user or by different users. These 
views can be used by the system to reconstruct the 3D struc 
ture of the scene. One way to do that is to use triangulation on 
corresponding points of different views. The reconstructed 
3D structure is used to create or update the elevation database. 
Moreover, if an existing salient object is contained in the 
views, the corresponding entry in the salient objects database 
can be updated, by adding images and 3D models. If the user 
selects a new salient object and enters the corresponding 
annotation, a new entry is created in the database. This will be 
later updated when new views will be collected. It is noted 
that this also can be realized by using the images regularly 
acquired for annotation. 
0123 Possible alternatives include simplifications of the 
presented method in order to reduce the number of computa 
tions or the size of the databases. A version particularly inter 
esting consists in annotating images on the basis of the dis 
tance from the portable device. Each user receives annotated 
images of the Surrounding objects and has the possibility to 
modify the existing annotations or to update new annotated 
images. With respect to the database represented in FIG. 3, 
only a collection of annotated images and the corresponding 
viewing position need to be stored. There is no need for the 
elevation database. 
0.124. To increase the quality of the annotations, in terms 
of content, positions, and robustness, additional sources of 
information can be used, such as, topographic data, 
geotagged high quality videos and images, and 3D cameras. 
This data can be uploaded or linked to the annotation system 
and integrated or made available to the existing databases. 
0.125. A profound way to produce content for the annota 
tion databases is to use information available on the web. The 
first way to do that is to use database of images associated to 
geographical locations. Examples of Such databases includes 
“panoramio”, “street view', and “flickr. These databases can 
be analyzed in order to produce entries for the salient object 
database. The entries can be created/updated by using the 
indexes associated to the images as annotation text and the 
images as a model for image-based annotation. 
0126. Another possibility is to use programs that scan the 
web in order to find images associated with annotation infor 
mation and geographic position. These programs can ana 
lyze, for example, the web sites of the main cities and produce 
annotation data for historical buildings, public institutions, 
museums, shops and the like. 
0127. The method and system can also be used for anno 
tating persons, using for example face recognition algorithms 
combined with detection of Bluetooth and other signals emit 
ted by people personal devices. In this case, the annotating 
data and the reference images may be retrieved for example 
from Social network platforms. 

1. A computerized method for placing an annotation on an 
image of a scene, comprising the steps of 

(a) obtaining an original image of said scene with a camera; 
(b) obtaining an annotation for a feature of said scene 

represented in said image; 
(c) for each position of a plurality of positions in said 

image, determining a probability of having said feature 
at said position; and 
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(d) forming the annotated image by including said annota 
tion at an annotation position in said image where said 
probability is the highest further comprising 

(e) determining the position of said camera with a location 
Sensor, 

(f) using computer vision means for determining a similar 
ity between said feature and reference images or models 
of said feature; 

(g) computing a probability distribution function indicat 
ing the probability of having said feature at each of said 
positions in said image, based on information from said 
location sensor and on information from said computer 
vision means. 

2. The method of claim 1, wherein a plurality of methods is 
used for determining said annotation position. 

3. The method of claim 2, wherein each of said methods 
delivers a probability distribution function depending on the 
method, 

and wherein the annotation is included at an annotation 
position determined by combining a plurality of said 
probability distribution functions given by different 
methods. 

4. The method of claim 2, wherein different precisions of 
positioning of said annotations are associated with each 
method, and wherein the computation of said annotation posi 
tion is based on the most precise methods. 

5. The method of claim 4, wherein a precision distribution 
function is determined for indicating the precision of posi 
tioning given by at least one method at different points of said 
image. 

6. The method of claim 2, wherein different reliabilities of 
positioning said annotation are associated with each method, 
and wherein the computation of said annotation position is 
based on the most reliable methods. 

7. The method of claim 6, wherein a reliability distribution 
function is determined for indicating the reliability of at least 
one method at different points of said image. 

8. The method of claim 2, wherein the cost associated with 
each method interm of communication costs between mobile 
devices (1) and servers (3) and delay in communication 
between said mobile devices (1) and said servers (3) is com 
puted, and wherein the computation of said position is based 
on the less expensive methods. 

9. The method of claim 1, comprising a step of pre-pro 
cessing said image based on said position and the orientation 
of said camera in order to compensate for geometrical defor 
mation of said image. 

10. The method of claim 1, wherein a precision of location 
of said feature is determined: 

and the level of resolution of said annotation is adjusted 
according to said precision. 

11. An annotating device for placing an annotation on an 
image of a scene comprising: 

(a) a camera for obtaining an original image of said Scene; 
(b) computation means for obtaining an annotation for a 

feature of said scene represented in said image: 
(c) computation means for determining a probability for 

said feature to be placed at each position of a plurality of 
positions in said image, and for forming the annotated 
image by including said annotation at an annotation 
position where said probability is highest 

further comprising: 
(d) a location sensor for determining the position of said 

annotating device; 
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(e) computer vision means for determining the similarity 
between said feature and reference images or models of 
said features; 

(f) computation means for computing a probability distri 
bution function indicating the probability that said fea 
ture is at each said position in said image, based on 
information from said location sensor and on informa 
tion from said computer vision means. 

12. An annotating system comprising: 
(a) at least one annotating device (1) for placing an anno 

tation on an image of a scene comprising 
a camera for obtaining an original image of said scene; 
computation means for obtaining an annotation for a fea 

ture of said Scene represented in said image; 
computation means for determining a probability for said 

annotation to be placed at each position of a plurality of 
positions in said image, and for forming the annotated 
image by including said annotation at an annotation 
position where said probability is highest 

further comprising: 
a location sensor for determining the position of said anno 

tating device; 
computer vision means for determining the similarity 

between said feature and reference images or models of 
said features; 
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computation means for computing a probability distribu 
tion function indicating the probability that said feature 
is associated with each said position in said image, based 
on information from said location sensor and on infor 
mation from said computer vision means; 

(b) at least one server (3). 
13. The annotating system of claim 12, wherein the com 

putation of said annotation is distributed between said mobile 
device (1) and said server (3), 

and wherein the distribution is automatically and dynami 
cally adjusted by taking into account the precision of 
said annotation, the communication cost between said 
mobile device (1) and said server (3), the delay in com 
munication between said mobile device (1) and said 
server (3) and/or the power consumption of said mobile 
device (1). 

14. A computer program carrier having a computer pro 
gram Stored therein, said computer program being arranged 
for causing data processing means to perform the steps of 
claim 1 when said computer program is executed by said data 
processing means. 


