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BACKGROUND TASK RESOURCE priority than a second class application ( e . g . , a third party 
CONTROL application ) , and thus first class background tasks of the first 

class application may be provided with a higher level of 
CROSS - REFERENCE TO RELATED service ( e . g . , additional resource access ) than second class 

APPLICATIONS 5 background tasks of the second class application . 
An application resource pool ( e . g . , an allotment of a 

This application is a continuation of U . S . patent applica - quota ) may be associated with an application . The applica 
tion Ser . No . 13 / 355 , 115 filed on Jan . 20 , 2012 , entitled tion resource pool may be configured to comprise resource 
“ BACKGROUND TASK RESOURCE CONTROL , ” which allotment units ( e . g . , units representing CPU processing 
issued as U . S . Pat . No . 9 , 164 . 803 on Oct . 20 , 2015 , and 10 cycles , network bandwidth usage , etc . ) . The application 
which application is expressly incorporated herein by ref resource pool may be initialized by assigning an initial 
erence in its entirety . resource allotment comprising resource allotment units to 

the application resource pool . A background task of the 
BACKGROUND application may be allowed to utilize a resource ( e . g . , CPU 

15 processing power , network bandwidth , etc . ) by consuming 
Many computing environments may allow applications to resource allotment units from the application resource pool . 

execute background tasks to perform various tasks ( e . g . , an Upon exhaustion of the application resource pool , the back 
email application may execute a background task to check ground task may be restricted from utilizing the resource via 
for new email ; a phone application may execute a back the application resource pool . A replenishment event ( e . g . , a 
ground task to receive incoming phone calls while a mobile 20 periodic time source or external signal ) may be associated 
phone hosting the phone application is in a suspended state ; with the application resource pool . Upon raising / occurrence 
etc . ) . Unfortunately , background tasks may impact power of the replenishment event , a replenishment resource allot 
consumption and battery life because the background tasks ment comprising resource allotment units may be assigned 
may consume resources , such as CPU processing power to the application resource pool without surpassing a maxi 
and / or network bandwidth . Additionally , background tasks 25 mum value of resource allotment units for the application 
may impact a user ' s experience with a foreground applica - resource pool . In one example , the replenishment event may 
tion ( e . g . , an application visible to a user and / or interacted be implemented using a replenishment timer . The replen 
with by the user ) because resource usage by the foreground ishment timer and / or the maximum value for the application 
application may be interrupted by background tasks . Thus , resource pool may be a function of whether the application 
allowing background tasks unfettered access to resources 30 is a first class application ( e . g . , shorter replenishment timer 
may result in reduced battery life and / or user experience . and / or larger maximum value ) or a second class application 
However , restricting execution of background tasks ( e . g . , ( e . g . , longer replenishment timer and / or smaller maximum 
background tasks of suspended applications ) may also result value ) . The replenishment timer and / or the maximum value 
in a reduced user experience because various ( desired ) tasks for the application resource pool may be adjusted based 
( e . g . , email updates ) may not be performed ( e . g . , when a 35 upon a battery state or particular standby battery time goal 
user “ awakens ” a tablet device , an email application may of a device hosting one or more applications , for example . 
comprise stale email information because the email appli - It may be appreciated that a replenishment timer is merely 
cation may have been restricted from executing a back - one example of a replenishment event , and that other man 
ground task to check for new emails while the tablet device ners for determining when to replenish an application 
was “ asleep ” , similarly real - time communication applica - 40 resource pool and / or a global resource pool are contem 
tions , such as VoIP , SMS , and instant messages , may miss plated herein . 
and / or be unresponsive to real - time message events while A global resource pool comprising global resource allot 
the tablet device was “ asleep " ) . ment units may be maintained for a plurality of applications . 

A background task may be allowed to consume ( e . g . , 
SUMMARY 45 " steal " ) global resource allotment units from the global 

resource pool once the application resource pool becomes 
This Summary is provided to introduce a selection of exhausted . That is , upon exhaustion of the application 

concepts in a simplified form that are further described resource pool , the background task may be allowed to utilize 
below in the Detailed Description . This Summary is not the resource by consuming global resource allotment units 
intended to identify key factors or essential features of the 50 from the global resource pool . In one example , the back 
claimed subject matter , nor is it intended to be used to limit ground task may be allowed to consume a number of global 
the scope of the claimed subject matter . resource allotment units corresponding to the maximum 
Among other things , one or more systems and / or tech - value of resource allotment units for the application resource 

niques for controlling resource access and / or usage for pool per consumption request , which may restrict the back 
background tasks are disclosed herein . A computing envi - 55 ground task from unfairly over consuming ( e . g . , " hogging " ) 
ronment may allow an application to create a background global resource allotment units that may be shared with 
task . For example , a background application ( e . g . , an appli - other applications . Other policies may be introduced to 
cation not visible to a user and / or not currently being improve availability of the global resource pool to all 
interacted with by the user ) , a suspended application ( e . g . , background applications , such as reducing the allocation 
an application suspended based upon power consumption 60 unit between successive attempts . Upon exhaustion of the 
considerations of a host computing device ) , and / or other global resource pool , the background task may be restricted 
applications may create a background task to perform one or from utilizing the resource via the global resource pool . 
more tasks . In one example , the application may be classi - Nevertheless , where the global resource pool becomes 
fied as a first class application , a second class application , exhausted , the background task may still be allowed to 
and / or other classifications . A first class application ( e . g . , 65 utilize a resource because the background task comprises a 
operating system applications , control panel applications , guaranteed background task ( e . g . , a phone application of a 
user designated applications , etc . ) may be regarded as higher smart phone may be allowed to execute a receive phone call 
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background task regardless of whether resource allotment FIG . 2 is a component block diagram illustrating an 
units are available ) . It may be appreciated that in one exemplary system for controlling resource access for back 
example , a guaranteed background task may comprise a ground tasks . 
“ critical ” task . In one example , the guaranteed background FIG . 3 is an illustration of an example of maintaining a 
task may be allowed to charge the global resource pool into 5 global resource pool and one or more application resource 
a negative global resource allotment state . In another pools . 
example , the application resource pool and / or global FIG . 4 is an illustration of an example of a first class resource pool may be replenished for the guaranteed back application resource pool and a second class application ground task . 

A global replenishment timer may be associated with the resource pool . 
global resource pool . Upon expiration of the global replen 10 FIG . 5 is an illustration of an example of a first class 
ishment timer , a global replenishment resource allotment background task of a first class application utilizing a 
comprising global resource allotment units may be assigned resource based upon consuming global resource allotment 
to the global resource pool without surpassing a maximum units from a first class global resource pool . 
value of global resource allotment units for the global FIG . 6 is an illustration of an example of a first class 
resource pool . The global replenishment timer and / or the 15 background task of a first class application utilizing a 
maximum value for the global resource pool may be resource based upon consuming global resource allotment 
adjusted based upon a current functioning mode of the units from a second class global resource pool . 
device ( e . g . , AC , DC , DC screen ON , etc . ) hosting the FIG . 7 is an illustration of an example of a second class 
application , for example . background task of a second class application utilizing a 

It may be appreciated that the global resource pool may be 20 resource based upon consuming global resource allotment 
implemented in a variety of ways ( e . g . , to selectively accom units from a second class global resource pool . 
modate occasional bursts of activity ) . In one example , when FIG . 8 is an illustration of an example of a second class 
the device is relying on battery power , the global resource background 822 of a second class application being pool may be replenished merely from unused allotment restricted from utilizing a resource . 
units . When the device is using AC power and / or is within 25 FIG . 9 is an illustration of an exemplary computer 
a discrete state ( e . g . , an amount of power consumed by readable medium wherein processor - executable instructions background tasks relative to system power consumption is configured to embody one or more of the provisions set forth minimal , such as below a threshold percentage ) , then the herein may be comprised . global resource pool may be replenished with additional 
resources ( e . g . , allotment units ) , which may allow for addi FIG . 10 illustrates an exemplary computing environment 
tional background task activity . When the device transitions 30 wherein one or more of the provisions set forth herein may 
between operation states ( e . g . , DC to AC , AC to DC , Screen be implemented . 
On , Screen Off , etc . ) , the global resource pool may be 
resized based upon a current battery state of the device , for DETAILED DESCRIPTION 
example . 

In one example of implementing a global resource pool . 35 The claimed subject matter is now described with refer 
a first class global resource pool may be maintained for first ence to the drawings , wherein like reference numerals are 
class applications ( e . g . , a first class background task may generally used to refer to like elements throughout . In the 
utilize a resource by consuming from the first class global following description , for purposes of explanation , numer 
resource pool after exhaustion of an application resource o us specific details are set forth in order to provide a 
pool ) . In another example , a second class global resource 40 thorough understanding of the claimed subject matter . It 
pool may be maintained for second class applications ( e . g . , may be evident , however , that the claimed subject matter 
a second class background task may utilize a resource by may be practiced without these specific details . In other 
consuming from the second class global resource pool after instances , structures and devices are illustrated in block 
exhaustion of an application resource pool ) . The second diagram form in order to facilitate describing the claimed 
class global pool may also be maintained for first class 45 subiect matter . 
applications , such that a first class background task may Many computing environments may implement power utilize a resource by consuming from the second class global conservation techniques to mitigate power consumption , resource pool after exhaustion of the first class global conserve battery life , and / or improve performance of fore resource pool ( e . g . , but a second class background task may ground applications . In one example , an operating system not be allowed to consume from a first class global resource 50 may provide a suspend policy that may inhibit the execution pool ) . 

Selectively allowing and / or restricting background tasks of a suspended application that may otherwise invoke com 
from utilizing resources may improve power consumption , puting resources to perform power consuming tasks . In this 
battery life , and / or user experience , while maintaining func way , the suspended application may be unable to execute 
tionality provided by the background tasks . background tasks . Unfortunately , suspended applications 

To the accomplishment of the foregoing and related ends , 55 may be unable to perform desired functionality ( e . g . , a 
the following description and annexed drawings set forth suspended email application may be unable to periodically 
certain illustrative aspects and implementations . These are check for email while suspended , which may result in the 
indicative of but a few of the various ways in which one or email application providing stale email information upon 
more aspects may be employed . Other aspects , advantages , resumption ) . In another example , the operating system may 
and novel features of the disclosure will become apparent 60 lack adequate resource management policies for background 
from the following detailed description when considered in applications ( e . g . , applications not visible to a user and / or 
conjunction with the annexed drawings . interacted with by the user ) , which may allow the back 

ground applications to execute background tasks to perform 
BRIEF DESCRIPTION OF THE DRAWINGS power consuming tasks that may reduce battery life and / or 

65 reduce performance of foreground applications . 
FIG . 1 is a flow chart illustrating an exemplary method of Accordingly , among other things , one or more systems 

controlling resource access for background tasks . and / or techniques for controlling resource access for back 
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ground tasks are provided herein . In particular , an applica - A replenishment timer may be maintained for the appli 
tion resource pool configured to comprise resource allotment cation resource pool ( e . g . , a 15 minute timer ) . Upon expi 
units ( e . g . , units representing CPU processing cycles , net - ration of the replenishment timer , a replenishment resource 
work bandwidth , etc . ) may be maintained for an application . allotment comprising resource allotment units ( e . g . , 2 sec 
A background task of the application may utilize a resource , 5 onds ) may be assigned to the application resource pool ( e . g . , 
such as a CPU , by consuming the resource allotment units . the application resource pool may be replenished to 2 
Upon exhaustion of the application resource pool , the back seconds ) . In one example , the application resource pool may 
ground task may be restricted from utilizing the resource . be limited by a maximum value of resource allotment units , 
This can be achieved by , for example , returning the appli such that the replenishment resource allotment may not 
cation to the suspended state . A replenishment timer may be 10 replenish the application resource pool above the maximum 

value ( e . g . , if the replenishment timer has expired but the maintained for the application resource pool , such that a application resource pool is not yet empty and instead still replenishment resource allotment comprising resource allot comprises 1 . 5 seconds , then the replenishment resource ment units may be assigned to the application resource pool allotment may merely assign 0 . 5 seconds even though 2 upon expiration of the replenishment timer . A global 15 seconds are available for the replenishment resource allot resource pool comprising global resource allotment units ment to assign ) . If a surplus of resource allotment units 
may be maintained for a plurality of applications . For results from replenishment of the application resource pool , 
example , if the application resource pool is exhausted , then then the surplus of resource allotment units may be assigned 
the background task may utilize the resource by consuming to a global resource pool associated with a plurality of 
global resource allotment units from the global resource 20 applications ( e . g . , if the application resource pool comprises 
pool . Upon exhaustion of the global resource pool , the 1 . 5 seconds , then the replenishment resource allotment may 
background task may be restricted from utilizing the assign 0 . 5 seconds , which may result in a surplus of 1 . 5 
resource . A global replenishment timer may be maintained seconds that may be assigned to a global resource pool ) . In 
for the global resource pool , such that a global replenish - one example , the replenishment timer may be adjusted based 
ment resource allotment comprising global resource allot - 25 upon a battery state of a device within which the background 
ment units may be assigned to the global resource pool upon task is executing ( e . g . , the replenishment timer may be 
expiration of the global replenishment timer . In this way , lengthened as the amount of battery charge diminishes so 
background tasks may be selectively allowed and / or that the application resource pool is replenished less fre 
restricted from utilizing resources based upon application quently , the replenishment timer may be shortened when the 
resource pools and / or global resource pools , which may 30 device is connected to AC power so that the application 
improve power conservation , battery life , and / or foreground resource pool is replenished more frequently , etc . ) . Simi 
application execution , for example . larly , the maximum value of resource allotment units may be 

One embodiment of controlling resource access for back - based upon a battery state of the device ( e . g . , the maximum 
ground tasks is illustrated by an exemplary method 100 in value may be decreased as a battery charge of the device 
FIG . 1 . At 102 , the method starts . A computing environment 35 decreases ; the maximum value may be increased when the 
may allow an application to create background tasks to device is connected to AC power ; etc . ) . 
perform various tasks ( e . g . , an email application may create global resource pool comprising global resource allot 
a background task to check for new emails ) . Instead of ment units may be maintained for a plurality of applications 
merely allowing or denying execution of the background ( e . g . , 30 seconds may be initially assigned to the global 
tasks , resource access control may be implemented . In one 40 resource pool ) . Applications may be allowed to consume 
example of implementing resource access control , an appli - ( e . g . , " steal " ) global resource allotment units from the global 
cation resource pool for an application may be initialized resource pool in order to utilize a resource . In one example , 
and / or maintained . In particular , an initial resource allotment upon exhaustion of the application resource pool ( e . g . , O 
comprising resource allotment units may be assigned to the seconds remaining ) , the background task may be allowed to 
application resource pool associated with the application , at 45 access the resource ( e . g . , one or more resources ) by con 
104 . For example , an initial resource allotment of 2 seconds suming global resource allotment units from the global 
( e . g . , representing 2 seconds of CPU processing cycles ) may resource pool . The background task may be allowed to 
be assigned to an application resource pool associated with consume , per consumption request , a number of global 
an email application . At 106 , a background task of the resource allotment units corresponding to the maximum 
application may be allowed to utilize a resource by consum - 50 value of resource allotment units for the application resource 
ing resource allotment units from the application resource pool . For example , the email update background task may be 
pool . For example , the email application may create an allowed to consume ( e . g . , " steal ” ) global resource allotment 
email update background task that may consume CPU units from the global resource pool in 2 second chunks based 
processing cycles by consuming time units from the 2 upon the application resource pool of the email application 
seconds assigned to the application resource pool ( e . g . , 0 . 03 55 comprising the maximum value of 2 seconds . 
seconds of processing cycles may be utilized when the email Upon exhaustion of the global resource pool ( e . g . , O 
update background task initially checks for new emails , thus seconds remaining ) , the background task may be restricted 
leaving 1 . 97 seconds remaining within the application from utilizing the resource ( e . g . , one or more resources ) via 
resource pool after the initial check ) . the global resource pool . In one example , if the background 

At 108 , upon exhaustion of the application resource pool 60 application comprises a guaranteed background task ( e . g . , a 
( e . g . , 0 seconds remaining ) , the background task may be background task guaranteed to execute ) , then the back 
restricted from utilizing the resource via the application ground task may utilize the resource by charging the global 
resource pool . In this way , the background task may be resource pool into a negative global resource allotment state 
restricted from over consuming resources via the application at least one time ( e . g . , subsequent requests may be denied to 
resource pool until replenishment of the application resource 65 conserve battery ) . For example , the email update back 
pool , which may reduce power consumption and / or improve ground task may charge the exhausted global resource pool 
foreground application performance by freeing up resources . for 1 . 5 seconds , thus placing the global resource pool into a 
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negative 1 . 5 global resource allotment state . In one example , resource allotment units for the application resource pool 
the negative global resource allotment state may be held may be a function of whether the application is a first class 
against the global resource pool during a subsequent replen - application or a second class application ( e . g . , an application 
ishment . For example , a global replenishment resource resource pool for a first class application may have a larger 
allotment of 30 seconds may merely place the global 5 maximum value than an application resource pool for a 
resource pool at 28 . 5 seconds . As another example , unused second class application ) . 
quota from applications ( e . g . , application resource pools ) In another example of providing varying level of service , 
can be used to reduce the " debt " of a negative global multiple global resource pools may be maintained based 
resource pool . Thus , while the ability to service guaranteed upon various classifications . For example , a first class global 
tasks with the minimum unit of quota is honored , non - 10 resource pool associated with plurality of first class appli 
critical tasks cannot use the global resource pool until the cations and a second class global resource pool associated 
“ borrowed ” amount has been returned . with a plurality of second class applications may be main 

A global replenishment timer may be maintained for the tained . First class applications may be allowed to consume 
global resource pool ( e . g . , a 40 minute timer ) . Upon expi from the first class global resource pool and / or may be 
ration of the global replenishment timer , a global replenish - 15 allowed to consume from the second class global resource 
ment resource allotment comprising global resource allot - pool . For example , upon a first class background task of a 
ment units may be assigned to the global resource pool ( e . g . , first class application exhausting a first class application 
the global resource pool may be replenished with 30 sec resource pool , the first class background task may be 
onds ) . In one example , the global resource pool may be allowed to utilize a resource by consuming ( e . g . , " stealing " ) 
limited by a maximum value of global resource allotment 20 global resource allotment units from the first class global 
units , such that the global replenishment resource allotment resource pool . Upon the first class background task exhaust 
may not replenish the global resource pool above the maxi - ing the first class global resource pool , the first class 
mum value ( e . g . , if the global replenishment timer has background task may be allowed to utilize the resource by 
expired but the global resource pool is not yet empty and consuming ( e . g . , " stealing " ) global resource allotments units 
instead still comprises 10 seconds , then the global replen - 25 from the second class global resource pool . 
ishment resource allotment may merely assign 20 seconds Second class applications may be allowed to access the 
even though 30 seconds are available for the global replen - second class global resource pool , but may be restricted 
ishment resource allotment ) . In one example , the maximum from accessing the first class global resource pool . For 
value of global resource allotment units for the global example , upon a second class background task of a second 
resource pool may be adjusted based upon a battery state of 30 class application exhausting a second class application 
the device within which the background task is executing resource pool , the second class background task may be 
( e . g . , the maximum value may be decreased as a battery allowed to utilize a resource by consuming ( e . g . , " stealing " ) 
charge of the device decreases ; the maximum value may be global resource allotment units from the second class global 
increased when the device is connected to AC power ; etc . ) . resource pool . However , upon exhaustion of the second class 
The global replenishment timer may be adjusted based upon 35 global resource pool , the second class background task may 
the battery state of the device ( e . g . , the global replenishment be restricted from utilizing the resource ( e . g . , and may be 
timer may be lengthened as the battery charge of the device restricted from “ stealing ” from the first class global resource 
decreases ; the global replenishment timer may be shortened pool ) . 
when the device is connected to AC power ; etc . ) . In another The first class global resource pool and the second class 
example , the refill rate may be modified based on the state 40 global resource pool may have similar or different configu 
of the device . For example , on DC , there may be no rations . In one example of differing configurations , the first 
automatic refill rate other than unused quota from applica - class global resource pool may be assigned a first maximum 
tions . On AC however , where the marginal power draw of value of global resource allotment units greater than a 
background tasks compared to the battery refill and / or second maximum value of global resource allotment units 
screen rate is low , this refill rate may be increased signifi - 45 for the second class global resource pool . In another 
cantly . The global resource pool size can be rescaled to example , a first class replenishment timer of the first class 
reflect actual battery capacity any time the operating mode global resource pool may comprise a first replenishment 
of the system , and / or refill rate of the pool , changes . time span smaller than a second replenishment time span of 

Applications may be classified , and may be provided a second class replenishment timer of the second class 
various levels of service ( e . g . , varying levels of resource 50 global resource pool ( e . g . , the first class global resource pool 
access ) based upon such classifications . For example , par - may be replenished more frequently than the second class 
ticular applications may be classified as first class applica - global resource pool ) . 
tions ( e . g . , operating system applications , control panel In one example , the application may be in a suspended 
applications , user designated applications , etc . ) , while other state ( e . g . , due to the application being in a background state 
applications may be classified as second class applications 55 not visible to a user ; due to the device being placed into low 
( e . g . , third party applications , non - system applications , user power consumption state ; etc . ) . Accordingly , resource 
designated applications , etc . ) . It may be appreciated that access for background tasks of the application may be 
various classification schemes may be utilized , and are not controlled ( e . g . , utilizing the application resource pool , 
limited to merely first class and second class classification . global resource pool , etc . ) . If the application transitions from 
In one example of providing varying level of service , the 60 the suspended state to an execution state ( e . g . , the user 
replenishment timer may be adjusted based upon whether brings the application into the foreground ) , background 
the application is a first class application or a second class tasks of the application may be unrestricted from accessing 
application ( e . g . , a replenishment timer may be shortened resources . In this way , the user may interact with the 
for a first class application so that the application resource application without undue hindrance because the application 
pool is replenished more frequently , and may be lengthened 65 may be allowed unrestricted access to resources . A state of 
for a second class application ) . In another example of the application resource pool may be saved when the appli 
providing varying level of service , the maximum value of cation transitions into the execution state so that the appli 
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cation resource pool may be restored to the prior state when timer 210 ( e . g . , prior to the application resource pool 202 
the application transitions back into the suspended state . It becoming exhausted ) , 300 resource allotment units may be 
may be appreciated that foreground tasks ( e . g . , application assigned to the application resource pool 202 so that the 
in an active execution state , such that tasks are in the application resource pool 202 may comprise 500 resource 
foreground and visible ) are generally not tightly coupled 5 allotment units . The surplus of 200 resource allotment units 
with background tasks . Tasks can generally complete more may be assigned to the global resource pool 204 , for 
quickly ( e . g . , such as receive emails ) when an application is example . 
in an active execution state , which is consistent with expec - The resource allocation component 212 may maintain a 
tations of a user actively using the application . Also , due to global replenishment timer 214 for the global resource pool 
refill rate modulation , if a user is actively using the device , 10 204 . Upon expiration of the global replenishment timer 214 , 
tasks will complete more quickly in a screen on state , even the resource allocation component 212 may assign a global 
if the user switches to a different application . At 110 , the replenishment resource allotment comprising global 
method ends . resource allotment units to the global resource pool 204 

FIG . 2 illustrates an example of a system 200 configured without surpassing a maximum value of resource allotment 
for controlling resource access for background tasks . The 15 units ( e . g . , 3000 resource allotment units ) for the global 
system 200 may comprise a resource allocation component resource pool 204 . For example , upon expiration of the 
212 . The resource allocation component 212 may maintain global replenishment timer 214 ( e . g . , prior to the global 
an application resource pool 202 associated with an appli - resource pool 204 becoming exhausted ) , 2200 global 
cation 220 and / or may maintain a global resource pool 204 resource allotment units may be assigned to the global 
associated with a plurality of applications . For example , the 20 resource pool 204 so that the global resource pool 204 
resource allocation component 212 may initialize the appli - comprises 3000 resource allotment units . The surplus of 800 
cation resource pool 202 by assigning an initial resource global resource allotment units may be discarded , for 
allotment comprising resource allotment units to the appli - example . 
cation resource pool 202 ( e . g . , 500 resource allotment units FIG . 3 illustrates an example 300 of maintaining a global 
may be assigned ) . Similarly , the resource allocation com - 25 resource pool and one or more application resource pools . A 
ponent 212 may assign global resource allotment units to the resource allocation component 302 may be configured to 
global resource pool 204 ( e . g . , 3000 global resource allot - maintain an application resource pool ( A ) 304 for an appli 
ment units may be assigned ) . cation ( A ) , an application resource pool ( B ) 310 for an 

The resource allocation component 212 may be config - application ( B ) , an application resource pool ( C ) 316 for an 
ured to allow ( e . g . , allow / restrict 218 ) a background task 222 30 application ( C ) , and / or a global resource pool 322 for 
of the application 220 to utilize 224 a resource 226 by applications ( A ) , ( B ) , and / or ( C ) , for example . 
consuming 206 resource allotment units from the application In one example , the resource allocation component 302 
resource pool 202 ( e . g . , based upon a utilization request 216 may initialize the application resource pool ( A ) 304 for the 
from the background task 222 ) . Upon exhaustion of the application ( A ) . The resource allocation component 302 
application resource pool 202 , the resource allocation com - 35 may assign an initial resource allotment 308 of 500 resource 
ponent 212 may restrict ( e . g . , allow / restrict 218 ) the back allotment units to the application resource pool ( A ) 304 . The 
ground task 22 from utilizing 224 the resource 226 via the resource allocation component 302 may initialize a replen 
application resource pool 202 . However , in one example , the ishment timer 306 for the application resource pool ( A ) 304 
resource allocation component 212 may allow ( e . g . , allow ( e . g . , the replenishment timer 306 may be assigned a 3 
restrict 218 ) the background task 222 to utilize 224 the 40 minute timer ) . In this way , a background task of application 
resource 226 by consuming 208 global resource allotment ( A ) may utilize a resource via the application resource pool 
units from the global resource pool 204 once the application ( A ) 304 by consuming resource allotment units . For 
resource pool 202 is exhausted ( e . g . , the background task example , a resource allotment unit may represent a CPU 
222 may be allowed to consume 208 500 global resource processing cycle , a tenth of a second of network bandwidth , 
units per consumption based upon the application resource 45 and / or other various resource units . The background task of 
pool 202 having a maximum value of 500 resource allotment application ( A ) may consume 10 resource allocation units in 
units ) . In another example , the resource allocation compo - order to utilize 10 CPU processing cycles , a second of 
nent 212 may transfer global resource allotment units from network bandwidth , and / or other resource units . 
the global resource pool 204 to the application resource pool The resource allocation component 302 may maintain the 
202 as resource allotment units . Upon exhaustion of the 50 application resource pool ( B ) 310 for the application ( B ) . 
global resource pool 204 , the resource allocation component The application resource pool ( B ) 310 may be in an 
212 may restrict ( e . g . , allow / restrict 218 ) the background exhausted state because application ( B ) may have consumed 
task 222 from utilizing 224 the resource 226 unless the the 500 resource allotment units assigned to the application 
background task 222 comprises a guaranteed background resource pool ( B ) 310 . Thus , a background task of applica 
task . The guaranteed background task may be allowed to 55 tion ( B ) may be restricted 314 from utilizing a resource via 
utilize 224 the resource 226 by charging the global resource application resource pool ( B ) 310 because application 
pool 204 into a negative global resource allotment state ( e . g . , resource pool ( B ) comprises O resource allotment units . 
negative 500 ( or more ) global resource allotment units ) . However , the background task of application ( B ) may 

The resource allocation component 212 may maintain a attempt to utilize the resource via the global resource pool 
replenishment timer 210 for the application resource pool 60 322 . The resource allocation component 302 may replenish 
202 . Upon expiration of the replenishment timer 210 , the the application resource pool ( B ) 310 upon expiration of a 
resource allocation component 212 may assign a replenish - replenishment timer 312 associated with the application 
ment resource allotment comprising resource allotment units resource pool ( B ) 310 . For example , after the expiration of 
to the application resource pool 202 without surpassing a 1 minute , 500 resource allotment units may be assigned to 
maximum value of resource allotment units ( e . g . , 500 65 the application resource pool ( B ) 310 . In one example , 
resource allotment units ) for the application resource pool leftover resource allotment units may or may not be returned 
202 . For example , upon expiration of the replenishment into the global resource pool 322 based upon a state of a 
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device ( e . g . , if using DC power , then leftover resource timer until replenishment ) . In this way , the first class back 
allotment units may be returned to the global resource pool ground task 414 may receive a higher level of service ( e . g . , 
322 because no automatic replenishment may be imple - increased resource access based upon the larger maximum 
mented ; if using AC power , then the global resource pool value and the shorter replenishment time span ) than the 
322 may be automatically replenished , and thus the leftover 5 second class background task 418 . 
resource allotment units may not be returned ) . FIG . 5 illustrates an example 500 of a first class back 

The resource allocation component 302 may maintain the ground task 518 of a first class application 516 utilizing a 
application resource pool ( C ) 316 for the application ( C ) . resource based upon consuming global resource allotment 
The resource allocation component 302 may replenish 320 units from a first class global resource pool 506 . A resource 
the application resource pool ( C ) 316 upon expiration of a 10 allocation component 502 may be configured to maintain a 
replenishment timer 318 associated with the application first class application resource pool 504 for the first class 
resource pool ( C ) 316 . For example , 500 resource allotment application 516 . The resource allocation component 502 
units may be available to replenish 320 the application may be configured to maintain the first class global resource 
resource pool ( C ) 316 . However , the application resource pool 506 for first class applications ( e . g . , the first class 
pool ( C ) 316 may comprise 60 resource allotment units . 15 application 516 and / or other first class applications not 
Thus , the replenishment of the application resource pool ( C ) illustrated ) . 
316 may result in a surplus of 60 resource allotment units The first class background task 518 may attempt to utilize 
because the application resource pool ( C ) 316 may be a resource ( e . g . , utilization request 512 ) by consuming 
limited to a maximum value of 500 resource allocation units . resource allotment units from the first class application 
In one example , the surplus may be assigned 326 to the 20 resource pool 504 . However , the resource allocation com 
global resource pool 322 . ponent 502 may restrict the first class background task 518 

The resource allocation component 302 may maintain the from utilizing the resource via the first class application 
global resource pool 322 for applications ( A ) , ( B ) , and / or resource pool 504 based upon the first class application 
( C ) . For example , background tasks of applications ( A ) , ( B ) , resource pool being exhausted 508 . In one example , because 
and / or ( C ) may utilize a resource by consuming global 25 the first class application resource pool 504 is exhausted 
resource allotment units from the global resource pool 322 508 , the resource allocation component 502 may allow the 
based upon exhaustion of corresponding application first class background task 518 to utilize the resource by 
resources pools ( e . g . , a background task of application ( B ) consuming 510 global resource allotment units from the first 
may consume global resource allotment units from the class global resource pool 506 ( e . g . , allow utilization 514 ) . 
global resource pool in ( a maximum of ) 500 unit chunks 30 The resource allocation component 502 may allow the first 
based upon the application resource pool ( B ) being in an class background task 518 to consume 510 global resource 
exhausted state ) . A global replenishment timer 324 may be allotment units in 500 unit chunks ( e . g . , based upon a 
maintained for the global resource pool 322 , such that the maximum value of 500 resource allotment units for the first 
global resource pool 322 may be replenished ( e . g . , up to a class application resource pool 504 ) . In another example , the 
maximum ) upon expiration of the global replenishment 35 resource allocation component 502 may transfer global 
timer 324 . resource allotment units from the first class global resource 

FIG . 4 illustrates an example 400 of a first class applica - pool 506 to the first class application resource pool 504 as 
tion resource pool 404 and a second class application resource allotment units . For example , the resource alloca 
resource pool 408 . A resource allocation component 402 tion component 502 may transfer 500 unit chunks . 
may be configured to maintain the first class application 40 FIG . 6 illustrates an example 600 of a first class back 
resource pool 404 for a first class application 412 . For ground task 622 of a first class application 620 utilizing a 
example , a first class background task 414 of the first class resource based upon consuming global resource allotment 
application 412 may utilize a resource based upon consum - units from a second class global resource pool 606 . A 
ing resource allotment units from the first class application resource allocation component 614 may be configured to 
resource pool 404 . The resource allocation component 402 45 maintain a first class application resource pool 602 for the 
may be configured to maintain the second class application first class application 620 . The resource allocation compo 
resource pool 408 for a second class application 416 . For nent 614 may be configured to maintain a first class global 
example , a second class background task 418 of the second resource pool 604 for first class applications ( e . g . , the first 
class application 416 may utilize a resource based upon class application 620 and / or other first class applications not 
consuming resource allotment units from the second class 50 illustrated ) . The resource allocation component 614 may be 
application resource pool 408 . configured to maintain the second class global resource pool 

It may be appreciated that the resource allocation com - 606 for second class applications ( e . g . , second class appli 
ponent 402 may maintain the first class application resource cations not illustrated ) . 
pool 404 and the second class application resource pool 408 The first class background task 622 may attempt to utilize 
similarly or differently . In one example of maintaining the 55 a resource ( e . g . , utilization request 616 ) by consuming 
application resource pools differently , the first class appli - resource allotment units from the first class application 
cation resource pool 404 may be assigned a maximum value resource pool 602 . However , the resource allocation com 
of resource allotment units ( e . g . , 500 resource allotment ponent 614 may restrict the first class background task 622 
units ) that is greater than a maximum value of resource from utilizing the resource via the first class application 
allotment units assigned to the second class application 60 resource pool 602 because the first class application resource 
resource pool 408 ( e . g . , 200 resource allotment units ) . In pool 602 is exhausted 608 . Because the first class application 
another example , a first class replenishment timer 406 of the resource pool 602 is exhausted 608 , the resource allocation 
first class application resource pool 404 may be assigned a component 614 may allow the first class background task 
replenishment time span ( e . g . , a 2 minute timer until replen - 622 to utilize the resource by consuming global resource 
ishment ) that is shorter than a replenishment time span 65 allotment units from the first class global resource pool 604 
assigned to a second class replenishment timer 410 of the ( e . g . , if global resource allotment units are available for 
second class application resource pool 408 ( e . g . , an 8 minute consumption ) . However , the resource allocation component 
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614 may restrict the first class background task 622 from component 814 may be configured to maintain a second 
utilizing the resource via the first class global resource pool class global resource pool 806 for second class applications 
604 because the first class global resource pool 604 is ( e . g . , second class application 820 and / or other second class 
exhausted 610 . In one example , because the first class global applications not illustrated ) . 
resource pool 604 is exhausted 610 , the resource allocation 5 The second class background task 822 may attempt to 
component 614 may allow the first class background task utilize a resource ( e . g . , utilization request 816 ) by consum 
622 to utilize the resource by consuming 612 global resource ing resource allotment units from the second class applica 
allotment units from the second class global resource pool tion resource pool 802 . However , the resource allocation 
606 ( e . g . , allow utilization 618 ) . The resource allocation component 814 may restrict the second class background 
component 614 may allow the first class background task 10 task 822 from utilizing the resource via the second class 
622 to consume 612 global resource allotment units in 500 application resource pool 802 because the second class 
unit chunks ( e . g . , based upon a maximum value of 500 application resource pool 802 is exhausted 808 . In one 
resource allotment units for the first class application example , the second class background task 822 may be 
resource pool 602 ) . In another example , the resource allo - restricted 810 from consuming global resource allotment 
cation component 614 may transfer global resource allot - 15 units from the first class global resource pool 804 because 
ment units from the second class global resource pool 606 to the second class background task 822 is not a first class 
the first class global resource pool 604 , which may be further background task . Because the second class application 
transferred from the first class global resource pool 604 to resource pool 802 is exhausted 808 , the resource allocation 
the first class application resource pool 602 . For example , component 814 may allow the second class background task 
the resource allocation component 614 may transfer 500 unit 20 822 to utilize the resource by consuming global resource 
chunks . allotment units from the second class global resource pool 

FIG . 7 illustrates an example 700 of a second class 806 ( e . g . , if global resource allotment units are available for 
background task 722 of a second class application 720 consumption ) . However , the resource allocation component 
utilizing a resource based upon consuming global resource 814 may restrict 818 the second class background task 822 
allotment units from a second class global resource pool 25 from utilizing the resource via the second class global 
706 . A resource allocation component 714 may be config - resource pool 806 because the second class global resource 
ured to maintain a second class application resource pool pool 806 is exhausted 812 . It may be appreciated that 
702 for the second class application 720 . The resource additional and / or alternative techniques may be imple 
allocation component 714 may be configured to maintain a mented to improve foreground responsiveness , such as a 
first class global resource pool 704 for first class applications 30 decay usage CPU scheduling algorithm , for example . Such 
( e . g . , one or more first class applications not illustrated ) . The an algorithm may , for example , restrict a background task 
resource allocation component 714 may be configured to from continuously consuming available background CPU 
maintain the second class global resource pool 706 for time . The algorithm may bias background task activity to be 
second class applications ( e . g . , second class application 720 statistically less important than other activity executing by 
and / or other second class applications not illustrated ) . 35 the system . For example , a background task may be 

The second class background task 722 may attempt to restricted from preempting a user foreground activity and / or 
utilize a resource ( e . g . , utilization request 716 ) by consum may be preempted by the user foreground activity . 
ing resource allotment units from the second class applica - Still another embodiment involves a computer - readable 
tion resource pool 702 . However , the resource allocation medium comprising processor - executable instructions con 
component 714 may restrict the second class background 40 figured to implement one or more of the techniques pre 
task 722 from utilizing the resource via the second class sented herein . An exemplary computer - readable medium 
application resource pool 702 because the second class that may be devised in these ways is illustrated in FIG . 9 , 
application resource pool 702 is exhausted 708 . In one wherein the implementation 900 comprises a computer 
example , the second class background task 722 may be readable medium 916 ( e . g . , a CD - R , DVD - R , or a platter of 
restricted 710 from consuming global resource allotment 45 a hard disk drive ) , on which is encoded computer - readable 
units from the first class global resource pool 704 because data 914 . This computer - readable data 914 in turn comprises 
the second class background task 722 is not a first class a set of computer instructions 912 configured to operate 
background task . Because the second class application according to one or more of the principles set forth herein . 
resource pool 702 is exhausted 708 , the resource allocation In one such embodiment 900 , the processor - executable 
component 714 may allow the second class background task 50 computer instructions 912 may be configured to perform a 
722 to utilize the resource by consuming 712 global resource method 910 , such as at least some of the exemplary method 
allotment units from the second class global resource pool 100 of FIG . 1 , for example . In another such embodiment , the 
706 ( e . g . , allow utilization 718 ) . The resource allocation processor - executable instructions 912 may be configured to 
component 714 may allow the second class background task implement a system , such as at least some of the exemplary 
722 to consume 712 global resource allotment units in 200 55 system 200 of FIG . 2 , for example . Many such computer 
unit chunks ( e . g . , based upon a maximum value of 200 readable media may be devised by those of ordinary skill in 
resource allotment units for the second class application the art that are configured to operate in accordance with the 
resource pool 702 ) . techniques presented herein . 

FIG . 8 illustrates an example 800 of a second class Although the subject matter has been described in lan 
background task 822 of a second class application 820 being 60 guage specific to structural features and / or methodological 
restricted 818 from utilizing a resource . A resource alloca - acts , it is to be understood that the subject matter defined in 
tion component 814 may be configured to maintain a second the appended claims is not necessarily limited to the specific 
class application resource pool 802 for the second class features or acts described above . Rather , the specific features 
application 820 . The resource allocation component 814 and acts described above are disclosed as example forms of 
may be configured to maintain a first class global resource 65 implementing the claims . 
pool 804 for first class applications ( e . g . , one or more first As used in this application , the terms " component , " 
class applications not illustrated ) . The resource allocation “ module , " " system ” , “ interface ” , and the like are generally 
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intended to refer to a computer - related entity , either hard one or more embodiments provided herein may be in storage 
ware , a combination of hardware and software , software , or 1020 . Storage 1020 may also store other computer readable 
software in execution . For example , a component may be , instructions to implement an operating system , an applica 
but is not limited to being , a process running on a processor , tion program , and the like . Computer readable instructions 
a processor , an object , an executable , a thread of execution , 5 may be loaded in memory 1018 for execution by processing 
a program , and / or a computer . By way of illustration , both unit 1016 , for example . 
an application running on a controller and the controller can The term “ computer readable media ” as used herein 
be a component . One or more components may reside within includes computer storage media . Computer storage media 
a process and / or thread of execution and a component may includes volatile and nonvolatile , removable and non - re 
be localized on one computer and / or distributed between 10 movable media implemented in any method or technology 
two or more computers . for storage of information such as computer readable 

Furthermore , the claimed subject matter may be imple - instructions or other data . Memory 1018 and storage 1020 
mented as a method , apparatus , or article of manufacture are examples of computer storage media . Computer storage 
using standard programming and / or engineering techniques media includes , but is not limited to , RAM , ROM , 
to produce software , firmware , hardware , or any combina - 15 EEPROM , flash memory or other memory technology , CD 
tion thereof to control a computer to implement the dis - ROM , Digital Versatile Disks ( DVDs ) or other optical 
closed subject matter . The term “ article of manufacture ” as storage , magnetic cassettes , magnetic tape , magnetic disk 
used herein is intended to encompass a computer program storage or other magnetic storage devices , or any other 
accessible from any computer - readable device , carrier , or medium which can be used to store the desired information 
media . Of course , those skilled in the art will recognize 20 and which can be accessed by device 1012 . Any such 
many modifications may be made to this configuration computer storage media may be part of device 1012 . 
without departing from the scope or spirit of the claimed Device 1012 may also include communication connection 
subject matter . ( s ) 1026 that allows device 1012 to communicate with other 

FIG . 10 and the following discussion provide a brief , devices . Communication connection ( s ) 1026 may include , 
general description of a suitable computing environment to 25 but is not limited to , a modem , a Network Interface Card 
implement embodiments of one or more of the provisions set ( NIC ) , an integrated network interface , a radio frequency 
forth herein . The operating environment of FIG . 10 is only transmitter / receiver , an infrared port , a USB connection , or 
one example of a suitable operating environment and is not other interfaces for connecting computing device 1012 to 
intended to suggest any limitation as to the scope of use or other computing devices . Communication connection ( s ) 
functionality of the operating environment . Example com - 30 1026 may include a wired connection or a wireless connec 
puting devices include , but are not limited to , personal tion . Communication connection ( s ) 1026 may transmit and / 
computers , server computers , hand - held or laptop devices , or receive communication media . 
mobile devices ( such as mobile phones , Personal Digital The term " computer readable media ” may include com 
Assistants ( PDAs ) , media players , and the like ) , multipro - munication media . Communication media typically embod 
cessor systems , consumer electronics , mini computers , 35 ies computer readable instructions or other data in a “ modu 
mainframe computers , distributed computing environments lated data signal ” such as a carrier wave or other transport 
that include any of the above systems or devices , and the mechanism and includes any information delivery media . 
like . The term “ modulated data signal ” may include a signal that 

Although not required , embodiments are described in the has one or more of its characteristics set or changed in such 
general context of " computer readable instructions ” being 40 a manner as to encode information in the signal . 
executed by one or more computing devices . Computer Device 1012 may include input device ( s ) 1024 such as 
readable instructions may be distributed via computer read - keyboard , mouse , pen , voice input device , touch input 
able media ( discussed below ) . Computer readable instruc - device , infrared cameras , video input devices , and / or any 
tions may be implemented as program modules , such as other input device . Output device ( s ) 1022 such as one or 
functions , objects , Application Programming Interfaces 45 more displays , speakers , printers , and / or any other output 
( APIs ) , data structures , and the like , that perform particular device may also be included in device 1012 . Input device ( s ) 
tasks or implement particular abstract data types . Typically , 1024 and output device ( s ) 1022 may be connected to device 
the functionality of the computer readable instructions may 1012 via a wired connection , wireless connection , or any 
be combined or distributed as desired in various environ combination thereof . In one embodiment , an input device or 
ments . 50 an output device from another computing device may be 

FIG . 10 illustrates an example of a system 1010 compris used as input device ( s ) 1024 or output device ( s ) 1022 for 
ing a computing device 1012 configured to implement one computing device 1012 . 
or more embodiments provided herein . In one configuration , Components of computing device 1012 may be connected 
computing device 1012 includes at least one processing unit by various interconnects , such as a bus . Such interconnects 
1016 and memory 1018 . Depending on the exact configu - 55 may include a Peripheral Component Interconnect ( PCI ) , 
ration and type of computing device , memory 1018 may be such as PCI Express , a Universal Serial Bus ( USB ) , firewire 
volatile ( such as RAM , for example ) , non - volatile ( such as ( IEEE 1394 ) , an optical bus structure , and the like . In 
ROM , flash memory , etc . , for example ) or some combina - another embodiment , components of computing device 1012 
tion of the two . This configuration is illustrated in FIG . 10 may be interconnected by a network . For example , memory 
by dashed line 1014 . 60 1018 may be comprised of multiple physical memory units 

In other embodiments , device 1012 may include addi - located in different physical locations interconnected by a 
tional features and / or functionality . For example , device network . 
1012 may also include additional storage ( e . g . , removable Those skilled in the art will realize that storage devices 
and / or non - removable ) including , but not limited to , mag - utilized to store computer readable instructions may be 
netic storage , optical storage , and the like . Such additional 65 distributed across a network . For example , a computing 
storage is illustrated in FIG . 10 by storage 1020 . In one device 1030 accessible via a network 1028 may store 
embodiment , computer readable instructions to implement computer readable instructions to implement one or more 
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embodiments provided herein . Computing device 1012 may one or more hardware storage device having stored com 
access computing device 1030 and download a part or all of puter - executable instructions which are executable by 
the computer readable instructions for execution . Alterna the one or more processors for causing the computing 
tively , computing device 1012 may download pieces of the system to : 
computer readable instructions , as needed , or some instruc - 5 assign an application resource pool to an application 
tions may be executed at computing device 1012 and some with a predetermined quantity of available consum 
at computing device 1030 . able resource units associated with a resource avail 

Various operations of embodiments are provided herein . able to the computing system for consumption by 
In one embodiment , one or more of the operations described one or more tasks of the application ; 

determine that the assigned application resource pool is may constitute computer readable instructions stored on one exhausted in response to determining that all of the or more computer readable media , which if executed by a available consumable resource units associated with computing device , will cause the computing device to per the assigned application resource pool are consumed form the operations described . The order in which some or by the one or more tasks of the application and that all of the operations are described should not be construed there are no available consumable resource units as to imply that these operations are necessarily order remaining in the application resource pool ; and 
dependent . Alternative ordering will be appreciated by one restrict the one or more tasks of the application from 
skilled in the art having the benefit of this description . utilizing the resource in response to determining that 
Further , it will be understood that not all operations are the assigned application resource pool is exhausted . 
necessarily present in each embodiment provided herein . 20 2 . The computing system of claim 1 , wherein the com 

Moreover , the word “ exemplary ” is used herein to mean puter - executable instructions are further executable by the 
serving as an example , instance , or illustration . Any aspect one or more processors for causing the computing system to : 
or design described herein as “ exemplary ” is not necessarily detect a replenishment event for triggering a replenish 
to be construed as advantageous over other aspects or ment of one or more new consumable resource units to 
designs . Rather , use of the word exemplary is intended to 25 the assigned application resource pool ; and 
present concepts in a concrete fashion . As used in this replenish the assigned application resource pool by allo 
application , the term “ or ” is intended to mean an inclusive cating the one or more new available consumable 
“ or ” rather than an exclusive “ or ” . That is , unless specified resource units to the assigned application resource pool 
otherwise , or clear from context , “ X employs A or B ” is in response to the replenishment event . 
intended to mean any of the natural inclusive permutations . 30 3 . The computing system of claim 2 , wherein the replen 
That is , if X employs A ; X employs B ; or X employs both ishing event occurs subsequent to the assigned application 
A and B , then “ X employs A or B ” is satisfied under any of resource pool becoming exhausted . 
the foregoing instances . In addition , the articles “ a ” and “ an ” 4 . The computing system of claim 3 , wherein the com 
as used in this application and the appended claims may puter - executable instructions are further executable by the 
generally be construed to mean “ one or more ” unless 35 one or more processors for causing the computing system to 
specified otherwise or clear from context to be directed to a remove restrictions placed on access to the resource by the 
singular form . Also , at least one of A and B and / or the like one or more tasks of the application when the one or more 
generally means A or B or both A and B . new available consumable resource units become available 

Also , although the disclosure has been shown and in the assigned application resource pool . 
described with respect to one or more implementations , 40 5 . The computing system of claim 2 , wherein a predeter 
equivalent alterations and modifications will occur to others mined replenishment quantity of the one or more new 
skilled in the art based upon a reading and understanding of consumable resource units that are replenished to the 
this specification and the annexed drawings . The disclosure assigned application resource pool is based on a device state 
includes all such modifications and alterations and is limited of the computing system . 
only by the scope of the following claims . In particular 45 6 . The computing system of claim 5 , wherein the com 
regard to the various functions performed by the above puter - executable instructions are further executable by the 
described components ( e . g . , elements , resources , etc . ) , the one or more processors for causing the computing system to : 
terms used to describe such components are intended to detect a change in the device state ; and 
correspond , unless otherwise indicated , to any component modify the predetermined replenishment quantity in 
which performs the specified function of the described 50 response to the detected change in the device state . 
component ( e . g . , that is functionally equivalent ) , even 7 . The computing system of claim 6 , wherein the device 
though not structurally equivalent to the disclosed structure state is a power state . 
which performs the function in the herein illustrated exem 8 . The computing system of claim 2 , wherein a predeter 
plary implementations of the disclosure . In addition , while a mined replenishment quantity of the one or more new 
particular feature of the disclosure may have been disclosed 55 consumable resource units that are replenished to the 
with respect to only one of several implementations , such assigned application resource pool is based on a type of the 
feature may be combined with one or more other features of application , such that an association of a different type of the 
the other implementations as may be desired and advanta application to the assigned application resource pool will 
geous for any given or particular application . Furthermore , cause a correspondingly different predetermined replenish 
to the extent that the terms “ includes ” , “ having ” , “ has ” , 60 ment quantity to be associated with the application resource 
" with ” , or variants thereof are used in either the detailed pool . 
description or the claims , such terms are intended to be 9 . The computing system of claim 1 , wherein the replen 
inclusive in a manner similar to the term “ comprising . " ishing event comprising a tolling of a predetermined period 

of time . 
What is claimed is : 65 10 . The computing system of claim 1 , wherein the replen 
1 . A computing system comprising : ishing event comprises a change in a device state of the 
one or more processors ; computing system . 
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11 . The computing system of claim 10 , wherein the the other consumable resource units in response to 
change in the device state comprises a change in a power detecting the assigned application resource pool is 
state . exhausted . 

12 . The computing system of claim 1 , wherein the pre 19 . One or more hardware storage device having stored 
determined quantity of available consumable resource units 5 computer - executable instructions which are executable by 
corresponds to an initial maximum size value of the assigned one or more processors of a computing system to cause the 
application resource pool and wherein the computer - execut computing system to : 
able instructions are further executable by the one or more assign an application resource pool to an application , the 
processors for causing the computing system to : assigned application resource pool having a predeter 

detect a change in the device state ; and mined quantity of available consumable resource units 
resize the initial maximum size value of the assigned associated with a resource for consumption by one or 

application resource pool in response to the detected more tasks of the application , wherein consumption of 
change in the device state . all the available consumable resource units by the one 

13 . The computing system of claim 12 , wherein the initial or more tasks of the application causes an exhaustion of 
maximum size value associated with the application 15 the assigned application resource pool ; 

resource pool is based on the device state of the computing determine that the assigned application resource pool is 
system , such that a different device state of the computing exhausted in response to all of the available consum 

able resource units associated with the assigned appli system causes the assigned application resource pool to have 
a correspondingly different initial maximum size value . cation resource pool being consumed and that there are 

14 . The computing system of claim 13 , wherein the device 20 no available consumable resource units remaining in 
state is a power state . the assigned application resource pool ; and 

15 . The computing system of claim 12 , wherein the initial restrict the one or more tasks of the application from 
maximum size value associated with the application utilizing the resource in response to determining that 
resource pool is based on an application type , such that an the assigned application resource pool is exhausted . 
association of a different application to the assigned appli - 25 20 . A method implemented by a computing system for 

controlling resource access for background tasks , compris cation resource pool causes a correspondingly different 
initial maximum size value to be associated with the 
assigned application resource pool . assigning an application resource pool to an application , 

16 . The computing system of claim 12 , wherein the the assigned application resource pool having a prede 
resizing includes reducing the maximum size value associ - 30 termined quantity of available consumable resource 
ated with the assigned application resource pool and a units associated with a resource for consumption by 

corresponding amount of available consumable resource one or more tasks of the application , wherein consump 
tion of all the available consumable resource units by units in the assigned application resource pool . 

17 . The computing system of claim 9 , wherein the resiz the one or more tasks of the application causes an 
ing includes increasing the initial maximum size value 35 exhaustion of the assigned application resource pool ; 
associated with the assigned application resource pool and a determining that the assigned application resource pool is 
corresponding amount of available consumable resource exhausted in response to all of the available consum 
units in the assigned application resource pool . able resource units associated with the assigned appli 

18 . The computing system of claim 1 , wherein the com cation resource pool being consumed and that there are 

puter - executable instructions are further executable by the 40 no available consumable resource units remaining in 
one or more processors for causing the computing system to : the assigned application resource pool ; and 

initiate a transfer of a predetermined quantity of other restricting the one or more tasks of the application from 
consumable resource units to the assigned application utilizing the resource in response to determining that 
resource pool from a global resource pool that is the assigned application resource pool is exhausted . 
associated with a predetermined maximum quantity of * * * * * 

ing : 


