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TRAFFIC MANAGEMENT FOR FRAME 
RELAY SWITCHED DATA SERVICE 

The present application is a continuation of US. patent 
application Ser. No. 09/654,616, ?led Sep. 1, 2000 entitled 
TRAFFIC MANAGEMENT FOR FRAME RELAY 
SWITCHED DATA SERVICES, now US. Pat. No. 6,847, 
611, issued Jan. 25, 2005, Which is a Continuation of US. 
patent application Ser. No. 08/988,424, ?led Dec. 10, 1997 
now US. Pat. No. 6,188,671, issued Feb. 13, 2001 entitled 
TRAFFIC MANAGEMENT FOR FRAME RELAY 
SWITCHED DATA SERVICES, Which claimed priority 
from provisional application Ser. No. 60/051,564 entitled 
FRAME RELAY SWITCHED DATA SERVICE ?led on Jul. 
3, 1997, and is related by subject matter to US. patent appli 
cation Ser. No. 09/551,399, ?led Apr. 17, 2000, entitled 
FRAME RELAY SWITCHED DATA SERVICE, Which is a 
continuation application of US. patent application Ser. No. 
08/988,159, ?led Dec. 10, 1997, entitled FRAME RELAY 
SWITCHED DATA SERVICE, now US. Pat. No. 6,081,524, 
by the same inventors, Wherein each of the above applications 
is herein incorporated by reference. 

BACKGROUND OF THE INVENTION 

1. Technical Field 
The present invention is directed to systems and methods 

for implementing improved netWork architectures, and more 
speci?cally to systems and methods for routing intemet pro 
tocol (IP) packets using modi?ed frame relay protocols. 

2. Description of the Related Arts 
Recently, the popularity of large meshed networks has 

been increasing. HoWever, large-scale highly-meshed net 
Works can be di?icult to implement, maintain, and manage 
using conventional netWork technologies. 
An example of a conventional mesh con?guration is shoWn 

in FIG. 1. A Wide-area netWork (WAN) 900 includes a plu 
rality of routers R A, RB, RC, RD, (customer premises equip 
ment (CPE)) respectively disposed at a plurality of end user 
locations A, B, C, and D and interconnected to a service 
providers netWork (SPN) 901 via respective user-netWork 
interfaces (UNI) 920-1, -2, . . . , -n. The user-netWork inter 

faces 920 may be variously con?gured to be, for example, an 
asynchronous transfer mode (ATM) sWitch having a frame 
relay interface to CPE. Connecting the sites together are 
logical paths called, for example, permanent virtual circuits 
(PVCs) P A_C, P A_ D, P B_ D, P A_ B, PCB, that are characteriZed by 
their endpoints at the UNIs 920-1, 920-2, . . . , 920-11 and a 

guaranteed bandWidth called the committed information rate 
(CIR). 

FIG. 2 provides a detailed vieW of the How of data across 
the WAN 900. There exists a plurality of layers of protocol 
over Which communications may occur. For example, the 
Well-knoWn layers of the International Standards OrganiZa 
tions (ISO) Open Systems Interconnect Model having layers 
from a physical layer (layer 1), a datalink layer (layer 2), a 
netWork layer (layer 4), up through and including an applica 
tion layer (layer 7). Under this model, user data 902 is gen 
erated by a user application running at the application layer 
903. At the transport layer (layer 4) 904, a source and desti 
nation port address 906 (as part of the TCP header (layer 4)) 
may be added to the user data 902. At the netWork layer (layer 
3) 905, an additional header (i.e., an IP header (layer 3)) 
containing source and destination IP addresses) 908 may be 
added. Thus, the layer 3 user data ?eld includes the layer 4 
user data 902 plus the layer 4 header 906. The layer 3 protocol 
data unit (PDU) 902, 906, 908, Which makes up, for example, 
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2 
an IP packet 950, is then passed doWn to layer 2 909 in the 
CPE (routers R A, RB, RC, RD) that interfaces to the SPN 901. 
In the router, a table maps one or more IP addresses (layer 3) 
908 to an appropriate PVC or PVCs (P A_C, P A_ D, PB_D, P A_ B, 
PCB). The router table is maintained by the customer. Once 
the correct PVC is located in the routing table, the corre 
sponding data link connection identi?er (DLCI) (layer 2) 912 
is coded into the header of the frame relay frame 914 (packet). 
Thereafter, the remainder of the frame relay frame is included 
and a frame check sum (FCS) is computed. The frame is then 
passed doWn to the physical layer and transmitted to the SPN 
901. 
At the UNI 920, the frame is checked for validity to deter 

mine if there is a prede?ned PVC associated With the DLCI 
912. If so, the frame 914 is then forWarded on that PVC 
through the netWork along the same path and in the same 
order as other frames With that DLCI, as depicted in FIG. 2. 
The layer 2 frame information remains as the packet traverses 
the frame relay netWork Whether this netWork is actually 
implemented as a frame relay netWork or other netWork such 
as an ATM netWork. The frame is carried to its destination 
Without any further routing decisions being made in the net 
Work. The FCS is checked at the egress UNI, and if the frame 
is not corrupted, it is then output to the UNI associated With 
the end user. 
As is Well knoWn in the art, FIGS. 1-3 provide exemplary 

diagrams of hoW the frame relay data packets are assembled 
at the various ISO layers using the example of TCP/IP pro 
tocol transport over a frame relay data link layer. The example 
shoWs hoW the user data at the application layer is Wrapped in 
succeeding envelopes, making up the PDUs, as it passes doWn 
the protocol stack. Speci?cally, the composition of the 
Header ?eld is expanded for detail and is shoWn in FIG. 5. The 
data link connection identi?er (DLCI) ?eld comprises 10 bits 
spread over the ?rst and second octet, and alloWs for 1023 
possible addresses, of Which some are reserved for speci?c 
uses by the standards. As shoWn in FIG. 3, the DLCI is added 
to the frame relay header according to What destination IP 
address is speci?ed in the IP packet. This decision about What 
DLCI is chosen is made by the CPE, usually a router, based on 
con?guration information provided by the customer that pro 
vides a mapping of IP addresses into the PVCs that connect 
the current location With others across the WAN 900. 

In conventional frame relay, a layer 2 Q.922 frame carries 
the layer 3 customer data packet across the netWork in a 
permanent virtual circuit (PVC) Which is identi?ed by a data 
link connection identi?er (DLCI). Thus, the DLCIs are used 
by the customer as addresses that select the proper PVC to 
carry the data to the desired destination. The customer data 
packet is carried across the netWork transparently and its 
contents is never examined by the netWork. 
The conventional meshed frame relay netWork discussed 

above has a number of limitations. For example, every time a 
neW end user location is added to the meshed netWork, a neW 
connection is required to be added to every other end user 
location. Consequently, all of the routing tables must be 
updated at every end user location. Thus, a ripple effect 
propagates across the entire netWork Whenever there is a 
change in the netWork topology. For large netWorks With 
thousands of end user locations, this ripple effect creates a 
large burden on both the netWork provider to supply enough 
permanent virtual circuits (PVCs) and on the netWork cus 
tomers in updating all of their routing tables. Further, most 
routers are limited to peering With a maximum of 10 other 
routers Which makes this netWork topology dif?cult to imple 
ment. As netWorks groW in siZe, the number of PVCs custom 
ers need to manage and map to DLCIs increases. Further 
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complicating the problem is a trend toward increasing 
meshedness of networks, meaning more sites are directly 
connected to each other. The result is a growth in the number 
and mesh of PVCs in networks that does not scale well with 
current network technologies. 
A possible solution for handling large meshed networks is 

to use a virtual private network (VPN) which interconnects 
end user locations using encrypted traf?c sent via tunneling 
over the internet. However, VPNs are not widely supported by 
internet service providers (ISPs), have erratic information 
rates, and present a number of security concerns. 

Another possible solution is the use of frame relay based 
switched virtual circuits (SVCs). While PVCs (discussed 
above) are usually de?ned on a subscription basis and are 
analogous to leased lines, SVCs are temporary, de?ned on an 
as-needed basis, and are analogous to telephone calls. How 
ever, SVCs require continuous communications between all 
routers in the system to coordinate the SVCs. Further, 
because the tables mapping IP addresses to SVC addresses 
are typically manually maintained, SVCs are often impracti 
cal for large highly-meshed networks. Security is a major 
concern for SVC networks where tables are mismanaged or 
the network is spoofed. Further, frame SVCs are dif?cult to 
interwork with asynchronous transfer mode (ATM) SVCs. 
None of the above solutions adequately address the grow 

ing demand for large mesh networks. Accordingly, there is a 
need for network architectures which enable implementation 
of large mesh networks having security, low maintenance 
costs, ef?cient operations, and scalability. 

SUMMARY OF THE INVENTION 

Aspects of the present invention solve one or more of the 
above-stated problems and/or provide improved systems and 
methods for implementing a network architecture. 
A new type of data transport service takes advantage of the 

existing base of frame relay customer premises equipment 
(CPE) and customers while offering a new mechanism for 
providing extensible service features to those customers. In 
the new service, data link connection identi?ers (DLCIs) may 
be used by the CPE to select among service types, feature sets, 
and closed user groups (CUGs). The DLCI is used in the layer 
2 frame that conveys the user data to the network. The layer 3 
user data packet is extracted from the layer 2 frame and the 
layer 3 address information for the (routable) protocol is used 
to route the user data packet over a high-performance packet 
switched network, according to the service class/feature set 
selected by the DLCI. At the destination, the layer 3 data 
packet is again enclosed in a layer 2 frame with a DLCI that 
indicates to which service group it belongs. The frame is then 
forwarded to the CPE. Use of this technique will allow the 
existing frame relay CPE to support, over the same physical 
interface, conventional frame relay service with a range of 
DLCIs that are linked to logical paths such as permanent 
virtual circuit (PVCs), as well as a range of DLCIs that are 
linked to service and/ or feature sets. This will allow a robust 
method for extension of new services to the frame relay 
installed base, with minimal impact to existing customer 
equipment. 

In some aspects of the invention, frame relay DLCIs are 
used for selecting among various service categories. This 
differs signi?cantly from conventional frame relay, which 
uses DLCIs only to select PVCs and/or switched virtual cir 
cuits (SVCs). Service categories may include, but are not 
limited to, communication via the public internet, communi 
cation via a local intranet, communication within a closed 
user group (CUG), communication with an extranet (e.g., a 
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4 
network of trusted suppliers or corporate trading partners), 
live audio/video transmission, multicasting, telephony over 
internet protocol (IP), or any combination thereof. Thus, the 
concept of a frame relay PVC is signi?cantly expanded by 
aspects of the present invention. For example, the location of 
an intended network endpoint recipient is not necessarily 
determined by a DLCI at a sending network endpoint. The 
DLCI may represent a service category with the intended 
recipient indicated by an IP address within the frame relay 
packet. This results in a signi?cant bene?t to network cus 
tomers because, unlike that of conventional frame relay, cus 
tomers no longer need to update their local DLCI tables each 
time a network customer with whom they wish to communi 
cate is added or removed from the network. Thus, the cus 
tomer’s burden of network administration is substantially 
reduced. 

In sub-aspects of the invention, some DLCIs may be used 
to select among service categories (service category DLCIs) 
while in the same network other DLCIs may be used to select 
conventional PVCs and/or SVCs (conventional DLCIs). In 
other words, conventional frame relay may be mixed with 
aspects of the present invention within the same network, 
allowing aspects of the present invention to be incrementally 
implemented in existing conventional frame relay networks. 

In further aspects of the invention, addressing contained in 
multiple layers (e.g., as de?ned by the Open System Inter 
connection model) are compared with each other in a network 
to determine routing errors. If the addressing in the layers are 
consistent with each other, then the associated data is routed 
without interruption. On the other hand, if the addressing in 
the layers is inconsistent with each other, the associated data 
may be specially handled. For example, the data may be 
discarded, sent to a pre-determined address, and/ or returned 
to the sender. This address comparison may be applied to the 
sending address and/ or the destination address. An advantage 
of this multiple layer address comparison is that network 
security is increased. For instance, problems such as spoof 
ing, which is the practice of purposely providing an incorrect 
sending internet protocol (IP) address, are better controlled 
by such a method. 

In still further aspects of the invention, routing look-up 
tables within the network are separated such that, for 
example, each customer, closed user group (CUG), extranet, 
and/or intranet may have its own private partition and/or 
separate table. This can provide greater network speed 
because a router need not scan the entire available address 
space for all network customers at once. Furthermore, data 
security is improved because the risk of sending data to a 
wrong recipient is reduced. 

In yet further aspects of the invention, layer 3 and/ or layer 
4 IP address information is utiliZed to route the fast packets 
through the network. 

In even further aspects of the invention, new network traf?c 
management techniques and measurements are de?ned. For 
example, in some traf?c-management aspects of the inven 
tion, committed delivery rates (CDRs) may be assigned to one 
or more UNIs. A CDR is the average minimum data rate that 
is guaranteed to be delivered to a given UNI when suf?cient 
traf?c is being sent to the UNI. In further tra?ic -management 
aspects of the invention, a destination rate share (DRS) is 
assigned to one or more UNIs. The DRS may be used to 
determine the share of tra?ic that a given UNI may send 
through the network. If several UNIs are simultaneously 
offering to send traf?c to the same destination UNI, then each 
sending UNIs share of the network may be determined by its 
own DRS and the DRSs of the other sending UNIs. 
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These and other features of the invention Will be apparent 
upon consideration of the following detailed description of 
preferred embodiments. Although the invention has been 
de?ned using the appended claims, these claims are exem 
plary in that the invention is intended to include the elements 
and steps described herein in any combination or subcombi 
nation. Accordingly, there are any number of alternative com 
binations for de?ning the invention, Which incorporate one or 
more elements from the speci?cation, including the descrip 
tion, claims, and draWings, in various combinations or sub 
combinations. It Will be apparent to those skilled in netWork 
theory and design, in light of the present speci?cation, that 
alternate combinations of aspects of the invention, either 
alone or in combination With one or more elements or steps 

de?ned herein, may be utiliZed as modi?cations or alterations 
of the invention or as part of the invention. It is intended that 
the Written description of the invention contained herein cov 
ers all such modi?cations and alterations. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing summary of the invention, as Well as the 
folloWing detailed description of preferred embodiments, is 
better understood When read in conjunction With the accom 
panying draWings. For the purpose of illustration, embodi 
ments shoWing one or more aspects of the invention are 
shoWn in the draWings. These exemplary embodiments, hoW 
ever, are not intended to limit the invention solely thereto. 

FIG. 1 illustrates a Wide area netWork (WAN) having rout 
ers as CPEs and PVCs betWeen customer locations. 

FIG. 2 shoWs data How through the WAN shoWn in FIG. 1. 
FIGS. 3-5 shoW the construction and How of data packets 

through the network. 
FIG. 6 shoWs a block diagram of a netWork architecture in 

accordance With aspects of the present invention. 
FIG. 7 shoWs a detailed block diagram of the netWork 

illustrated in FIG. 6. 
FIG. 8A-8B shoWs a migration path for incorporating 

aspects of the invention into conventional netWork architec 
tures. 

FIG. 9 shoWs data How through the netWork architecture of 
FIG. 6. 

FIG. 10 shoWs application based prioritization through the 
netWork architecture of FIG. 6. 

FIG. 11 illustrates an exemplary embodiment of a means to 
apportion services through the netWork of FIG. 6. 

FIGS. 12-14 illustrate data How through exemplary WANs 
1. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

Exemplary embodiments of the present invention alloW the 
large installed base of frame relay customer premises equip 
ment (CPE) to be maintained by using the same interface in a 
different Way to deliver neW sets of services and features to 
the customer. For example, the data link connection identi?er 
(DLCI) knoWn from the frame relay protocol may be used to 
select among several virtual private netWorks With differing 
address spaces, feature sets, and/or conventional permanent 
virtual circuits (PVCs). 

Referring to FIG. 7, a block diagram of a Wide area netWork 
(WAN) 1 incorporating aspects of the present invention is 
shoWn. The WAN 1 includes a plurality of customer premise 
equipment (CPE) system, for example routers located at each 
of the end user locations and interconnected via one or more 

service providers netWorks (SPNs) 500. The SPN 500 is 
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6 
typically connected to a plurality of endpoint routers 919 via 
a plurality of corresponding user netWork interfaces (UNIs) 
402 and/or one or more internet protocol (IP) sWitches 502. 
The IP sWitches 502, UNIs 402, and/or routers/sWitches 501 
may be interconnected so as to form a meshed netWork (e. g., 

a partial or fully meshed netWork). Additionally, the Wide area 
netWork (WAN) 1 may contain any number of IP sWitches 
502 located Within the WAN 1 such that it is not connected 
directly to any endpoint routers 919, and/ or one or more IP 
sWitches 502 may be located at an interface betWeen the SPN 
500 and an endpoint router 919. In further embodiments of 
the invention, there may be multiple endpoint routers 919 
associated With a UNI 402/IP sWitch 502 and/or multiple 
UNIs 402/IP sWitches 502 associated With an endpoint router 
919. 

The netWork architecture of the WAN 1 alloWs the number 
of IP sWitches to increase as customers are transitioned to the 
neW service. For example, as shoWn in FIG. 8A, initially there 
may be only a small number (e.g., one, tWo, three, etc.) of IP 
sWitches installed in the system. Where only a small number 
of IP sWitches are included in the netWork, traf?c originating 
from non-IP enabled UNIs 402 (e.g., UNI A) may be routed to 
an IP sWitch 502 elseWhere in the netWork. Although this 
creates some negligible ine?iciencies in backtracking it none 
theless alloWs a migration path to the neW netWork architec 
ture Without simultaneously replacing all routers 501. HoW 
ever, as more and more users are transitioned to the neW 

netWork architecture of WAN 1, more and more IP sWitches 
can be added (FIG. 8B) to accommodate the increased load. 
In many embodiments, it may be desirable to eventually 
convert each UNI 402 to an IP sWitch 502 such that IP routing 
may be accomplished at the edge of the network. 

In some embodiments, the WAN 1 may include a combi 
nation of conventional netWork sWitches and/or routers 501 in 
addition to IP sWitches 502. On the other hand, every sWitch 
in the SPN 500 may be an IP sWitch 502. Alternatively, the 
WAN 1 may contain only a single IP sWitch 502. The IP 
sWitches 502 may be variously con?gured to include a suit 
able multi-layer routing sWitch such as a Tag SWitch from 
Cisco. Multi layer routing sWitches may also be utiliZed from 
vendors such as Ipsilon, Toshiba, IBM, and/or Telecom. IP 
sWitches are currently being developed to replace endpoint 
routers so that customer premise equipment (e.g., Ethernet 
local area netWork (LAN) equipment) can connect directly to 
an asynchronous transfer mode (ATM) netWork. Aspects of 
the present invention propose using IP sWitches in a different 
manner to maintain the huge installed base of customer 
premise equipment While avoiding the limitations of previous 
systems. Accordingly, the IP sWitches in accordance With 
embodiments of the invention are disposed Within the SPN 
500 and modi?ed to provide suitable routing and interface 
functions. 

In some embodiments of the invention, an IP sWitch 502 
acts as a multi-layer sWitch. For example, an IP sWitch 502 
may receive ATM cells, sWitching some or all of the ATM 
cells based upon the content of IP packets encapsulated 
Within the ATM cells. Thus, IP addressing may be used by an 
IP sWitch 502 to determine an ATM virtual path for sending 
ATM cells to a destination UNI 402. In further embodiments 
of the invention, higher layer addressing (e.g., transmission 
control program (TCP) logical ports at layer 4) may also be 
used by an IP sWitch 502 as a basis for sWitching ATM cells to 
provide a path through the SPN 500. In still further embodi 
ments of the invention, an IP sWitch 502 uses IP addresses 
and/or TCP logical ports to make quality of service (QOS) 
decisions. 
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In further embodiments of the invention, an endpoint router 
919 may encapsulate one or more IP packets in frame relay 
frame 914. In this event, the frame relay frames may be 
transmitted betWeen an endpoint router 919 and a corre 
sponding UNI 402 and/or IP sWitch 502. The endpoint router 
919 encapsulates IP packets 950 With frame relay frames 914. 
Further, the endpoint router 919 may set the DLCI of each 
frame relay frame 914 according to a particular service cat 
egory (if a service category DLCI is used) that the user has 
selected. For example, the various service categories may 
include the public internet, communication via a local intra 
net, communication Within a closed user group (CUG), com 
munication With an extranet (e.g., a netWork of trusted sup 
pliers or corporate trading partners), live audio/video 
transmission, multicasting, telephony over intemet protocol 
(IP), or any combination thereof. Thus, the concept of a frame 
relay PVC is signi?cantly expanded by aspects of the present 
invention. For example, the location of an intended netWork 
endpoint recipient is not necessarily determined by a DLCI at 
the endpoint routers 919. 

In further embodiments of the invention, a UNI 402 may 
receive frame relay frames 914 from an endpoint router 919 
and divides and encapsulates frame relay frames into, for 
example, smaller ?xed-length ATM cells. The UNI 402 may 
further translates the frame relay DLCI into an ATM address 
(e. g., a virtual path identi?er/virtual channel identi?er (VPI/ 
VCI)). There are various methods Which may be used to 
translate DLCIs to VPI/VCIs. For example, the NetWork 
InterWorking Standard as de?ned in Implementation Agree 
ment #5 of the Frame Relay Forum, and/or the Service Inter 
Working Standard as de?ned in Implementation Agreement 
#8 of the Frame Relay Forum may be utilized. An ATM 
address associated With a service category DLCIs de?nes an 
ATM virtual path via netWork routers to an IP sWitch 502. 
Thus, ATM data associated With a service category DLCI is 
ultimately sent to an IP sWitch 502. HoWever, ATM data 
associated With a conventional DLCI may or may not be sent 
to an IP sWitch 502 and may be routed through the netWork 
Without passing through an IP sWitch 502. Thus, both trans 
lated IP data and conventional PVC data may be present in the 
SPN 500 and/or WAN 1. 

In further embodiments of the invention, a UNI 402 and/ or 
a netWork router 501 may send data to a predetermined IP 
sWitch 502. In even further embodiments of the invention, a 
UNI 402 and/ or a netWork router 501 selects Which IP sWitch 
502 to send data to based upon an algorithm (e.g., based on 
netWork tra?ic Hows, the relative distance/location of an IP 
sWitch 502, the type of data being sent, and/or the service 
category selected). In still further embodiments of the inven 
tion, a UNI 402, netWork router 501, and/or IP sWitch 502 
may send the same data to more than one UNI 402, netWork 
router 501, and/or IP sWitch 502, depending upon, for 
example, a service category or categories. 

In further embodiments of the invention, a UNI 402, an IP 
sWitch 502, and/or a netWork router 501 compares an ATM 
VPI/VCI 303-305 address With an IP address for the same 
data. If the tWo addresses are inconsistent, then the ATM cell 
may be discarded, sent to a pre-determined address, and/or 
returned to the sending location. In even further embodiments 
of the invention, layers above the layer 3 IP layer may be used 
for address and/or service class generation/discrimination. 
For example layer 4 of the ISO addressing scheme and/or 
other application level data may be utiliZed to determine 
particular service classes. 

Referring speci?cally to FIG. 9, the path of user data How 
ing through an exemplary WAN 1 is shoWn. As in the frame 
relay case, user data at the application layer and layer 4 
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8 
requires the addition of a layer 3 netWork address header. In 
the CPE a decision is made based on information in layers 3 
and 4 about Which virtual private netWork (V PN), service 
class, or conventional PVC the packet should be routed to. 
Thus, a packet With layer 4 information indicating it is a telnet 
(interactive) application and layer 3 information that it is an 
internal company address might go to VPN A for a loW-delay 
intranet class of service. Another packet that is part of a ?le 
transfer protocol (FTP) ?le transfer might go to VPN B With 
a loWer service class, and a third packet going betWeen tWo 
heavily utiliZed applications might go on a dedicated PVC D. 
These decisions are coded as different DLCI values, inserted 
in the layer 2 frame, and sent into the UNI. 
At the UNI A 402, the sWitching based on the DLCI takes 

place. The packet may be routed to IP sWitch 502 in the center 
of the SPN 500. The ?rst packet has its layer 2 frame stripped 
off as it is forWarded to VPN A. Within VPN A, the layer 3 
address is noW used to make routing decisions that send the 
packet to its destination UNI. Thus, no PVC need be estab 
lished ahead of time for that path, and conventional routing 
methods and protocols can be used, as Well as neWer short-cut 
routing techniques. This permits VPN A to provide a high 
mesh of connectivity betWeen sites Without requiring the 
customer to con?gure and maintain the mesh as a large num 
ber of PVCs. The packet forWarded to VPN B is treated 
similarly except that VPN B is implemented With a loWer 
service class (e. g. higher delay). Finally, the packet forWarded 
to PVC D has its layer 2 frame intact and passes through the 
netWork as a conventional frame relay frame. This alloWs 
customers to maintain their current connectivity of PVCs for 
their high utiliZation tra?ic paths, but still have a high mesh of 
connectivity through various VPNs. 

Thus, in various aspects ofthe invention, the WAN 1 and/or 
SPN 500 may be any suitable fast packet netWork receiving 
frame relay data packets having user data in a user data ?eld. 
The WAN 1 and/or SPN 500 then sWitches packets using one 
or more IP sWitches 502 responsive to the user data. The user 
data may be used to discriminate betWeen a plurality of dif 
ferent service categories based on the user data. Routing over 
the WAN 1 and/ or SPN 500 may be responsive to at least one 
of the different service categories including discriminating 
based on multicast data. Additionally, the WAN may generate 
a fast packet address ?eld responsive to the IP packet data and 
route the IP packet through the fast packet netWork responsive 
to the fast packet address ?eld. Further, layer 4 information 
may be utiliZed to determine the quality of service. The qual 
ity of service may include, for example, one or more of the 
folloWing: an information rate, priority information, delay, 
loss, availability, etc. Security features may be implemented 
in the IP sWitch such that routing tables for each of the users 
are separated based on one or more service categories and/or 
users. In this manner the system is made more secure. Still 

further, the system may receive a plurality of frame relay 
packets over a permanent virtual circuit (PVC) at a ?rst node 
in an asynchronous transfer mode (ATM) network, generate 
an ATM address based on a data ?eld other than a data link 
connection identi?er (DLCI) Within the frame relay packets, 
and then route the packets through the ATM netWork based on 
the ATM address. The routing of packets may be responsive to 
one of a plurality of service categories. The system may 
provide separate routing tables Within an ATM sWitch for 
each of a plurality of different service categories. The differ 
ent service categories may be determined using intemet pro 
tocol (IP) data Within a data ?eld of a packet passed by the 
ATM sWitch. In a fast packet netWork, a fast packet sWitch 
may compare an address of a fast packet With a layer 3 intemet 
protocol (IP) address contained Within the fast packet and 
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determining Whether the fast packet address is consistent With 
the layer 3 IP address. Further, for security, hardWare circuits 
and/ or software may be provided for examination of a send 
ing address or a destination address. Further, packets may be 
discarded responsive to an inconsistency being detected. The 
WAN 1 may include customer premises equipment (CPE) 
and an asynchronous transfer mode (ATM) sWitch coupled to 
and receiving from the CPE frame relay data packets, and 
including address translation circuitry for translating data 
link connection identi?ers from the frame relay data packets 
into ATM addresses representing a plurality of virtual private 
netWorks based on a predetermined service category associ 
ated With a particular DLCI; or the WAN 1 may include 
customer premises equipment (CPE) and a fast packet sWitch 
coupled to the CPE via one or more permanent virtual circuits 
and receiving frame relay data packets, the fast packet sWitch 
including address translation circuitry for translating user 
data Within the frame relay data packets into fast packet 
addresses. 

In embodiments of the present invention, data security is 
enhanced in that data may be easily and accurately checked 
for inconsistencies at the destination. This is because these 
embodiments operate using both layer 2 and layer 3 address 
ing information. As an illustration, assume that a frame relay 
frame having a DLCI indicating VPN 1 (e.g., the corporate 
intranet) arrives in a netWork sWitch/router With an IP address 
of a particular corporate accounting system. HoWever, since 
the VPN processor has available to it the DLCI of the packet 
(and thus information about the source of the packet), the 
VPN processor may cross-check the DLCI With the source IP 
address in the packet to see if the source IP address is in the 
range known from the originating site. Thus, the problem 
associated With the spoo?ng of IP source addresses may be 
signi?cantly reduced. 

In still further embodiments of the invention, a UNI 402, an 
IP sWitch 502, and/or a netWork router 501 has separate 
and/ or partitioned routing look-up tables. Routing tables may 
be separated based upon service category, customer or user, 
and/ or UNI 402. Thus, in some embodiments, Within a VPN, 
a customer or user may have an individual routing table 
containing the customers IP netWork address information. In 
some embodiments, since the DLCI identi?es the source of a 
frame, the DLCI may be used as an index by an IP sWitch, 
netWork router, and/or UNI for determining Which routing 
table to use. This alloWs customers to have their routing table 
siZe and speed governed by their individual address space, 
thus speeding the routing process considerably. The use of 
separate routing tables also provides an added measure of 
security, as packets cannot be mis-routed due to errors or 
updates in routing information related to other customers. 

In some embodiments, a router has multiple data space 
images paired With a single instruction space image of the 
routing softWare. Thus, for example, as packets arrive from 
Customer A, the routing softWare uses the data image for a 
routing table associated With Customer A to make a routing 
decision. In further embodiments, a single softWare image is 
used, but additional indices corresponding to customers are 
added to the routing tables. In still further embodiments, 
instruction execution and data handling are processed sepa 
rately. This may be accomplished by the use of separate 
processors, one for instruction execution and one for data 
handling. 

FIG. 12 illustrates an exemplary WAN 1 having both con 
ventional routers and IP sWitches incorporating aspects of the 
invention. In this exemplary WAN 1, a routing element 1004 
and sWitch 1003 are connected to Customer Site A via frame 
relay sWitch 1001. Routing element 1007 and sWitch 1006 are 
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10 
connected to Customer Site B via frame relay sWitch 1009. 
Routing element 1012 and sWitch 1014 are connected to 
Customer Site C via frame relay sWitch 1016. Routing ele 
ment 1013 and sWitch 1015 are connected to Customer Site D 
via frame relay sWitch 1017. In this exemplary WAN 1, 
incoming frames 1 000 from Customer Site A may be encoded 
With a layer 2 DLCI specifying VPN #1 as the layer 2 desti 
nation and a layer 3 address pointing to Customer Site B. In 
such a case, frame relay sWitch 1001 sWitches the frames over 
a frame relay trunk 1002 to sWitch 1003 Which has layer 3 
routing element 1004 associated With it. After the frame is 
received by sWitch 1003, the frame is forWarded to router 
1004 Which implements short-cut routing as described above. 
The router/sWitch 1003, 1004 uses the layer 2 information to 
discriminate betWeen different source customers. The layer 2 
information may then be discarded. Next, the layer 3 infor 
mation in combination With a routing table is used to make a 
routing decision. In this case, the routing decision Would 
result in a layer 3 PDU 1011 being forWarded to router/sWitch 
1006, 1007. The layer 3 PDU 1011 is then encapsulated With 
a layer 2 frame, the frame in this case being addressed to 
Customer Site B. SWitch 1006 then forWards the frame via a 
trunk 1008 to frame relay sWitch 1009. At the egress port of 
frame relay sWitch 1009, the DLCI of frame relay frame 1010 
is replaced With a value indicating that the frame originated 
from, in this case, VPN #1. The frame relay frame 1010 is then 
delivered to the Customer B router. 
As the service groWs, the functionality for making the VPN 

routing decisions may be migrated closer to the customer and 
may eventually be present in every sWitching node, as shoWn 
in FIG. 13. This can reduce the backhaul previously needed to 
get to the router/switch processing nodes and alloW for opti 
mal routing using all the nodes in the WAN 1 and/or SPN 500. 
In the exemplary embodiment of FIG. 13, VPN #1 is con 
nected to Customer Sites A, B, C, and D. Here, every sWitch 
ing node includes a sWitch 1501 and a routing element 1502. 
frame relay frames 1500 having a DLCI directed to Customer 
Site B may be sent from Customer Site A. In such a case, 
frames 1503 Would be sent through VPN #1 via sWitching 
nodes 1501, 1502, and frames 1504 Would be received at 
Customer Site B. 

In some embodiments, an ATM core netWork may be used 
for data transport, and frame relay interfaces may be used to 
interface With the customer. An exemplary embodiment using 
an ATM core netWork is shoWn in FIG. 14. In this embodi 
ment, sWitch 2003 and router 2004 are connected to Customer 
Site A via sWitch 2000 and a frame relay/ATM conversion 
unit 2001. SWitch 2019 and router 2018 are connected to 
Customer Site B via sWitch 2005 and frame relay/ATM con 
version unit 2006. SWitch 2012 and router 2010 are connected 
to Customer Site C via sWitch 2015 and frame relay/ATM 
conversion unit 2014. SWitch 2013 and router 2011 are con 
nected to Customer Site D via sWitch 2016 and frame relay/ 
ATM conversion unit 2017 Assuming that Customer Site A is 
sending frames 2020 destined for Customer Site B, incoming 
layer 2 frames may be encapsulated for transport into ATM 
cells at sWitch 2000 according to, for example, the NetWork 
InterWorking Standard. Such encapsulation may, for 
example, occur in conversion unit 2001, external to ATM 
sWitch 2000.ATM cells 2002 may be sent doWn anATM PVC 
designated for VPN #1 processing. ATM cells 2002 may then 
be forWarded to sWitch 2003 and router/sWitch 2004 (Which 
may be attached to sWitch 2003), Where theATM cells may be 
reassembled to obtain the layer 3 packet information for 
routing Within VPN #1. Once the address information has 
been extracted from the layer 3 packet, the packet may be 
segmented again into ATM cells 2009 that can be transferred 



US 7,668,095 B2 
11 

through the network. After being sent through router/sWitch 
2018, 2019, ATM cells 2008 may be converted from cells to 
frames at the external conversion unit 2006 and sWitch 2005. 
Customer Site B Would then receive frame relay frames 2021. 
Thus, an extra segmentation and reassembly (SAR) cycle 
may be required When using anATM backbone With a core of 
router/sWitches. HoWever, if the VPN processing is pushed 
outWard to edge sWitches, the extra SAR cycle may be elimi 
nated. The extra SAR cycle may be eliminated because con 
version from frame relay frames to ATM cells may take place 
in the same unit Where VPN routing decisions are made. 

Tra?ic management may be variously con?gured in the 
WAN 1 and/or the SPN 500. For example, from a customers 
vieWpoint, the WAN 1 and/or SPN 500 may ensure certain 
tra?ic rates for the customer. 

In a network, data tra?ic may be sent from multiple sources 
to a single destination (multi-point to point). A source is 
de?ned as the user transmitting side of, for example, a UNI 
(i.e., the customer side of a UNI, Which may be external to a 
WAN and/ or to aVPN), a sWitch, an IP sWitch, and/or a router 
at or near the edge of a netWork. A destination is de?ned as the 
user receiving side of, for example, a UNI (i.e., the netWork 
side of a UNI), a sWitch, an IP sWitch, and/or router at or near 
the edge of a netWork. Tra?ic that is offered for transmission 
by a source to the WAN 1 and/or SPN 500 is de?ned as the 
offered tra?ic. Further, a VPN source and a VPN destination 
are a source and destination, respectively, Which belong to a 
given VPN. A given UNI, if simultaneously sending and 
receiving, may simultaneously be a source and a destination. 
Furthermore, a given source may offer data traf?c to multiple 
destinations, and a given destination may receive tra?ic from 
multiple sources. 

In some embodiments of the invention, a committed deliv 
ery rate (CDR) may be assigned to each destination. The CDR 
is de?ned as the average number of bits per second that the 
WAN 1 and/or SPN 500 is committed to deliver to a given 
destination, Wherein the average may be calculated over a 
?xed or variable time WindoW. Although the Word average 
Will be used throughout, any other similar algorithm may be 
used, such as the mean, the sum, or any other useful measure 
ment and/ or statistical calculation. If the average rate of 
aggregate offered traf?c (i .e. the total offered tra?ic) from one 
or more sources to a given destination is greater than or equal 
to a given destinations assigned CDR, then the WAN 1 and/or 
SPN 500 may guarantee to deliver tra?ic addressed to the 
destination at an average rate equal to or greater than the 
CDR. If the average rate of aggregate offered tra?ic is less 
than the CDR, then the WAN 1 and/or SPN 500 may deliver 
the offered traf?c to the destination at the aggregate offered 
tra?ic rate (100% of the offered traf?c). To clarify, let the 
number of active sources sending tra?ic to a particular desti 
nation be N. As Will be described in more detail beloW, a 
source may be considered active during a given time WindoW 
if the source offers at least a threshold amount of traf?c to the 
WAN 1 and/ or SPN 500 Within the given time WindoW. Let Sl 
be the average offered traf?c rate, or offering rate, from each 
source i toWard a single given destination, Wherein i:[l, . . . , 
N]. Further, let R be the total rate at Which the WAN 1 and/or 
SPN 500 actually delivers tra?ic to the destination. Then, the 
WAN 1 and/ or SPN 500 Will provide that: 

otherWi. 

If the aggregate offered traf?c rate Sl- does not exceed the 
CDR, then 100% of the offered tra?ic from each source i may 
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12 
be delivered through the WAN 1 and/or SPN 500 to the 
destination. HoWever, When the aggregate offered tra?ic rate 
Sl- exceeds the CDR, the WAN 1 and/or SPN 500 may have the 
discretion to throttle back or reduce the delivery rate of 
offered traf?c from some or all of the active sources. Delivery 
may be reduced by an amount such that the total rate of traf?c 
delivery R to a destination is at least equal to the destinations 
assigned CDR. In the situation Where R is reduced by the 
netWork, it may be desirable to enforce fairness for each 
source. In other Words, it may be desirable to ensure that no 
single source may be alloWed to be greedy by obtaining a 
disproportionate amount of netWork bandWidth at the 
expense of other sources. 

To provide for fair access to the WAN 1 and/or SPN 500, in 
some embodiments each source is assigned at least one des 
tination rate share (DRS). A DRS is a rate, measured in data 
units per unit of time (e.g., bits per second). A separate DRS 
and/or set of DRSs may be assigned to each source and/or 
group of sources. Further, the DRS or DRSs for a given source 
may depend upon the destination or set of destinations that the 
source may send tra?ic to. In other Words, each source i may 
be assigned at least one DRSZ- corresponding to the DRS 
assigned betWeen a source i and a given destination (or set of 
destinations). Thus, in some embodiments, the DRS may be 
different for a given source depending upon Which destina 
tion it is sending traf?c to. In further embodiments, the DRS 
for a given source may be constant, independent of the des 
tination. 
When a source i offers tra?ic at an average rate Sl- exceed 

ing the CDR of a particular destination, fairness may be 
achieved by ensuring that each source is alloWed to transmit 
at least its fair share of the CDR. A sources fair share of the 
destinations CDR is de?ned as the sources DRS divided by 
the aggregate DRS of active sources transmitting to a given 
destination. Thus, each active sources fair share, ri, of the 
CDR may be de?ned as the folloWing: 
The actual netWork 

DRS; 

transmission rate, Ti, that the WAN 1 and/ or SPN 500 chooses 
as conforming traf?c guaranteed to be delivered from each 
source to a given destination may satisfy the folloWing: 

When 2 s; z CDR 
1 

Ti zminlrbsi) 

Thus, in these embodiments the WAN 1 and/or SPN 500 
may enforce fairness by reducing one or more sources actual 
netWork transmission rate T1- at most from S1- to ri, ensuring 
that each source obtains its fair share of the CDR. In some 
embodiments, to achieve a rate of at least CDR, the WAN 1 
and/or SPN 500 may at its discretion transmit traf?c from a 
given active source or sources at a rate greater than ri. In fact, 
the WAN 1 and/ or SPN 500 may at its discretion transmit data 
from a source i at any rate betWeen and including the fair share 
rate rl- and the full offered rate Si. 

If S1- is greater than Ti, a source may be considered by the 
WAN 1 and/ or SPN 500 to be a non-conforming source. 
Conformance of a source may be calculated using a standard 






