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(57) Abstract

A method for generating a reference signal from a modulated signal transmitted to a communications station that includes an array
of antenna elements and spatial processing means including: separating from the signals received at the antenna elements a copy signal

corresponding to the signal transmitted by a particular remote station

using an initial spatial weight vector corresponding to the particular

remote station; determining from the terminal copy signal a reference signal having substantially the same frequency offset and time
alignment as the received antenna signals; and computing a new spatial weight vector by optimizing a cost function, the cost function
using the received antenna signals and the reference signal. For demodulation, the method further includes extracting the symbols of the

modulated signal.
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METHOD FOR REFERENCE SIGNAL GENERATION IN THE
PRESENCE OF FREQUENCY OFFSETS IN A COMMUNICATIONS
STATION WITH SPATIAL PROCESSING

RELATIONSHIP TO OTHER PATENTS OR PATENT APPLICATIONS:

This is a continuation in part to U.S. Patent Application Serial Number 08/729,390,
filed on October 11, 1996, entitled METHOD AND APPARATUS FOR DECISION
DIRECTED DEMODULATION USING ANTENNA ARRAYS AND SPATIAL
PROCESSING , Barratt et al., inventors, (called the “Parent Patent” hereinunder). The

Parent Patent 1s incorporated herein by reference in its entirety.

FIELD OF INVENTION

This invention relates to the field of wireless communication, and more
specifically, to the generation of a reference signal useful for determining receive weights
for spatial processing in the presence of frequency offsets and for demodulating a received

signal in the presence of frequency offsets.

BACKGROUND TO THE INVENTION

Cellular wireless communications systems are known, wherein a geographical area
is divided into cells, and each cell includes a base station (BS) for communicating with
subscriber units (SUs) (also called remote terminals, mobile units, mobile stations,
subscriber stations, or remote users) within the cell. We have previously described cellular
systems that have BSs that include an array of antenna elements and spatial processing
means. When used as receivers, the array of antenna elements introduce multiple versions
of each signal, each of these versions comprising the composite of all the co-channel
signals together with interference and noise. With multiple antennas, the relationship in
both amplitude and phase of a signal of interest from a particular remote user to the
interfering co-channel signals (i.e., signals from other remote users) will be different in
each of the antenna signals due, for example, to geometric considerations, both because the
antennas are separated by some distance, and, in some cases, because the different remote
users also are separated. Using such an antenna array, spatial processing by weighting the
received signals in amplitude and phase by different weights provides many advantages,

including the possibility of spatial division multiple access (SDMA) techniques, in which
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the same “conventional channel” (i.e., the same frequency channel in a frequency division
multiple access (FDMA) system, timeslot in a time division multiple access (TDMA)
system, code in a code division multiple access (CDMA) system, or timeslot and

frequency in a TDMA/FDMA system) may be assigned to more than one subscriber unit.

Some examples of a cellular system are digital systems which use variants of the —
Personal Handy Phone System (PHS) protocol defined by the Association of Radio
Industries and Businesses (ARIB) Preliminary Standard, RCR STD-28 (Version 2) Dec.
1995, and digital systems that use the Global System for Mobile communications (GSM)
protocol, including the original version, 1.8 GHz version called DCS-1800, and the North

American 1.9 GHz personal communications system (PCS) version called PCS-1900.

When a signal is sent from a remote unit to a base station (i.e., communication is in
the uplink), the base station having a receiving antenna array (usually, and not necessarily
the same antenna array as for transmission), the signals received at each element of the
receiving array are each weighted, typically after downconversion (i.e., in baseband), in
amplitude and phase by a receive weight (also called spatial demultiplexing weight), this
processing called spatial demultiplexing, or spatial processing, all the receive weights
determining a complex valued receive weight vector which is dependent on the receive
spatial signature of the remote user transmitting to the base station. The receive spatial
signature characterizes how the base station array receives signals from a particular
subscriber unit in the absence of any interference. This invention is described for uplink
communications in a cellular system, although the techniques certainly are applicable to
the design of any receiver for any digitally modulated signal where it is desired to reduce

the effects of frequency offset.

In systems that use antenna arrays, the weighting of the baseband signals either in
the uplink from each antenna element in an array of antennas, or in the downlink to each
antenna element is called spatial processing herein. Spatial processing is useful even when
no more than one subscriber unit is assigned to any conventional channel. Thus, the term
SDMA shall be used herein to include both the true spatial multiplexing case of having
more than one user per conventional channel, and the use of spatial processing with only
one user per conventional channel. The term channel shall refer to a communications link

between a base station and a single remote user, so that the term SDMA covers both a
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single channel per conventional channel, and more than one channel per conventional
channel. The multiple channels within a conventional channel are called spatial channels.
For a description of SDMA systems that can work with more than one spatial channel per
conventional channel, see, for example, co-owned U.S. Patents 5,515,378 (issued May 7,
1996) and 5,642,353 (issued June 24, 1997) entitled SPATIAL DIVISION MULTIPLE -
ACCESS WIRELESS COMMUNICATION SYSTEMS, Roy, 111, et al.. inventors, both
incorporated herein by reference; and co-owned U.S. Patent 5,592,490 (issued January 7,
1997) entitled SPECTRALLY EFFICIENT HIGH CAPACITY WIRELESS
COMMUNICATION SYSTEMS, Barratt, et al., inventors. The Parent Patent describes
demodulation in a SDMA system that has only one spatial channel per conventional

channel.

SDMA systems use spatial processing as the backbone to improve system capacity
and signal quality. In the Parent patent, we described generating a reference signal from
the received antenna signals, and how the reference signal can then be used to determine
the spatial demultiplexing weights. In such a system, the performance of the spatial

processor depends on many factors, including:
e The input signal-to-noise ratio (SNR);
o The number of interferers or carrier-to-interference ratio (CIR);
¢ The spatial correlation between the users; and
¢ The quality of the reference signal.

Each of these will now be briefly explained. The input SNR at the antenna
elements is determined by the transmitted power of the subscriber unit, the antenna gains,

the path losses, and other RF effects.

The input CIR is determined by the transmitted power of the subscriber unit, and
the powers of the other users and interferers occupying the same conventional channel

(e.g., same frequency band) or emitting energy in that channel.

The reference signal is the replica of the transmitted signal that 1s generated at the
receiver to train the demultiplexing weights for the signals received by the antenna array
elements. The quality of the reference signal determines the nulling ability of the array. In

the uplink, the improvement in the nulling ability of the array results in an increase in the



15

20

25

WO 00/16500 PCT/US99/18924

4
output SINR. Therefore if the quality of the reference signal is improved, the BER

performance in the uplink is improved. Improving the quality of reference signal

generation and demodulation is the subject of this invention.

The receive (copy) weights may be determined from samples of the input signal

and from the reference signal.

Thus there clearly is a need for improved demodulation and reference signal
generation methods and systems for use in communication systems that include an antenna

array and spatial processing.

The Parent Patent described the use of a demodulator/reference signal generator
that tracked the frequency offset from sample to sample by relaxing the phase expected
from the modulation scheme back towards the actual phase of the input signal. The present

invention extends these methods.

SUMMARY

An object of the present invention is a reference signal generation method for use

in communication systems that include an antenna array and spatial processing.

Another object of the present invention is for a demodulation method for use in

communication systems that include an antenna array and spatial processing.

Yet another object of the present invention is for a reference signal generation
method for use in an alternating projections method for determining weights for spatial
processing in a communications station that includes an array of antennas and means for

applying spatial processing.

Briefly, for a signal transmitted to the communications station from a remote
station, the method includes weighting the signals received at the antenna elements of the
antenna array of the communications station to form a copy signal corresponding to the
signal from the particular remote station, the weighting using a spatial weight vector
corresponding to the particular remote station, and determining samples of the reference
signal by, at each sample point, constructing an ideal signal sample from the copy signal at
the same sample point, the ideal signal sample having a phase determined {rom the copy

signal at the sample point, with the phase of the ideal signal sample at an initial symbol
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point set to be an initial ideal signal phase, and relaxing the phase of the ideal signal
sample towards the copy signal sample phase to produce the phase of the reference signal.
The spatial weight vector is initially some initial weight vector and is determined {rom the
received antenna signals and from the reference signal. The phase of the ideal is
determined from the phase of the reference signal at the previous sample point for which ™~
the phase is determined, and from a decision based on the copy signal. In one
implementation, the reference signal is determined in the forward time direction, and in
another implementation, the reference signal samples are determined in the backwards
time direction. In one version, the step of relaxing the phase of the ideal signal sample
towards the phase of the copy signal by(1) corresponds to adding a filtered version of the
difference between the copy signal phase and ideal signal phase. In another version, the
step of relaxing the phase of the ideal signal sample towards the phase of the copy signal
corresponds to forming the reference signal sample by adding to the ideal signal sample a

filtered version of the difference between the copy signal and ideal signal.

In another aspect of the invention, a method for generating a reference signal for a

modulated signal transmitted from a remote station to a communications station that

includes an array of antenna elements and spatial processing means is disclosed, the
method including: separating from the signals received at the antenna elements a copy
signal corresponding to the signal transmitted by the particular remote station, the
separating using an initial spatial weight vector corresponding to the particular remote
station; determining from the terminal copy signal a reference signal having substantially
the same frequency offset and time alignment as the received antenna signals; and
computing a new spatial weight vector by optimizing a cost function, the cost function
using the received antenna signals and the reference signal. For demodulation, the method
further includes extracting the symbols of the modulated signal. The separating step and
possibly the reference generating step may be repeated at least once, using in the repetition
of the separating step the new spatial weight vector previously determined in the new
weight computing step instead of the initial spatial weight vector. In one implementation,
the reference signal generating further includes estimating a frequency offset and a timing
misalignment of the copy signal; and correcting the copy signal for frequency offset and
timing misalignment to form a corrected copy signal. In this, the reference signal

determining step includes synthesizing a corrected reference signal that has substantially
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the same frequency offset and timing alignment as the corrected copy signal; and applying
frequency offset and time misalignment to the corrected reference signal to form a
frequency offset and time misaligned reference signal having the same frequency offset

and time misalignment as the received antenna signals.

In one implementation, the step of determining the reference signal includes, for
each of a set of sample points, constructing an ideal signal sample from the copy signal at
the same sample point, the ideal signal sample having a phase determined from the copy
signal at the sample point, with the phase of the ideal signal sample at an initial symbol
point set to be an initial ideal signal phase, relaxing the phase of the ideal signal sample
towards the copy signal sample phase to produce the phase of the reference signal; and
producing the reference signal having the phase of the reference signal determined in the

relaxing step.

In another implementation, the corrected reference signal synthesizing step
includes coherently demodulating the corrected copy signal to form signal symbols; and
re-modulating the signal symbols to form the corrected reference signal having

substantially the same timing alignment and frequency offset as the corrected copy signal.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be more fully understood from the detailed preferred
embodiments of the invention, which, however, should not be taken to limit the invention
to any specific embodiment but are for explanation and better understanding only. The

embodiments in turn are explained with the aid of the following figures:

Fig. 1 is a block diagram of the first embodiment of a spatial processing receiver
system that includes a reference signal generator and demodulator according to some

aspects of the invention.

Fig. 2 is a block diagram of the second embodiment of a spatial processing receiver
system that includes a reference signal generator and demodulator according to some

aspects of the invention.

Fig. 3 shows the constellation of a DQPSK signal.
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Fig. 4 shows a block diagram for the tracking reference signal generator and

demodulator according to some aspects of the invention.

Fig. 5 is a flow chart of the timing alignment estimation method used in the

preferred embodiment of the system of Fig. 2.

Fig. 6 is a flow chart of the frequency offset estimation method used in the

preferred embodiment of the first version of the system of Fig. 2.

Fig. 7 is a flow chart of the frequency offset estimation method used in the

preferred embodiment of the first version of the system of Fig. 2.

Fig. 8 is a block diagram of the second version of the system of Fig. 2 with a

coherent signal demodulator based reference signal generator.

Fig. 9 is a flow chart of the Viterbi and Viterbi frequency offset compensation

method used in one embodiment of the second version of the system of Fig. 2.

Fig. 10 is a flow chart of the Maximum Likelihood DFT-based frequency offset
compensation method used in another embodiment of the second version of the system of

Fig. 2.

Fig. 11 is a block diagram showing a coherent demodulation scheme as used in one

of the embodiments.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Base Station Architecture

The invention is applicable to any digital radio receiver that suffers from
frequency offset effects and that includes spatial processing means. The illustrative
embodiments are for use in a radio receiver that uses an array of antenna elements
to receive a corresponding set of antenna signals, and spatial processing means for
weighting the antenna signals in amplitude and phase. In particular, the illustrative
embodiments are for use in a base station of a cellular system that uses the Personal
HandyPhone (PHS) air interface standard. The PHS system uses time division
multiple access (TDMA) with individual timeslots corresponding to conventional

channels. PHS also uses 1/4 differential quaternary phase shift keying (m/4
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DQPSK) modulation for the baseband signal. The baud rate is 192 kbaud (a baud is

a symbol per second). In PHS as used in the preferred embodiment, a burst is
defined as the finite duration RF signal that is transmitted or received over the air
during a single timeslot. A group is defined as one set of 4 transmit (TX) and 4
receive (RX) timeslots. A group always begins with the first TX timeslot, and its
time duration is 8 x 0.625 = 5 msec. In order to support half rate and quarter rate
communication, the PHS standard defines a PHS frame as four groups, that is, four
complete cycles of the eight timeslots. In the illustrative base station embodiments
described herein, only full rate communication is supported, so that in this
description, the term frame shall be synonymous with the PHS term group. That is,
a frame is 4 TX and 4 RX timeslots and is 5 ms long. For any conventional
channel, the bursts are one frame period apart and consist of 120 baud periods, and
includes 110 samples of an actual signal and ten more samples to form a 10 baud-
period long “guard time” to ensure that there are no collisions of bursts. Note that
for other protocols, such as GSM, different guard times may be used. Each symbol
in the PHS bursts contains two bits (a dibit) of information. A dibit is mapped onto
the phase difference between two successive symbols, not the phase of the symbol
itself. Fig. 3 shows the complex differential phase plane 301 together with the
complex phase plane representation as a vector of a differential data symbol 309,
defined as the complex valued division of two successive symbols. Also shown on
phase plane 301 are the four decision points 303, 304, 305, and 306 at (differential)
phases /4, 3/4, St/4 and 7n/4 (that is, £1t/4 and +31/4). These make up the
constellation of decisions. Any frequency offsets present may be thought of as

rotations of the constellation points relative to the received differential signal 309.

The various aspects of the present invention may be implemented on any
communications station for receiving a signal from some remote station, not just a
base station of a cellular system. The illustrative embodiments are base stations.
How to make the modifications necessary to implement the invention on any
communications station with spatial processing would be clear to one of ordinary
skill in the art from the details provided herein for implementing the invention on
the illustrative embodiment base stations. One such illustrative embodiment is for a

base station for a low mobility PHS system. Such a base station is described in
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detail in the Parent Patent, and uses an array of four antenna elements. The second

illustrative base station type is for use in a PHS cellular system with subscriber
units that are fixed in location. Such systems are known in the art as wireless local
loop (WLL) systems because they may be used to replace the final “local” loop in a
telephone network. The architecture of the second illustrative type of base station
(a WLL base station) for the preferred embodiment is described in detail in co-
owned US Patent application 09/020,049 (filed February 6, 1998) entitled POWER
CONTROL WITH SIGNAL QUALITY ESTIMATION FOR SMART ANTEENNA
COMMUNICATION SYSTEMS, Yun, Inventor, incorporated-herein-by-reference
(hereinafter “Our Power Control Patent”). Such a WLL base station may have any
number of antenna elements, and the description herein will assume a 12-antenna
array if no other number is explicitly mentioned for the second illustrative type of

base station.

Fig. | summarizes the architecture of the receiving section 101 of a base
station similar to the low mobility base station described in the Parent Patent,
including demodulation and reference signal generation according to one aspect of
the invention. In general, let the number of antenna elements (shown as 103) be
denoted by integer m. The base station includes a set of m: receivers 105, one per
antenna element, that determine an oversampled set 107 of m complex valued
baseband received signals. Not shown are such details as the transmit/receive
switches (the illustrative base stations use the same antenna elements for reception
and transmission), filters, etc. Receivers 105 may be analog with a final analog to
digital converter at baseband, or may inclﬁde one or more stages of digital
downconversion. The PHS system uses TDMA with individual timeslots
corresponding to conventional channels. The received signals 107 are organized
into signals for individual timeslots by a data formatter 109, and each set 111 of
received signals for a particular timeslot is used by a frequency offset and timing
offset estimator 115 to determine the frequency offset and timing alignment. A
decimator, frequency offset estimator/corrector and timing aligner 113 determines
the non-oversampled samples of the received signals closest to the baud point from
the oversampled sequences. These baud-rate received signals 116 are coupled to a

spatial processor 117 for determining a complex valued signal 119 (in phase [ and
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quadrature Q data) for a particular subscriber unit according to a set of receive

weights 122 for that remote user. The receive weights 122 are determined by a
weight formation processor 121 using the baud rate received signals 116. See
below and the Parent Patent for how receive weights are determined. In alternate
embodiments that also use TDMA, the spatial processing may be carried out for all -
timeslots with the same spatial processor, making data formatter 109 unnecessary,
while alternate embodiments for systems that do not use TDMA would use a
different receive processing architecture. The frequency offset aﬁd timing
alignment is determined in block 115 in the mobile PHS preferred embodiment
base station as described in the Parent Patent and in co-owned U.S. patent
application 08/729,386 (filed October 11, 1996) entitled METHOD &
APPARATUS FOR ESTIMATING PARAMETERS OF A COMMUNICATION
SYSTEM USING ANTENNA ARRAYS & SPATIAL PROCESSING., Parish, et al.,

inventors (hereinafter “Our Estimation Patent”).

The spatial processor 117 produces a baud-rate sequence of complex valued

“samples 119 of the baseband signal, these samples close to the baud points. These

samples are then demodulated by tracking reference signal generator and
demodulator 123 to generate the data symbols 125 and a reference signal 127. The
reference signal is used by the weight determiner 121 which uses an optimization
method to determine the weights 122 (the set forming a weight vector) that
generate a copy signal from received signals 116 which in some sense is “closest”
to the reference signal 127. To work well, this requires that the received signal 116

and the reference signal be time aligned and have the same frequency offset.

Fig. 2 is a block diagram showing an architecture for a receiving section
201 of a WLL base station, which includes an alternate embodiment of the
demodulation and reference signal generation according to an aspect of the
invention. The m antenna elements are shown as 203, and are coupled to a set of m
receivers 205, one per antenna element, that determine an oversampled set 207 of
m complex valued baseband received signals. Again, the transmit/receive switches,
filters, etc. are not shown. The received signals 207 are organized into signals for

individual timeslots by a data formatter 209. One difference between this
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embodiment and the embodiment of Fig. 1 is that a copy signal is obtained here

from the oversampled data prior to any frequency offset and time alignment
correction, while in Fig. 1, frequency offset and time alignment correction,
decimation, and baud-point estimation occurs before the main copy signal
operation. Thus, each set 211 of received signals for a particular timeslot 1s
weighted by spatial processor 213 to determine a complex valued signal 215 (in
phase I and quadrature Q data) for a particular subscriber unit according to a sct of
receive weights 239 for that remote user. The receive weights 239 are determined
by a weight formation processor 237 using the received signals 211. In the
preferred embodiment, to save signal processor device processing cycles, the
spatial processing block 213 carries out the weighting operation on input data 211
which has first been decimated by two. That is, not on the three-times oversampled
data 211, but on one and one-half times oversampled data. The result is then
interpolated back to three-times oversampled data 215. Of course other methods
may be used. Note also that signal 215 contains frequency offsets and timing
misalignment. As in the embodiment of Fig. 1, weight formation processor 237
minimizes a cost function that compares the copy signal to a reference signal. This
cost function optimization preferably uses a least squares procedure by comparing
the copy signal to a reference signal. However, since the received signal 211 has
possibly gross frequency offset and time misalignment, the reference signal used
has the appropriate frequency offset and time misalignment included. In the
preferred embodiment, the reference signal is baud-rate sampled. Since signals 211
are oversampled, weight formation unit 237 decimates input data burst 211 by the
oversampling factor (preferably three). The time misalignment is applied to the
phase adjusted reference signal by a timing adjustment filter 242 to produce phase
and timing adjusted reference signal 245, the timing adjustment using timing
information 241, This timing information is determined in a timing recovery and
interpolation unit 217 that also time aligns and interpolates signal 215 to output a
baud rate signal 219 which comprises baud-point aligned samples of the received
signal. Since this signal 219 still has frequency offset, it is input into a frequency
offset estimator and corrector 221. One output is a frequency corrected, baud-point

aligned received signal 223. A second output is an estimate 233 of the frequency
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offset which is used in block 231 to apply frequency offset to a reference signal

229 to produce the phase adjusted reference signal 235 for the timing adjustment
filter 242 and ultimately the reference signal 245 for the weight determiner 237.
Frequency corrected, baud-point aligned received signal 223 is demodulated by the
demodulator and reference signal generator 225 to produce the data symbols 227,
and also to produce the reference signal 229. Two versions of the
demodulator/reference signal generator 225 are used with this architecture,
corresponding to different aspects of the invention, the first version a tracking
reference signal generator and demodulator, and the second version a synchronous
(coherent) demodulator together with a re-modulator used to form the reference

signal 229.

Note that the word demodulation as used herein means either determining
the data bits of the message, or determining the symbols only for the purpose of
forming a reference signal. Thus demodulation as used herein includes what
sometimes is called detection in the art. Note also that when one tracks the phase of
a signal, for example by using a tracking reference signal generator or tracking
demodulator, the resulting signal may be assumed to have the same frequency
offset as the input to the generator or demodulator. Note also that the term timing
alignment includes any decimation or time shifting or both to correct for timing

misalignment.

Note also that while in the preferred embodiments, weight formation
processor 237 uses a least squares cost function that compares the copy signal to a
reference signal, weight formation processor 237 may be designed to optimize
many different cost functions, and one even can use a different cost function burst
to burst. The invention is not limited to optimizing any particular type of cost

function nor to having a cost function that remains the same.

In both the illustrative base stations of Figs. 1 and 2, the spatial processing,
frequency offset correction, timing alignment, baud point decimation and the
reference signal generation and demodulation are carried out by running a set of
programming instructions in a single digital signal processing (DSP) device

coupled to a DSP memory. There is one such receive DSP (RX DSP) and one

|
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associated receive DSP memory per timeslot. The timeslot RX DSPs are controlled
by a general purpose microprocessor (in the illustrative WLL PHS base station) or

another DSP (in the illustrative mobile PHS base station).

Spatial Processing and Irequency Offset and Timing Correction: First Embodiment _

Fig. 5 summarizes the preferred embodiment spatial processing, frequency
offset correction, timing alignment, and baud point decimation of blocks 113, 117,
and 121, and the reference signal generation/demodulation of block 123 of Fig. 1.
The processing for a signal from a particular subscriber unit is described. Two
modes of operation during reception are SYNCH mode where an initial estimate of

the receive weights, (denoted by the complex valued column vector w, of the

receive weights) and of the alignment and frequency offset are obtained. Normal
mode is the spatial processing and demodulation of bursts of PHS data, for
example, traffic channel data. Normal mode processing is carried out burst-by-
burst and the first time the loop is entered, it is entered from SYNCH mode with
starting estimate of the receive weight vector w, and of the time alignment and
frequency offset. Then on an ongoing basis, the processing starts with estimates of
the receive weights, the alignment and the frequency offset obtained from the
processing of the same signal on the previous burst for the timeslot. The initial
weights (from the last burst or from SYNCH mode) are shown as weight vector
502. The data to be processed consists of the downconverted oversampled
baseband signals 111 from receivers 105 and data formatter 109. Using the starting
value 502 of the weight vector, an estimate 505 of the signal from the user of
interest is produced by an initial signal copy operation 503. Denoting the
downconverted received signals 111 by m-vector z(¢), and the signal estimate by

5(t), the estimate 505 may be expressed as the weighted sum of the m individual

received signals in vector notation as 5(1)=w IHz(l) , where the superscript H
indicates the Hermitian transpose, which is the complex conjugate transpose, and ¢
is the time index of the (oversampled) signal samples. Block 507 corrects initial
copy signal 505 for frequency offset using the frequency offset from the last burst,
or from the SYNCH mode if this is the first burst. The frequency corrected initial

copy signal 509 is now used in block 511 to compute a new frequency offset
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difference estimate and an alignment estimate. The resulting frequency offset
difference and alignment estimates 513 are combined in an estimate filter 517 with
estimates 515 from previous frames, or with the SYNCH mode estimate if this is
the first frame, to produce the updated frequency offsct and alignment estimates
129. The purpose of filter operation 517 is to constrain the change in frequency
offset and alignment from frame to frame so that the presence of a strong
interfering signal does not upset the estimates of these quantities. Block 113 uses
the frequency offset and alignment estimates to correct the input signal data z(f) to

produce a corrected and decimated version of z(z), denoted as zy(), and labeled

116 on Fig. 1 and the flowchart of Fig. 5 for the illustrative mobile PHS base
station embodiment. Since the signal for the mobile PHS embodiment is eight

times oversampled, the decimation is by a factor of eight to give one zy(f) sample

per symbol, which is 120 samples per burst. Note that incrementing index ¢ moves
one sample period in signal 116 and 1/8 of a sample period for signals 111, 503,
and 509.

The decimation part of the decimation and frequency correction unit 113
consists of preserving only those points that are closest in alignment to the exact
symbol times. The frequency correction consists of multiplying in time with the
appropriate phase to adjust the residual frequency within the accuracy of the

estimate.

These zy(f) samples are now used in a recursive loop 515 to demodulate the
signal and to estimate the weight vector to use for the other bursts or as Wy, for the

next frame.

In block 117, an intermediate copy signal 119 is produced from zy(f) with
the best estimate 122 of w, which initially is the value 502 used in the initial copy
operation 503. As updates 122 are obtained to w,, such updates, denoted by wy,
are used in block 117 to produce the decimated and corrected copy signal 119,
denoted by §y(f). Note that the real (i.e., I-data) and imaginary (i.e., Q-data) parts

of signal 119 are the outputs 119 of spatial processor 117 of Fig. 1. Thus block

117’s operation is
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‘,S:N ([) = \V?N N (f),

with initially wy = w;. This signal copy operation 117 can be carried out more

efficiently than the initial copy operation 503 because now, after decimation, only

an eighth of the original 960 signal samples are involved for each burst.

The corrected copy signal 119 is demodulated in block 123 to produce the

demodulated bitstream 125 and a reference signal 127 denoted as sg(7). Block 123 uses the

finite alphabet properties of the corrected copy signal and of the known modulation format

to produce the reference signal sp(#) which is frequency matched to zy(f). By definition,
sp(?), the reference signal 127, has the required finite alphabet property. Because reference

signal 127 does not suffer from such problems as uncertain residual frequency offset and

uncertain alignment, it can now be used together with zy(f) to determine Wiy @ better

estimate of w,. This is carried out in block 121. Many methods are well known in the prior
art for thus projecting onto the w, plane. The goal is to solve for w such that w SN zn (1)

is as close as possible to reference signal sg(f). The preferred embodiment uses a least

squares optimization method, and a constraint on the norm of w is added.

The loop may now be repeated, this repeating leading to a new value 122 of w

which is used for block 117 to determine a new copy signal for then determining a new
reference signal. In general, this loop is repeated Num times, and in the preferred
embodiment, Num = 2. After Num iterations, the demodulated signal 125 is used as the

received symbol stream for the particular signal of interest for that burst, and w, the

N’
weight vector 122 is used for the next frame’s initial value 502 and the time and frequency
offsets are filtered with the previous estimates and supplied to blocks S07 and the filter

517 for the next frame.

The weight estimate 122 produced from the received bursts can be used also for
determining the transmit weights to use for transmitting to the same subscriber unit with

the array of antennas.
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Note that while in this embodiment (and those described below), the loop is
repeated a number of times for a single burst, other embodiments are possible within the
scope of the invention. For example, the demodulation may not be repeated but determined
from the copy signal using the initial weights. Also, the reference signal generated initially
from the copy signal using the initial weights may be used to determine the weight only for
some future burst, say the next burst. That is, no repetition is used. Other combinations

also are possible within the scope.

Demodulation Step: First Version

The Demodulation step 123 in Fig. 1 is now described. This also is used in one
version of the system shown in Fig. 2. In one aspect of the invention, the particular method
used is that of a tracking demodulator which tracks the phase from symbol to symbol.
While the discussion here will use /4 DQPSK modulation, the invention is applicable to
any modulation technique involving phase modulation. For the example, for non-
differential phase modulation techniques, the part of the invention that determines

differential phase is not used. Rather, the actual phase is used.

One prior-art technique for DQPSK demodulation is to produce the differential
phase signal or the ratio signal between subsequent samples, and to identify the quadrant
of the phase difference between subsequent symbols. The quadrant of these phase
differences determines the transmitted symbol. Such a prior-art technique has two main
deficiencies. The first is that the forming the differential signals by taking ratios between
subsequent symbols or by some other way is carried out in reality for signals that have
noise and distortion, and the ratios thus have more distortion and noise than the original
signal. The second deficiency is the making of a “hard” (i.e., irrevocable) decision about
the symbol transmitted. Producing a n/4 DQPSK reference signal based on that hard |
decision leads to a reference signal that does not include residual frequency offset, which
can be visualized as a (typically slow) rotation of the signal constellation, and such a
reference signal may not be useable for many purposes, including, for example, re-
projection into weight vector space in alternating projection weight vector determinations,

such as the step of block 121 or 237.
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One aspect of the present invention is a method that solves these two

problems simultaneously. The method generates a reference signal (such as signal

127 or 229) that both has the required known modulation (finite alphabet)

properties, and that tracks the (typically slow) rotation of the constellation due to

residual frequency offset. Demodulation decisions are then made by examining the -
phase difference between subsequent samples of the actual signal and the reference

signal which reduces the noise amplification which occurs with prior art

techniques. The method can be conceptualized as generating a reference signal that

is advanced first by the ideal phase shift of the decided upon /4 DQPSK signal.

Then this ideal signal, that hias been advanced ideally, is filtered towards the actual

signal, so as to keep it from accumulating significant phase (i.e., frequency) offsets.

Consider a complex valued signal train (e.g., signal 119 or 223) denoted as § (1),
and let complex valued sequence {by(n1)} be the complex values of §y, () at or close to the

equally spaced symbol points. Define the differential stream, {d(n)} as the sequence

formed by dividing by(n) by previous sample by (11 —1), or multiplying by(11) by the

complex conjugate b*N(n —1) of the previous sample. This produces a signal sequence
whose phase is the phase shift from one signal sample to the next. That is,

Zd(n) = £ bn(n) = £ by(n-1),
where £ is the phase. Note that since only the phase is important, an expression of the
phase is determined rather than the actual differential sequence {d(n)}. In prior art /4
DQPSK demodulation, the quadrant of complex valued d(n) at the ideal differential
constellation points is the demodulation decision. Denoting the four quadrants of the

complex plane as @}, @), 93, and P4 for the first, second, third, and fourth quadrants,

respectively, prior-art hard decision demodulation can be characterized by statement that
dn)e O;= Ldn)=Q2i- /4, i=1,2,3,0r4.

That the quadrant is sufficient for demodulation is the main consequence of the finite

alphabet property of the /4 DQPSK signals, and in the ideal case of no residual frequency

offset, at an ideal differential constellation point, Zd(n) would indeed be equal to +71/4 or

+37/4 as obtained by simple prior art techniques.
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The main goal of step 123 or 225 is to produce a reference signal. A

secondary goal is producing the data bits. Let the reference signal have symbols
denoted by bp(n) at the baud (symbol) points ¢ = n7T, where T is the baud period
(1/192 ms for the illustrative PHS embodiments). To produce such a reference
signal one starts with a reference signal whose phase at the starting point is some
initial phase. A convenient choice is choosing the initial phase to be the same as
the phase of by(n), the symbols of signal 119 at the starting point. The starting time
index 1 is set to zero for convenience. That is,

Zbg(0) = £Lbyn(0).
Note that in the preferred embodiment of the present invention, all of the burst data
is available for the processor (the DSP device), and the demodulation and reference
signal generation is carried out backwards starting from the last sample in the
sequence, so that the phase of the last symbol is determined as a starting point. This
is not a restriction, and the invention may also be applied sample by sample when
the whole burst is not available. The method, however, is best understood when
described using forward determination, so forward determination is assumed below
unless otherwise stated explicitly. It would be straightforward for one of ordinary
skill in the art to modify this description for running backwards, and to having, and

to not having the whole burst available.

For each subsequent decision, an idealized reference signal is defined. In
such a idealized signal, the phase is advanced by exactly +7/4 or £31/4 from the
phase of the previous reference signal, Zbg(n), as required by the 1/4 DQPSK

scheme. Conventional schemes use this idealized reference signal as the reference

signal sR(i). The problem with this is that the d(n) are relatively insensitive to the
slow phase rotation caused by any small frequency offsets in §y(¢). Constructing
br(n) (and hence sp(?), the reference signal 127 or 229) in this simple manner
would cause the phase of sp(7) to rotate slowly compared to the phase of §y (1),
and after some number of symbols, sp(f) and Sy (1) will be completely out of phase.

Thus, one might have a cumulative error problem known as phase windup. A

reference signal which suffers from phase windup in general is not desirable and
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certainly not suitable for estimating the weight vector in an alternating projection

loop.

The method and apparatus of this invention avoids the phase windup
problem by modifying the above “conventional” demodulation method. The phase
windup is slow, and hence, assuming the system has done a good job demodulating

so far, the phase difference between by(n) and by(n) is small at any particular point

in time (i.e., at a particular value of 77). One inventive aspect is that at any point in
time, a filter is applied to move the phase of the idealized reference signal a little

towards the phase of by(n) to form the phase of the required reference signal

symbol Zbg(n). Let
bigeal(0) = DR(0) = bn(0),
and define Zdjjeq)(n) as

Ldigeal(n) = Lby(m)-Lbg(n-1) = AIJN(H)I)E (n-1).

A conventional demodulation decision based on djdea((1) is made and this decision

is then used to the phase of Zbjgeq](n) as follows: if Zdjdeal(n) € P;, one sets
Lbideal(n) = Lbr(n-1) + (2i-1)1/4.

The phase of bjjeq](11) is now relaxed towards the phase of by(n) by filtering the

quantity (Lbn(n) — £bideq)(n)), the phase error between by (1) and bjdeq] (1), and

adding the filtered quantity to the phase of bjde41(12). An alternate embodiment

filters the quantity (bn(1) — bjdea](n)) rather than the phase error. In the Parent

Patent, the filter is a constant of proportionality. That is, in one embodiment,
ZLbg(n) = Lbjgeal(n) + filter { Lby(n) — £Zbideal(n)}.
Note that the quantity Zdjdeqa](n2) should be in the range ~7 to +7 and the phase error

ZLbn(n) — £b;deq)(n) should also be in the range — to +7 or unwrapped to ensure no

sudden jumps of 27. In an improved embodiment, to ensure no such jumps, the phase error

is either unwrapped, or confined to be in the correct range.

When the filter consists of multiplication by v, it can be written as

Lbg(n) = Lbigeal(n) + Y(Lbn(n) — £Lbideal(n)),
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with y a parameter. In an improvement, the phase error is again either confined to be in the

range —T to +T, or else unwrapped.

In an alternatec embodiment,
br(n) = bigeal(n) + filter {bn(1) — bideal(m)},
which, when the filter is multiplication by a constant, can be rewritten as
br(n) = bigeal(n) + Y(bn() = bideal(),
where Y1s a parametér. With some manipulation, this can be written as
br(11) = 0. bideal(n) + (1-00)byn(n),
where 0. = |-y is a parameter which typically is close to 1. In the first preferred

embodiment, the mobile PHS system, o = 0.8, while for the WLL system, the preferred

value for o 1s 0.5.

In another aspect of this invention, other more complex filters are used. The
difference in phase between the real signal and the ideal signal is corrupted by zero
mean noise, and the part due to frequency offset represents a DC offset to this
noisy difference signal, and is the desired difference signal. The general principal

in implementing the invention is to lowpass filter this difference signal to generate

the DC offset.

Fig. 4 describes one architecture for the tracking demodulator and reference signal
generator in one aspect of the invention. Phase detector Unit 403 detects the phase
difference 405 between signal 119 (or 223) and the previous reference signal 417. The
phase difference signal 405 is fed to a slicer 407 to generate the decision phase difference
419. The correct phase difference for m/4 DQPSK is (2i — 1)/4, i =1, 2, 3, or 4, and 1s the
phase difference between the previous reference signal sample and the ideal signal. This is
subtracted in block 409 from the actual phase difference 405 to generate error signal 411.
This error signal is filtered in filter 413 to generate filtered error signal 415. It is this
filtered error signal that is used to adjust the phase difference 419 closer to the actual phase
difference 405. The corrected phase difference 421 is then used in a frequency
synthesizer/phase accumulator 423 to generate the reference signal 127 (or 229). It is the

previous sample value 417 of the reference signal 127 (or 229) that is used by phase



10

20

25

WO 00/16500 PCT/US99/18924

21
detector 403, so a unit time delay 425 is shown between these signals. The symbols 125

(or 227) are determined by block 427.

Mathematically, the input to phase accumulator 423, Zbg(n)-£bg(n-1), 1s
filter { £Zd;qea)(n)—decide{ Ldjdeal()} }decide{ Zdjgeal(m)},
where decide { Zdjqea)(n)} is the output of slicer 407 and equals (27 ~ )1/4, i=1,2, 3 or 4
for /4 DQPSK.

The phase detector 403 uses the fact that £ d(n) = Lbn()by (n=1)]. Let
Xpe(n) = Real[bN(n)bR*(n—l)] and xyp(n) = Imag[bN(n)/)R*(n~1)] for n > 0. Then signal
Lge()l + ()l € @y, the first quadrant, in which case, dNideal(”)’ when normalized,

would be 1742+ 112,

The architecture of Fig. 4 may be modified slightly to use
br(1) = bigeal(n) + filter{by(n) — bideal()}. In the preferred embodiment, such a
tracking reference signal generator is implemented as a set of instructions for a
signal processor device. Note again that Zdjdeq)(n) = L[bN(n)bR*(n—l)].
Normalize so that bp(0) = b(0)/Ibn(0)] and let xge(n) = Real[bN(zl)bR*(n—l)] and
Xim(n) = Imag[bN(n)bR*(n—l)] for n > 0. The implementation for generating the

reference signal for the method described in the Parent Patent can be summarized

by the following program (for o = 0.8):

for (n > 0) {
Xge(n) = REAL [by(n)bg"(n-1)1;
X1 (n) = IMAG [by(n)bg" (n-1)1;
K = 2 (Xpgu(n) < 0) + (xgel(n) < 0);
bp(n) = bg(n-1) exp J{(2K'-1)n/4};
if (|byg(n)|>0) bg(n) = 0.8 bg(n) + 0.2 by(n)/|by(n)| ;
br(n) = bg(n)/|bg(n)|;

In the above, K’ is the phase corresponding to the bits K. The data stream

(demodulation) can be extracted from xpe (1) and xyp (1) as calculated above.
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In the above code, the complex exponential term is implemented using a look-up

table. In an alternate implementation, the complex exponential function implementing the
frequency synthesizer is implemented using a low order Taylor series expansion. Also, the
“bN)/bp ()" term requires a square root operation which in the preferred embodiments

is implemented using a Newton Raphson method for the mobile PHS implementation, and

a lookup table with 9 bit accuracy for the WLL implementation.

The simplest filter is a multiplicative filter . That is, a filter with a zero order

transfer function
H(z)=v.

A demodulator with such a zero order filter is called a {irst order tracking demodulator
herein. Better performance is expected by using higher order filters. When a nth order filter

is used, the demodulator 1s called a (n+1)th order tracking demodulator. The phase
difference between the input and the previous reference signal (for example 405 in Fig. 4)
is theoretically expected to vary within —t and +7 so that the error signal varies between
—1/4 and +7/4. When a first-order demodulator is implemented, its distribution over this
interval is theoretically close to uniform. Implementing the frequency synthesizer which
uses the accumulated phase to build a signal is computationally intensive because a
sin/cosine (complex exponential) needs to be calculated. For computational simplicity, a
low order Taylor series expansion preferably is used. With a first order tracking
demodulator, such a Taylor series expansion may become inaccurate for phase error values
with magnitude between /4 and 0.5. Symbol errors also may cause the phase difference
between the input and the previous reference signal (for example 405 in Fig. 4) to be out of
the -7t to +7 range because of the resulting phase skips. For this reason, in an alternate

implementation, two improvements are added:

In one improvement, a higher order filter is used. In one implementation, this is a

first order filter defined in the Z-domain by the transfer function

y+p!

H(z)= ,
® -8
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where ¥, B, and & are parameters. Note that when f3, and 6 are zero, this reduces to the zero

order filter. Parameters used in simulations were y=0.25, f=0.125, and §=0.125.

Note that a tracking reference signal demodulator with higher order terms can be
constructed in architectures other than that of Fig. 4. Two examples are described. First,

consider as a starting point the architecture of Fig. 4. For example, in Fig. 4, the reference

signal

Zbg(n) = Zbg(n-1) + decide{ Zdjgeq)(n) }Hilter { Zdjgea)(m)—decide{ Zdidea1 (1)} }

= Zb;geqr(n) + filter{ Ldjgeq)(n)—decide{ Zdideal(m)} }-

‘The first term is the ideal signal b;.4;(7) and the second the phase correction to relax

Zbg(n) towards Zby(n). Suppose that the filter is the zero order filter consisting of

multiplication by y. A higher order system can be constructed by adding a second
correction term which is a function of the difference between the previous input and the

previous reference signal. That is,

Zbr(n)= Lb;geai(n) + Y{ £Ldideal(n)—decide{ Ldidea) ()} }
+ Y {Lbn(n-1)-Lbg(n-1)}.

Even higher order terms can be similarly added.

The second example has already been mentioned. Rather than the phase difference
between two signals being filtered, the difference between the complex valued signals is

filtered. That is, for example,
br(n) = bideal(n) + filter{ by(n) — bideaj(n)}.

In another improvement, the phase difference 405 is continually checked to
maintain it in the range -7 to 47, and if a wind-up is found (by the phase error jumping out
of the expected range), the phase detector output 405 is changed accordingly by a multiple
of 2m.

It often is the case that the beginning of a burst has distortion due, for example, to
hardware settling effects. This could lead to a large sequence or errors at the beginning of
the burst. As second problem is to select the correct framing information — that is, the

actual data symbols from all the symbols in the burst. For example, in the preferred
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embodiment the PHS protocol is used where the acquired signal which includes each burst

is larger than the burst. In particular, the acquired signal has 120 samples (at baud-rate) per
burst, of which the burst itself consists of 110 symbols (i.e., 110 baud-rate samples). Many
methods are known in the art for determining the beginning of a burst, including, for
example, using a known bit sequence. It was observed that in actual data, the amplitude —
shape of actual bursts seem to show an asymmetry. The burst begins with a ramp up, and
ends in a sharp manner with no discernible ramp down. In PHS (an also in GSM and other
standards) there may be some power ramp (applied by some power control mechanism) at
the beginning of bursts. However, in PHS, there always is some valid data at the end of a
burst—the CRC data. It was observed that the end of a PHS burst has an abrupt drop of
amplitudes with no power ramp down. Thus, we concluded that the end of the burst is

better defined than the beginning of the burst.

Another aspect of the invention solves the framing problem (of choosing
the actual data in the burst) and the problems due to the beginning of the burst
having high distortion by running the demodulation/reference signal generator (for
example, that of Fig. 4) backwards. The last symbol is detected using an adaptive
threshold method. The thresholding method proceeds as follows. A rough burst
energy estimate is made by selecting a contiguous number of samples from the
center of a burst. In the preferred embodiment, 64 samples are taken. The average
amplitude of these is obtained. The threshold is set to a fraction, preferably 50% of
the average magnitude. In implementation, the sum of 64 samples is obtained, and
this is divided by 128 to obtain the threshold value. One scans the burst from the
end towards the beginning and selects as the last sample in the burst the first

sample encountered (going backwards) that is above the threshold value.

The (absolute) phase of that last sample is determined, and this forms the
reference phase for demodulating and generating the reference sequence for the
burst. The absolute phase may be determined either from knowing the frequency
offset from the previous burst, from estimating, say with a fourth order power
estimator, or, in the case of the system of Fig. 2, from frequency offset estimate

233. Note that when going backwards, a positive frequency offset looks like a

negative offset.
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Note that since the processing occurs in the reverse, the demodulation

should take this into account when determining the correct symbols. That is, the
constellation points do not have the same meaning. The backwards —n/4 point acts
the same as the forward +1/4 point, efc. For example, if the normal differential
constellation point are that +7/4 represents dibit 00, +3n/4 represents 01, -31/4 -
represents 11, and—7/4 represents 10, then in the backwards running case, one flips

the plane around the 7 axis so that +7/4 represents dibit 10, +37/4 represents 11, —

3m/4 represents 01, and —v/4 represents 00.

Timing and Frequency Offset Estimation

Any reasonable timing and frequency offset estimation methods may be used in the
embodiment of Fig. 2 as would be clear to one of ordinary skill in the art. As seen in
Fig. 2, the reference signal obtained from the demodulator/reference signal generator 225
is given a frequency offset in block 231 equal to the one estimated in block 221 after the
alignment in block 217. The frequency shifted reference signal 235 is then time-aligned

with signal 211 in the weight calculation unit 237.

Improved Version of the Second Embodiment

An improved version of using the architecture of Fig. 2 improves the weight
calculation by improving the quality of the reference signal. Any improvement in the
weight calculation improves the system performance, because it has a better ability to null
undesired users. This version replaces the tracking demodulator/reference signal generator
with a coherent demodulator to determine the data symbols and a re-modulator to
determine the reference signal. Thus, the block diagram of Fig. 2 is modified and shown in
Fig. 8. To implement the coherent demodulator 824, the frequency offset in the input to
demodulator 824 should be pretty much removed and the initial phase pretty much
correctly estimated, otherwise coherent demodulator 824 will have a poor performance.
The tracking demodulator/reference signal generator by its nature is tolerant of some
frequency offset. Therefore, a good frequency offset estimation method is needed for this
improved version using coherent demodulation. Such a frequency offset estimation and
correction unit is shown as 821 in Fig. 8. The coherent demodulator 824 provides the data

bits 827 which are then re-modulated in re-modulator 826 to obtain the reference signal
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835. The reference signal 835 is applied a frequency offset 833 equal to the one estimated
after the alignment. Then the frequency shifted reference signal 835 is time-adjusted using
timing information 841 in timing adjustment filter 842 to produce a reference signal 845
that has timing that correspond to the misalignment in the received signal 211. The timing
adjusted reference signal 845 is then used in weight determining block 237 which carries

out the weight calculation as in the first version of the second embodiment.

Timing Estimation

A block-based non-decision aided timing estimator preferably is used in the
preferred implementation of the cmbodimeﬁt of Figs. 2 and 8. The data 215 is three-times
oversampled in the preferred embodiment. Many methods would work here. For one
method, see for example D'Andrea, Morelli and Mengali, “Feedforward ML-based timing
estimation with PSK signals,” IEEE Communications Letters, Vol. 1, No. I, pp. 80-82.
May 1997. See also Order and Meyr, “Digital filter and square timing recovery,” I[ELE
Trans. on Communications, Vol. 36, No. 5, pp. 605-612, May 1988. In the preferred
embodiments, the time alignment estimation is done in two steps. In the first step, the
samples closest to the baud points are selected. The next step is fine timing alignment. The
preferred fine timing estimation method is based on the classical clock recovery technique
using a nonlinear operation on the input signal. The flow of operations involved in the
estimation of timing is illustrated in Fig. 6. The oversampled copy signal 215, denoted s(t),
is passed through a non-linear operation F{} in step 607, and the first coefficient of a

baud-rate DFT is taken in step 611 to form output 613 denoted x,,. This is equivalent to
passing signal x(f) through a narrow band filter to extract a complex baud-rate sinusoid.

After correlation with a sinusoid, the angle of the correlation 613 gives the timing offset,

this corresponding to step 615.

A common form for nonlinearity F{} which can be used is a power law, described

as
F{s()} = Is()lm,

where m = 1 (absolute value), 2 (square-law) or 4 (fourth-law). For our system, the square
law nonlinearity is preferred. While it performs slightly worse than the absolute

nonlinearity, it produces significant savings in computation.
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The timing estimate, T, is obtained as follows

NL-1
T kT ol
T=-———arg 2 F{x[—wj}e J2mkIN
21 =0 N

where F{}is the non-linear operation, x(f), t=0, I, ..., NL-1 is the input signal at time ¢,
arg() is the argument function, 7 is the symbol duration, L is the number of samples per

baud, and N is the number of symbols used in the estimation process.

The interpolation part is determining the baud point sample from the oversampled
copy signal using T. Any interpolation method would work here. In the preferred
embodiment, a bank of eight finite impulse response (FIR) digital interpolation filters are
used with the input being the three-times oversampled data. This provides a time shift in
units of 1/24 of a baud (the number of filters times the oversampling factor). The value of
T expressed as a fraction of the baud period determines which filter output to use for the

time aligned signal 219. Other implementations are clearly possible.

Frequency Offset Compensation Method

While any accurate offset estimation method may be used, including decision-
directed methods and non-decision directed methods, the preferred frequency estimation
method is a non-decision directed method that is based on using a power law nonlinearity.
The phase of the signal is for an M-PSK signal (including differential M-PSK signal) is
passed through an M-power law, and the amplitude through a general (say mth) power
law. Thus, if the signal is of the form s(1) = p(n)e/#") at any discrete time instant n, the

nonlinear transformation is of the form

y(n)= F(p(,n))e jM4(n) )

where M is the number of possible symbols per baud and FY() is of the form

F(p(n))= .p(n)‘ " By thus multiplying the phase by M, the phase of %) is reduced to the

interval -7t to +7. To avoid sign errors, in the preferred embodiment using a /4-DQPSK
modulated signal, the 7/4 phase shift in every other symbol is first removed (for example

by a rotation achieved by multiplying by 1+) and then the nonlinear operation is applied
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on the resulting signal. Denoting any frequency offset present by fp, the time aligned signal

219 may be modeled as
s(n) = p(n)e ) g 120! fs.
where f; is the sampling frequency. After the nonlinear operation,

y(n)= lp(n)| m, jM2mfol fs

Viterbi and Viterbi, “Nonlinear estimation of PSK-modulated carrier phase with
application to burst digital transmission,” IEEE Trans. on Information Theory, Vol. TT-29,
No. 4, pp. 543551, July 1983, compares using different nonlinearities, m = 1,2 and 4 in
such a method. m = 2 is used in the preferred implementation. After the nonlinear
operation, the frequency estimation or the phase tracking can be done in different ways.
One method is proposed in the Viterbi and Viterbi reference and tracks the phase trajectory
directly after the nonlinear operation. A version of this method is shown in the flow chart
of Fig. 9. Starting with the baud aligned signal 219, the n/4 rotation of every second
symbol is carried out in step 903 (e.g, by multiplying by 1+/). The nonlinear function is

then applied in step 907 to generate y(n). The basis of the method is that the carrier phase

estimate denoted 6 is determined as

=-—arg yn+k)|,
M\ k=-N’

where the summation is over 2N'+1 samples and centered on the current (say nth) sample.
The summation is thus an averaging operation over 2N'+1 samples. Thus, in step 911, the
moving average 913 denoted y(n) is obtained, this moving average being of all the
complex samples in a window of 2N"+1 samples centered around the sample n. The last

1 k=N’
step 915 determines —A:I- arg(kzg A}///(n + k)) and is equivalent to taking an arctangent
operation and diving by 1/M. For non-differentially encoded data, this in theory gives an
M-fold ambiguity in the phase estimate, which is avoided when differential encoding is

used.
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The preferred frequency offset estimation method is based on a Discrete Fourier
Transform (DFT). This method estimates the frequency offset and constructs a phase for
tracking. The method works best when the frequency offset in the reccived signal is
substantially constant over a single burst. The method is summarized by the flow chart of
Fig. 10. In step 1005, every other symbol of the time aligned copy signal 219 is first -
rotated in phase by 1/4 (e.g, by multiplying by 1+/). The nonlinear operation is then
applied in step 1009. The resulting signal 1011 has a regenerated sinusoid at M times the
frequency offset for M-PSK modulation. Thus, in the preferred embodiment using
DQPSK, this would be a four times the frequency offset. Thus, the DFT of a block of N
samples, in the absence of noise, after the nonlinear operation will have a sinc pulse
centered at M-times the frequency offset for M-PSK. Thus, in the preferred embodiment, a
DFT operation is carried out on the nonlinearly transformed signal 1011 in step 1013, this

DFT calculated with a frequency interval of 1/Ty» Where Ty 1S the burst duration. The

number of DFT coefficients depends on the search range of the frequencies. To scan a
frequency range of +2 kHz to —2 kHz (not in the fourth power domain), the method should
use six DFT coefficients to be calculated for a burst length of 120 symbols. The number of
DFT coefficients scales directly with the search range and the Jength of the burst. In step

1017, a finely sampled sinc function with a period of Ty, is fit to DFT coefficients 1015.

The fit may be accomplished various ways. In our implementation, sampled sinc functions
having various shifts are correlated with the DFT coefficients. The sinc function shift
producing the maximum correlation peak is determined in step 1021. The shift producing
the correlation peak corresponds to four times the frequency offset. With the coherent
demodulator, initial phase needs to be det.ermined, and for this, a complex sinusoid is
generated with the frequency being that of the estimated frequency offset. This is

correlated with the input to extract the initial phase.

The DFT-based frequency estimator was found to perform much better than the
system of Fig. 7. At a signal-to-noise ratio of 15 dB, the standard deviation of the DFT-

based frequency estimator was 16.73 Hz, while that of the estimator of Fig. 7, 134.16 dB.
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Coherent Demodulation

The above described demodulation methods for a signal that has been differentially
encoded (e.g., using 1/4-DQPSK) use differential demodulation in that changes in phase

from one symbol to the other are used for the decision, with correction added for tracking.

A coherent demodulation scheme does not simply look at phase differences symbol
to symbol, but rather attempts to learn and track the absolute phase of the received signal
as illustrated in Fig. 11. Note again that as used herein, the term demodulation includes
detection, thus the architecture of Fig. 11 may sometimes be called coherent detection.
Suppose the input signal samples to the demodulator are

s(nT) = exp —j[¢(n1)+0(nT)} + v(nT).
where ¢(nT) is the symbol phase at time 7, 1 is a time index, T is the sampling (and
preferably symbol) period, v(nT) is complex valued additive noise and 6(nT) 1s some
unknown phase rotation (the ambiguity). For the coherent demodulator, we can assume
that the frequency estimation is accurate so that we accurately track, and thus we can

assume that ideally the phase rotation ambiguity 6(nTy) = ¢ where 6 assumes certain

discrete phases (e.g., any multiple of /4 for the case of 1/4 DQPSK) that allow a slicer to

work properly. As seen in Fig 11, input 1105 denoted s(nTy) is applied to a conventional
slicer 1115 designed for the phases of ¢(nTy), and it is assumed that the slicer estimates
G(nTo)+6. After the slicer, a difference operation 1121 with a unit delay 1119 forms an

estimate 1123 A¢'(nT,), independent of 6(nTy), that directly represents the information

bits.

Because the coherent demodulator described herein requires tracking the channel
phase so that the input is frequency offset corrected, which is a challenge in high mobility
systems, the coherent demodulator described herein is preferably used for the wireless
local loop systems where the subscriber units are fixed. For mobile systems, the tracking

demodulator of Fig. 4 is preferred.

We expect that in a channel that can be modeled as an additive Gaussian white
noise channel, in order to maintain a BER of 10-3, a coherent demodulator should perform

approximately 1dB better than demodulator of Fig. 4, with a zero-order filter consisting of

multiplication by 0.5.
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Other implementations

Referring for example to the architecture of Fig. 2, the scope of this invention
includes combining one or more of blocks 217, 221, 225, 231, and 241. Consider first
combining all these blocks. In such a case, the invention includes estimating from the copy
signal 215 a reference signal 245 having the same modulation scheme as the transmitied
signal and the substantially the same frequency offset and timing misalignment as the
received signals 211, the estimating using the known finite alphabet modulation scheme of

the transimnitted signal. Another aspect is using the frequency offset and timing alignment

adjusted reference signal 245 and received signals 211 to determine the receive weights

239.

As one example, blocks 217, 221, and 225 can be combined by performing a joint
optimization over timing, frequency, offset, and symbols to minimize the deviations from
the known finite symbol alphabet of the modulated signal. Many methods known in the art
may be adapted to performing this optimization efficiently. One method for example is
described in Ascheid, Oerder, Stahl and Meyer: “An all digital receiver architecture for
bandwidth efficient transmission at high data rates, [ELE Transactions on
Communications, vol. 37, no. 8, pp. 804-813, Aug. 1989, and includes combining a grid
search over the parameter space with a descent method. Alternatively, one may use an
extended Kalman filter to track the evolution of timing, frequency, and phase during the
course of transmission. Sce for example, Itlis and Fuxjaeger: “A digital DS spread
spectrum receiver with joint channel and Doppler shift estimation,” IELE Transactions of
Communications, vol. 39, no. 8, pp. 1255-1267, Aug. 1991, for a description of an

extended Kalman filter which may be modified to be used in the present invention.

If the sequence transmitted to the communications station includes error protection,
for example in the form of parity symbols, error correction can be included in the reference

signal generation to ensure that the ideal signal has valid parity.

As will be understood by those skilled in the art, the skilled practitioner may make
many changes in the methods and apparatuses as described above without departing from
the spirit and scope of the invention. For example, the communication station in which the
method is implemented may use one of many protocols. In addition, several architectures

of these stations are possible. Also, the architectures described produce reference signals
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that consist of on-baud samples. It would be clear to one of ordinary skill in the art how (o

modify the embodiments to produce reference signal samples that are off baud points. and
that include on-baud and off-baud samples. Many more variations are possible. The true
spirit and scope of the invention should be limited only as set forth in the claims that

follow. -
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CLAIMS

1.

What is claimed is:

In a communications station, the communications station including an array of
antennas and spatial processing means, the spatial processing means including
means for weighting a set of antenna signals by a set of corresponding receive
weights, each distinct antenna signal derived from the signal received at a
corresponding antenna of the array, a method for producing a reference signal
from a modulated signal transmitted to the communications station by a particular
remote station, the modulated signal modulated at symbol points by a modulation
scheme that has a finite symbol alphabet, the alphabet including symbols that have

different phases, the method comprising:

(a)  weighting the received antenna signals to form a copy signal corresponding
to the particular remote station, the weighting using a spatial weight vector
corresponding to the particular remote station, the copy signal being in the form

of copy signal samples; and

(b)  determining samples of the reference signal by, for each of a set of sample

points:

(i)  constructing an ideal signal sample from the copy signal at the same
sample point, the ideal signal sample having a phase determined from the
copy signal at the sample point, with the phase of the ideal signal sample at

an initial symbol point set to be an initial ideal signal phase;

(ii)  relaxing the phase of the ideal signal sample towards the copy signal

sample phase to produce the phase of the reference signal; and

(iii)  producing the reference signal having the phase of the reference signal

determined in relaxing step (b)(ii),

wherein the spatial weight vector is determined from the received antenna

signals and from the reference signal.

PCT/US99/18924
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2. The method of claim 1 wherein the phase of the ideal signal is determined in the
ideal signal constructing step (b)(i) sample by sample, the phase of the ideal signal
sample at any sample point being determined:

from the phase of the reference signal at the previous sample point
for which said phase is determined, and

from a decision based on the copy signal.

3. The method of claim 1 wherein the initial symbol point is the first valid symbol
point in a burst of samples of received antenna signals, and the reference signal
sample determining step (b) determines the samples of the reference signal in the

forward time direction.

4. The method of claim 1 wherein the initial symbol point is the last valid symbol
point in a burst of samples of received antenna signals, and the reference signal
sample determining step (b) determines the samples of the reference signal in the

~ backwards time direction.

5. The method of claim 1 wherein the step of relaxing the phase Zbjdea](11) of the
ideal signal sample b;y,1(12) towards the phase Zby(n) of the copy signal by(n)

corresponds to adding a filtered version of the difference between the copy signal

phase and ideal signal phase.

6.  The method of claim 1 wherein the step of relaxing the phase £bjgea](n) of the
ideal signal sample b;4e,1(12) towards the phase Zby(n) of the copy signal by(n)
corresponds to forming the reference signal sample bg(n) by adding to the ideal

signal sample b, oo () @ filtered version of the difference between the copy signal

and ideal signal.

7. The method of claim 5 wherein the filter is a zero order filter consisting of
multiplication by a constant and wherein the phase Zbg(n) of the reference signal

sample br(n) is computed as
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ZLbr(n) = Lbjgeal(n) + Y{ £Lbn(n) — Lbideal(m)},

where v denotes the constant.

The method of claim 5 wherein the filter is a linear discrete time filter with a
transfer function denoted H(z) in the Z-domain with input to the filter being the — —

sequence { £bn(1n) — £bideal(m)}.

The method of claim 7 wherein the quantity Zby(1n) — £bjdeq(n) is phase

unwrapped

The method of claim 7 wherein the quantity £by(n) — £bjdea](17) is constrained

to be in the range —T to +Tt.

The method of claim 8 wherein the quantity Zbn(n) — £bjdeal(n) s phase

unwrapped

The method of claim 8 wherein the quantity Zbn(n) — £bjdeal(17) s constrained

to be in the range —7 to +7.

The method of claim 6 wherein the filter is a zero order filter consisting of
multiplication by a constant so that the reference signal sample br(1) is computed
as

br(n) = bigeal(m) + Y{bn() = bideal(M)},

where y denotes the constant.

The method of claim 6 wherein the filter is a linear discrete time filter with a
transfer function denoted H(z) in the Z-domain with input to the filter being the

sequence

{bn(n) — bideal(m)}.

The method of claim 8 wherein the filter is a first order filter having a transfer

function
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y+ B!

H(z)=
@ 1-&!

where 7, B, and J are parameters.

16.  The method of claim 14 wherein the filter is a first order filter having a transfer.
function

y+ B

H(z)= -
1-6z

where ¥, B, and d are parameters.

7. The method of claim 7 wherein reference signal determining step (b) further
includes prior to producing step (b)(iii) correcting the phase of the reference signal
sample by an amount dependent on the difference in phase between the previously
determined reference signal sample and the previously determined copy signal

sample.

18.  The method of claim 13 wherein reference signal determining step (b) further
includes prior to producing step (b)(iii) correcting the phase of the reference signal
sample by an amount dependent on the difference between the previously
determined reference signal sample and the previously determined copy signal

sample.
19.  The method of claim 1 wherein the modulation scheme is phase shift keying.

20. The method of claim 19 wherein the modulation scheme is differential phase

shift keying.
21.  The method of claim 1 wherein the modulation scheme is QAM.

22, In a communications station including an array of antennas and spatial
processing means, the spatial processing means including means for weighting a set
of received antenna signals by a set of corresponding receive weights, each
distinct received antenna signal derived from the signal received at a corresponding
antenna of the array, a method for generating a reference signal from a modulated

signal transmitted to the communications station by a particular remote station,
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the modulated signal modulated at symbol points by a modulation scheme that has
a finite symbol alphabet, the alphabet including symbols that have different

phases, the method comprising:

(a)  separating from the received antenna signals a copy signal corresponding to
the particular remote station by using an initial spatial weight vector

corresponding to the particular remote station;

(b)  determining from the terminal copy signal a reference signal having
substantially the same frequency.offset and time alignment as the received

antenna signals; and

(c) computing a new spatial weight vector by optimizing a cost function, the

cost function using the received antenna signals and the reference signal.

The method of claim 22 further including extracting the symbols of the

modulated signal.

The method of claim 22 further including performing timing alignment on the
received antenna signals, said step (a) of separating and said step (c) of new spatial

weight computing using the time aligned received antenna signals.

The method of claim 22 further including performing frequency offset
correction on the received antenna signals, said step (a) of separating and said step

(c) of new spatial weight computing using the frequency-offset corrected received

antenna signals.

The method of claim 24 further including performing frequency offset
correction on the received antenna signals, said step (a) of separating and said step
(c) of new spatial weight computing using the frequency-offset corrected and time

aligned received antenna signals.

The method of claim 22 further comprising repeating said separating step (a) at
least once, using in the repetition of said separating step (a) the new spatial weight
vector previously determined in said new weight computing step (c) instead of the

initial spatial weight vector.
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28.  The method of claim 22 further comprising repeating said reference signal

determining step (b) at lcast once.
29.  The method of claim 22 further including:

estimating a frequency offset and a timing misalignment of the copy

signal; and

correcting the copy signal for frequency offset and timing misalignment to

form a corrected copy signal,
wherein the reference signal determining step (b) includes

synthesizing a corrected reference signal that has substantially the same

frequency offset and timing alignment as the corrected copy signal; and

applying frequency offset and time misalignment to the corrected
reference signal to form a frequency offset and time misaligned reference

signal having the same frequency offset and time misalignment as the received

antenna signals.
30. The method of claim 22 further including:
estimating a timing misalignment of the copy signal; and

correcting the copy signal for timing misalignment to form a timing aligned

copy signal,
wherein the reference signal determining step (b) includes

synthesizing a timing aligned reference signal that has substantially the

same timing alignment as the timing-aligned copy signal; and

applying time misalignment to the corrected reference signal to form a
timing misaligned reference signal having substantially the same time

alignment as the received antenna signals.
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31.  The method of claim 22 further including:
estimating the frequency offset of the copy signal, and

correcting the copy signal for frequency offset to form a frequency offset

corrected copy signal,
wherein the reference signal determining step (b) includes

synthesizing a frequency offset corrected reference signal that has
substantially the same frequency offset as the frequency offset corrected copy

signal; and

applying frequency offset to the frequency offset corrected reference signal
to form a frequency offset reference signal having substantially the same

frequency offset as the received antenna signals.

32.  The method of claim 22 wherein said step (b) of determining the reference signal

includes, for each of a set of sample points:

(i)  constructing an ideal signal sample from the copy signal at the same
sample point, the ideal signal sample having a phase determined from the
copy signal at the sample point, with the phase of the ideal signal sample at

an initial symbol point set to be an initial ideal signal phase;

(i)  relaxing the phase of the ideal signal sample towards the copy signal

sample phase to produce the phase of the reference signal; and

(iii)  producing the reference signal having the phase of the reference signal

determined in said relaxing step (b)(ii).

33.  The method of claim 32 wherein the phase of the ideal signal is determined in the
ideal signal constructing step (b)(i) sample by sample, the phase of the ideal signal
sample at any sample point being determined:

from the phase of the reference signal at the previous sample point for which
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said phase is determined, and

from a decision based on the copy signal.

34.  The method of claim 32 wherein the step of relaxing the phase £bjgeq)(17) of the

ideal signal sample by, (1) towards the phase Zby(n) of the copy signal by(n) -

corresponds to adding a filtered version of the difference between the copy signal

phase and ideal signal phase.

35.  The method of claim 32 wherein the step of relaxing the phase Zbjqeq1(n) of the
ideal signal sample b;y.4;(17) towards the phase Zby(n) of the copy signal by(11)
corresponds to forming the reference signal sample bp(71) by adding to the ideal
signal sample b, 4.,(n) a filtered version of the difference between the copy signal

and ideal signal.

36.  The method of claim 31 wherein the frequency offset corrected reference signal

synthesizing step includes, for each of a set of sample points:

(i)  constructing an ideal signal sample from the frequency offset corrected
copy signal at the same sample point, the ideal signal sample having a phase
determined from the frequency offset corrected copy signal at the sample
point, with the phase of the ideal signal sample at an initial symbol point set

to be an initial ideal signal phase;

(i)  relaxing the phase of the ideal signal sample towards the {requency offset
corrected copy signal sample phase to produce the phase of the frequency

offset corrected reference signal; and

(iii)  producing the frequency offset corrected reference signal having the
phase of the frequency offset corrected reference signal determined in said

relaxing step (it).

37.  The method of claim 36 wherein the phase of the ideal signal is determined in the
ideal signal constructing step (1) sample by sample, the phase of the ideal signal

sample at any sample point being determined:
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from the phase of the frequency offset corrected reference signal at the previous
sample point for which said phase is determined, and

from a decision based on the frequency offset corrected copy signal.

38.  The method of claim 36 wherein the step of relaxing the phase Zbjdeq)(n) of the _

ideal signal sample b; 4.,i(11) towards the phase £by(17) of the frequency offset
corrected copy signal by(n) corresponds to adding a filtered version of the difference

between the frequency offset corrected copy signal phase and ideal signal phase.

39.  The method of claim 36 wherein the step of relaxing the phase £bjdeq] (1) of the
ideal signal sample b; g, (1) towards the phase £byn(12) of the frequency offset
corrected copy signal by(n) corresponds to forming the reference signal sample
bg(n) by adding to the ideal signal sample b;g., (1) a filtered version of the

difference between the frequency offset corrected copy signal and ideal signal.

40.  The method of claim 29 wherein the timing aligned reference signal synthesizing

step includes, for each of a set of sample points:

(i)  constructing an ideal signal sample from the timing aligned copy signal
at the same sample point, the ideal signal sample having a phase determined
from the timing aligned copy signal at the sample point, with the phase of the
ideal signal sample at an initial symbol point set to be an initial ideal signal

phase;

(i)  relaxing the phase of the ideal signal sample towards the timing aligned
copy signal sample phase to produce the phase of the timing aligned

reference signal; and

(iii)  producing the timing aligned reference signal having the phase of the

timing aligned reference signal determined in relaxing step (ii).

41.  The method of claim 40 wherein the phase of the ideal signal is determined in the
ideal signal constructing step (i) sample by sample, the phase of the ideal signal

sample at any sample point being determined:
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from the phase of the timing aligned reference signal at the previous sample
point for which said phase is determined, and

from a decision based on the timing aligned copy signal.

42.  The method of claim 40 wherein said step of relaxing the phase £bjdeai(12) of the
ideal signal sample biyeq (1) towards the phase Zby(n) of the timing aligned copy
signal by(n) corresponds to adding a filtered version of the difference between the

timing aligned copy signal phase and ideal signal phase.

43.  The method of claim 40 wherein said step of relaxing the phase Zbjgea)(17) of the

ideal signal sample b; g, (1) towards the phase £by(n) of the timing aligned copy
signal by(n) corresponds to forming the reference signal sample bg(12) by adding to
the ideal signal sample b;yeqi(1) 2 filtered version of the difference between the

timing aligned copy signal and ideal signal.

44.  The method of claim 29 wherein the corrected reference signal synthesizing step

includes:

coherently demodulating the corrected copy signal to form signal symbols;

and

re-modulating the signal symbols to form the corrected reference signal
having substantially the same timing alignment and frequency offset as the

corrected copy signal.

45.  The method of claim 31 wherein the frequency offset corrected reference signal

synthesizing step includes:

coherently demodulating the frequency offset corrected copy signal to form

signal symbols’; and

re-modulating the signal symbols to form the frequency offset corrected
reference signal having substantially the same frequency offset as the frequency

offset corrected copy signal.
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46.  The method of claim 29 wherein estimating the frequency offset includes:

applying a nonlinearity to a set of samples determined from the copy

signal;
taking a DIFT; and

determining the shift that when applied to an interpolation function causes
the shifted interpolation function to best {it the DFT result, the resulting

determined shift being a multiple of the estimated frequency offset.
47.  The method of claim 31 wherein estimating the frequency offset includes:
applying a nonlinearity to a set of samples determined from the copy signal;
taking a DFT; and

determining the shift that when applied to an interpolation function causes the
shifted interpolation function to best fit the DFT result, the resulting determined

shift being a multiple of the estimated frequency offset.
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