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DESCRIPTION

[0001] The present invention relates to a method and a system for determining the velocity of 
a moving fluid surface by means of at least one camera.

[0002] Measuring the velocity of a flow is needed in many applications, e.g. when determining 
the streamflow in an open channel. Such measurements are for instance important in the 
realm of irrigation, drinking water supply, hydroelectric power production, flood control, 
reservoir control, sewage systems, preservation of ecosystems, etc. Streamflows can occur in 
many different types of structures, natural courses, artificial channels, furrows etc. All of them 
are open-channel flows, i.e. flows having a free surface.

[0003] There are many different systems available for measuring the velocity. Systems which 
are image based possess the advantage that there is no need of expensive installations and 
they offer more flexibility than other non-intrusive measurements systems.

[0004] A long established technique for velocity measurements is the technique of Particle 
Image Velocimetry (PIV); see e.g. R.J. Adrian, 1991, "Particle-imaging techniques for 
experimental fluid mechanics." Annual Review of Fluid Mechanics 23, 261-304. PIV is since the 
work of Ichiro Fujita, Marian Muste, and Anton Kruger (1998, "Large-scale particle image 
velocimetry for flow analysis in hydraulic engineering applications." Journal of Hydraulic 
Research 36 (3): 397-414) also known of being applied to large scale free surface flows of 
flumes or open channels. This flavor of PIV is known to the hydraulic research and engineering 
community as Large Scale PIV (LSPIV), see e.g.

• Muste, Μ., I. Fujita, and A. Hauet. 2008. "Large-Scale Particle Image Velocimetry for 
Measurements in Riverine Environments." Water Resources Research 44 (4), and

• Muste, Μ., H.-C. Ho, and D. Kim. 2011. "Considerations on Direct Stream Flow 
Measurements Using Video Imagery: Outlook and Research Needs." Journal of Hydro
Environment Research 5 (4): 289-300.

[0005] Recent examples of LSPIV being applied to river flows are described e.g. in

• patent application WO 2014/013064 A1,
• Kim, Y., Μ. Muste, A. Hauet, W. F. Krajewski, A. Kruger, and A. Bradley. 2008. "Stream 

Discharge Using Mobile Large-Scale Particle Image Velocimetry: A Proof of Concept." 
Water Resources Research 44 (9),

• Dramais, Guillaume, Jérome Le Coz, Benoit Camenen, and Alexandre Hauet. 2011. 
"Advantages of a Mobile LSPIV Method for Measuring Flood Discharges and Improving 
Stage-discharge Curves." Journal of Hydro-Environment Research 5 (4): 301-12,

• Tsubaki, Ryota, Ichiro Fujita, and Shiho Tsutsumi. 2011. "Measurement of the Flood 
Discharge of a Small-Sized River Using an Existing Digital Video Recording System."
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Journal of Hydro-Environment Research 5 (4): 313-21,
• Creutin, J. D., Μ. Muste, A. A. Bradley, S. C. Kim, and A. Kruger. 2003. "River gauging 

using PIV techniques: a proof of concept experiment on the Iowa River." Journal of 
Hydrology 277: 182-194, and

• Le Coz, J., A. Hauet, G. Pierrefeu, G. Dramais, and B. Camenen. 2010. "Performance of 
image-based velocimetry (LSPIV) applied to flash-flood discharge measurements in 
Mediterranean rivers." Journal of Hydrology 394: 42-52.

[0006] All these mentioned PIV methods have in common that they require having a well 
detectable flow tracer of some kind. However, the use of natural or artificial tracers possesses 
some complications to practically measure the velocity, since the tracers are not generally 
present and/or cannot be added permanently and continuously.

[0007] In the method disclosed in WO 2014/013064 A1 the velocity of tracers is determined by 
subtracting two images to obtain a composite image and by setting a threshold to suppress the 
non-moving zones. This has the effect that information on moving patterns of the fluid surface 
is suppressed as well. Furthermore, since the displacement of the tracers is determined within 
the same composite image, their direction of movement is indefinite.

[0008] The depth of water can also be estimated using images. In WO 2014/013064 A1 it is 
proposed to analyze pixel colorimeter to determine the water level. However, using pixel 
colorimeter can possess some difficulties for analyzing images with poor light conditions. The 
method described in WO 2014/013064 A1 also needs at least one visual reference object 
being partially immersed in water, which constrains the places where the system can be 
installed. In addition, at least 6 reference points which have to be geo-referenced are needed 
for the camera calibration, in which the external parameters (i.e. position and orientation and at 
least the internal parameter focal distance) are obtained.

[0009] The patent application WO 01/51897 A1 discloses a method of determining the 
volumetric flow along an open channel or along a partially filled closed channel. Pairs of 
successive images are analysed using a cross-correlation operation.

[0010] The patent US 6 098 029 refers to a method of measuring the height of a liquid surface 
by using plates.

[0011] The patent application JP 2001 041803 A refers to a method for measuring the liquid 
level by means of edge detection in the images acquired.

[0012] The patent application JP 2007 223879 A refers to a method for measuring the melt 
level of a molten liquid surface.

[0013] The patent application WO 2008/110909 A2 discloses a method for measuring the peak 
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flow dicharges by means of radar sensors.

[0014] The patent application US 2006/0126933 A1 refers to a foreground detection using 
intrinsic images. No application is provided in the field of determining the velocity of a moving 
fluid surface.

[0015] It is an aim of the present invention to provide for a method and a system which allow 
determining in a reliable manner the velocity of a moving fluid surface without need of adding 
flow tracers.

[0016] This aim is achieved by the method and the system as defined in claims 1 and 13, 
respectively. The further claims specify preferred embodiments of the device and the system 
according to the invention as well as computer program and a data medium.

[0017] The invention is explained in the following by means of exemplary embodiments with 
reference to Figures. In the drawings:

Fig. 1 is a flowchart of steps of a method according to an embodiment of the invention;

Fig. 2 shows a schematic view of a first embodiment of a system for performing the method 
illustrated in Fig. 1;

Fig. 3 shows a schematic view of a second embodiment of a system for performing the method 
illustrated in Fig. 1;

Fig. 4 shows a schematic view of a third embodiment of a system for performing the method 
illustrated in Fig. 1;

Fig. 5 shows a schematic view of the relationship between world and camera coordinates;

Fig. 6 shows a schematic view of an embodiment for calibrating a camera;

Fig. 7 shows a schematic view of another embodiment for calibrating a camera;

Fig. 8 is a flowchart of the sub-steps of step 500 of the method of Fig. 1, wherein in the images 
acquired "wet" and "dry" parts of the scene are distinguished from each other;

Fig. 9 is a flowchart of the sub-steps of step 600 of the method of Fig. 1, wherein the water 
level is determined based on the images acquired;

Fig. 10 is a schematic illustration of the method for determining the water level for the 
embodiment of Fig. 3;

Fig. 11 is a flowchart of the sub-steps of step 700 of the method of Fig. 1, wherein the surface 
flow velocity is determined;

Fig. 12 is a flowchart of the sub-steps of step 800 of the method of Fig. 1, wherein the 
discharge is determined, and
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Fig. 13a-13c refer to an example of three images, which are processed according to the 
method step 700 of Fig. 1.

[0018] The following described embodiments concern a method and a system for obtaining the 
surface velocity field and, if required, the fluid level in an open channel by means of one or 
more digital cameras. The measured quantities may be combined with a priori knowledge on 
the geometry of the channel to determine e.g. the discharge or other quantities. The 
embodiments are described with respect to flowing water, but they are applicable also for other 
flowing fluids.

[0019] An open channel is a conduit with a free surface, i.e. the fluid flowing in the channel has 
a free surface (e.g. river, stream, artificial channel, furrow, etc.). Streamflow or discharge, Q, is 
defined as the volumetric rate of flow of the fluid in the channel and is given for instance in 
units of cubic meter per second. A priori knowledge on the geometry of the channel may 
include e.g. information on the profile in the spanwise direction of the channel. The information 
may be e.g. the height H above the surface defining the channel in function of y, where y is the 
distance in the spanwise direction of the channel, see Fig. 2. In a simple case, where the 
channel can be considered as having a rectangular profile, information on the distance 
between the side walls limiting the channel and its depth may be sufficient. Similarly, a channel 
having a parabolic or trapezoidal profile can be parameterized with only a few, e.g. two, 
parameters.

[0020] The method for determining the velocity and, if required, the streamflow in an open 
channel comprises the following steps, see Fig. 1:

• Step 200: Set-up of the hardware, in particular installation of at least one camera. The 
camera may be any imaging device which is suitable to provide for a sequence of digital 
images. Apart from usual digital cameras, it is conceivable to use mobile phones, such 
as smartphones, or webcameras.

• Step 300: Calibration of the camera(s).
• Step 400: Image acquisition.
• Step 500: Processing of the images acquired in order to distinct between "wet" and "dry" 

parts of the scene.
• Step 600: Water level determination based on the images acquired.
• Step 700: Image processing to determine the surface flow velocity.
• Step 800: Streamflow calculation.

[0021] In the following the steps 200-800 are explained in more details in relation to three 
camera configurations C1, C2, C3:

• Camera configuration C1: usage of a single camera 203, which is fixed, see Fig. 2,
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• Camera configuration C2: usage of two cameras 203 and 203a, which are fixed and are 
arranged for a stereo gauging, see Fig. 3.

• Camera configuration C3: usage of a mobile device 203b, e.g. a mobile phone, hold by a 
user, see Fig. 4.

Step 200: General set-up

[0022] Fig. 2 shows schematically an open channel, which is defined by the boundary surface 
201. The water flowing in the channel defines a water line 202a, which is given by the 
intersection of the water surface 202 with the boundary surface 201 of the channel. As the 
channel is open, the water surface 202 is also denoted as a free surface. The arrows 202b 
illustrate the velocity of the water surface 202 at different locations.

[0023] In the camera configuration C1 one camera 203 is installed at a place, where it can 
view a section of the water surface 202, which is moving, and a section, which is non-moving, 
such as a wall 201a being a part of the boundary surface 201 above the water line 200a or 
another non-moving object being in contact with the water surface 202. The camera 203 does 
not need to be placed above the open channel; it may be placed on one side of the channel, 
which makes the installation particularly simple and cheap.

[0024] The images acquired by the camera 203 can be stored in a memory 205, which may be 
e.g. an internal memory of the camera 203 or an external hard disk. Unit 204 in Fig. 2 is a 
means for transferring the data to the memory 205 and for powering the camera 203. If the 
memory 205 is an external one, the unit 204 may be connected to the camera 203 by means 
of a cable, e.g. an Ethernet cable and may be configured such that electrical power is passed 
via this cable to the camera 203, e.g. in the form of power over Ethernet (PoE).

[0025] For processing the images stored, the memory 205 is connected to processing unit 
206, which may be any type of computer which is configured to perform the necessary 
calculations.

[0026] In the configuration C2 shown in Fig. 3 two cameras 203 and 203b are arranged such 
that by means of stereo image processing the water level 202a can be determined without 
making reference to a non-moving object 201a. Thus, the two cameras 203, 203b may be 
arranged such that they view the moving water surface 202 only. This configuration makes the 
system particularly flexible.

[0027] The cameras 203 and 203b may be geo-referenced. Depending on the width of the 
channel this is achieved with a temporary mechanical setup for markers with known world 
coordinates. For larger channels of the order of 100 m, where the width may prohibit such a 
mechanical setup, for instance a drone or another aerial vehicle may be employed, which can 
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be seen by a camera 203, 203b, and which can record its position with an accurate DGPS 
(Differential Global Positioning System).

[0028] The cameras 203, 203b are configured such that the velocity is measured for the 
available field(s) of view. It may or may not cover the entire span-wise direction. In the latter 
case, a span-wise velocity profile may be fitted to all the available velocity observations. The 
fitting order depends on the span-wise coverage and the fit obeys the non-slip boundary 
conditions (i.e. zero velocity) at the channel side walls.

[0029] The two cameras 203 and 203a are connected to unit 204a, which may e.g. a switch 
box for transferring the data to memory 205 connected to processing unit 206 and for 
powering the cameras 203 and 203a. It is conceivable that the memory 205 and/or the 
processing unit 206 are integral parts of the camera 203 and/or 203a.

[0030] In the camera configuration C3 shown in Fig. 4 a user holds one mobile camera 203b, 
e.g. a smartphone, such that a section of the water surface 202 and a non-moving object, e.g. 
part of the wall 201a, is imaged at the same time. If the velocity is to be determined along the 
channel in the whole spanwise direction, the camera 203b is arranged such that it views at 
least one border of the surface 202. Preferably, the camera arrangement optimizes the trade 
of between orthogonal view to the channel wall 201a and between orthogonal view to the water 
surface 202. This optimum is close to 45 deg inclination to the water surface 200. If need be, a 
spanwise velocity profile is fitted to all the available velocity observations to get the velocity 
data in the whole spanwise direction.

Step 300: Calibration

[0031] For determining the desired quantities (flow velocity, discharge, etc.) a camera model is 
used which describes the mathematical relationship between the coordinates of a point in 
three-dimensional space ("world space") and its projection onto the image plane. As an 
example Fig. 5 shows a point P in 3D space, which is defined in the coordinate system 301 by 
specific world coordinates (x, y, z), and P', which is the point P imaged by a camera on the 
image plane. The location of P' in the image plane may be given by two Cartesian coordinates 
("image coordinates") 302 (i, j). The mapping of the coordinate system 301 on the coordinate 
system 302 is indicated by arrow 303.

[0032] In order to fit a camera model to the camera view, a camera is calibrated, in which the 
external parameters, i.e. position and orientation of the camera, and at least one internal 
parameter, such as the focal distance are obtained. In the following these external and internal 
parameters are denoted as "calibration parameters".

[0033] One usual possibility for determining the calibration parameters is to provide at least 4 
reference points with known world coordinates and to evaluate the points imaged by the 
camera. For applications, where the scale s of the field of view is large, e.g. s is much larger 
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than 1 m, the world coordinates of the reference points may be determined e.g. by means of 
DGPS (Differential Global Positioning System).

[0034] As reference points e.g. fixed makers can be used, which are positioned at definite 
locations at the channel and which are configured to be imaged in a way clearly distinguishable 
from the background. For this purpose, one or more carriers may be used which are provided 
with spots having a bright color, e.g. white, and a circular or any other predetermined shape.

[0035] In the following various examples of calibration methods are explained with respect to 
Fig. 2, 3, 4, 6 and 7:

a) Calibration method using 2 or more reference points:

[0036] For one or more fixed cameras, as in the configuration C1 and C2, at least 4 reference 
points 382 with known world coordinates are provided for, see Fig. 2 and 3 and imaged by the 
camera(s). A suitable camera model, e.g. a pinhole model is used, to fit the coordinates of the 
reference points in 3D space to their coordinates in the image.

[0037] In case that there are 4 reference points 382 only, at least one of the following 
parameters is to be known a priori: the focal distance, the camera's vertical distance relative to 
the reference points 382, the camera's horizontal distance relative to the reference points 382.

[0038] In the pinhole model the camera's aperture is considered as a point, wherein no lenses 
are used to focus light. The focal length is the distance between the image plane and the 
pinhole.

[0039] In a similar way at least 4 reference points 382 with known world coordinates may be 
used to calibrate a mobile camera, see Fig. 4. Preferably, the reference points 382 and the 
free surface 202 are imaged at the same time. In this way, calibration parameters are available 
for the images based on which the velocity, water line, etc. are to be determined.

[0040] It is conceivable that a priori information of the camera's location is available. For 
instance mobile devices, in particular smartphones, may have a sensor implemented, for 
instance an accelerometer, which allows a direct measurement of the orientation of the camera 
203b relative to the gravity vector 322. In Fig. 6 three perpendicular axes 321 are depicted 
which define the reference frame 321 of the camera 203b. Its orientation is defined by the 
angles 321a, 321b, 321c between the gravity vector 322 and the axes of the reference frame 
321. By using the information on the camera's orientation, two external parameters do not 
need to be fitted by the camera model. Thus, the calibration method can be simplified, as the 
focal length, or the camera vertical or horizontal distance relative to the reference points 382 
does not anymore need to be known a priori, and a set of 4 reference points 382 is fully 
sufficient to calibrate the pinhole model.



DK/EP 3018483 T3

[0041] The methods for calibration explained so far have in common that they yield the 
camera's position relative to a fixed frame, in which the geometry of the channel is defined. 
The following methods yield the camera position relative to the free surface only.

b) Calibration method without usage of reference points

[0042] A calibration procedure is possible by using a body which has a known length scale and 
which is floating on the surface 202 when the images are acquired. This body may be e.g. in 
form of a dumbbell: A bar of definite length has ends which are provided with floating elements, 
e.g. hollow spheres.

Step 400: Image acquisition

[0043] In the configuration C1 and C2 a camera 203, 203a may be connected e.g. to an 
Ethernet cable. Energy is supplied to the cameras 203, 203a via PoE. Images are recorded in 
the memory unit 205 and processed by the processing unit 206.

[0044] For determining for instance the water level not only a single image, but a sequence of 
images are analyzed. The number of images acquired is at least two and may be typically up 
to 100 or more. Usual digital cameras can take 30 frames per second, thus the sequence of 
images may last a few seconds.

[0045] The images can be recorded in gray values. Depending on the application, a camera 
with a moderate pixel resolution may be sufficient, e.g. 640x480 pixels.

[0046] During night the scene can be illuminated with an infrared beamer.

[0047] For allowing a stereo gauging in the configuration C2 the cameras 203, 203a are 
arranged such that they take images from the same scene. Preferably, they are also 
synchronized such that they take images at the same time. However, a time difference of one 
frame, e.g. 1/30 sec, can be accepted for later analysis.

[0048] In the camera configuration C3 the necessary images can be acquired by recording a 
few seconds of movie, e.g. 5 sec. In this configuration C3 the camera 203b is not fixed. The 
subsequent procedures for water level determination and surface velocity measurements may 
require that position and orientation of the recording camera is sufficiently constant over the 
time of the sequence and sufficiently identical to the position and the orientation of the camera 
during calibration. For hand-held smartphone recordings this may not be the case. Image 
processing can be used to stabilize the image sequence. One possible method for such a 
stabilization is as follows:
The camera 203b is hold such that the images acquired contain a significant part that is not 
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water surface 202, i.e. that contains dry shore scenery 201a and preferably the reference 
points 382 for calibration or other fixed markers, see Fig. 4 or 6. In the smartphone application 
described below, the software is configured to guide the user such that the top and bottom 
quadrants of the images, i.e. the region at the four corners of the image, contain only dry 
scenery. From these "dry" quadrants the relative movement between individual frames is 
measured by an image cross-correlation. The cross-correlation can be facilitated by markers 
fixed at the shore. Preferably, these markers are reference points 382, which can be also used 
for calibration. The resulting motion vectors allow a detection and compensation of the inter
frame movement by image registration (transformation of the data into one coordinate system) 
or simpler by a combination of image rotation and translation. Alternatively, and to save CPU 
power, only those images which are at approximately the same position and orientation as 
during calibration are used for further processing.

Step 500: Distinction between "wet" and "dry" image regions

[0049] Fig. 8 is a flow chart of the different sub-steps 501-507 of step 500.

[0050] Analyzing not only a single image, but a sequence of images allows discriminating 
between the "wet" region 202 of the image (i.e. flowing water) and the "dry" region 201a, which 
views non-moving scenery (e.g. the shore, rocks, part of a bridge pillar, etc.). Any pixels 
looking to the "dry" parts of the scene will experience little change in their gray values, whereas 
"wet" parts are subject to constant change, caused by little waves and surface perturbations of 
the flow. In an ideal camera and in an ideal illumination situation the pixel change in the dry 
region would be zero. However, in reality, there exists a finite noise level due to non-constant 
electronic camera gain, due to changing light situations (e.g. when clouds are crossing the sky) 
as well as due to mechanical vibrations. The electronic noise increases in dark situations, 
especially during the night when additional light sources like e.g. infra-red diodes are 
necessary for the cameras to see anything at all.

[0051] Thus, after reading the images out from the memory, step 501 in Fig. 8, they are 
filtered to get data im_f, step 502. Noise may be adequately filtered by using for instance a 
two-dimensional spatial median filter. The kernel width of the filter is chosen to be larger than 
the noise, which may be in the order of 1 or more pixels, and smaller than the advected 
patterns on the surface 202, which may in the order of 10 or more pixels. For instance a kernel 
of 5 pixel x 5 pixel is conceivable.

[0052] In order to obtain a scalar measure of the change of each pixel gray value over a 
defined sequence, the maximum and minimum are determined for each pixel in step 503. This 
provides image data max(im_f) and min(im_f), respectively.

[0053] In step 504, the difference between the maximum and the minimum gray values for a 
given image sequence is taken to get image data De_im. In quasi-continuous mode, in which 
data are to be obtained for a longer period of time, a gliding maxima and minima is employed 
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with a kernel width of a given time duration. For instance data are obtained over a period which 
may last one or more hours, so that the kernel width may be several minutes. Atypical kernel 
width has e.g. a period of 10 minutes. Any extreme event for a pixel will fade out after that the 
period given by kernel width and it is gradually replaced by its corresponding gliding average 
value, see step 505.

[0054] Depending on the type of scene imaged, additional image processing may be applied to 
filter out artifacts. For instance the dry region may have relatively sharp transitions between 
bright and dark areas, e.g. there can be strong local gradients in gray values. Such gradients 
may be augmented by pixel noise or mechanical camera vibrations. Examples that may lead to 
such situations are brick walls, rails, trees and other objects, which are non-completely plane 
flat. Said transitions may lead to an unwanted signal in the "dry" region in the images De_im, 
such that the water line cannot be determined correctly. To deal with such artifacts, average 
image data, Av_im, are obtained in step 505 by averaging over the unfiltered image sequence, 
or, in quasi-continuous mode, by determining the unfiltered gliding average over the image 
sequence with a specific kernel width, which may be of several minutes.

[0055] In step 506, the gradient of Av_im is obtained, denoted by grad(Av_im) in Fig. 8. In step 
507, this gradient is subtracted from the "max-min difference", De_im, in order to obtain 
processed image data DG_im, i.e. DG_im = De_im - grad(Av_im). The distinction between wet 
and dry regions is enhanced by using the processed image data DG_im, since the artifacts 
mentioned above are at least partially filtered out.

Step 600: Water level determination

[0056] Fig. 9 is a flow chart of the different sub-steps 601-608 of step 600.

[0057] For the camera configuration C1 or C3 the water level may be determined as follows: 
As the geometry of the shore line and the calibration parameters are known, each possible 
real-world water-level, h, may be mapped into the image space, c(h), see step 601 in Fig. 9. 
For plane channel walls this results in straight lines across the image space. However, arbitrary 
shore line geometries can equally well be mapped onto general curves through the image 
space. For the calculation the height is discretized, i.e. the calculation is done for an initial 
value for the height and then repeated by a consecutive increase in the height, see the 
rhombus "if Lines < Possible water lines" in Fig. 9.

[0058] In step 602, the sum of gray values of all pixels belonging to a particular c(h) is 
determined. Preferably, a filter is then applied, see step 603. A suitable filter is for example a 
Savitzky-Golay filter, which may be of second order and have a kernel width, w, corresponding 
to the height of the surface ripples. In one example w is 5 mm.

[0059] The sum of gray values may be plotted versus h, which results in a one-dimensional 
relation sum(c(h)) θ h, see step 604.
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[0060] In step 605, the derivative is determined, d[sum(c(h))]/dh, which is negative and 
extremal, where h corresponds to the water level, see step 607 defining that the maximum 
slope of the function sum(c(h)) is to be found. Preferably before this step 607, the signal 
sum(c(h)) as well as the derivative d[sum(d(h))]/dh are filtered with a filter width k, see step 
606. If k is not larger than the wave-height at the shore-line, the relevant signal is not filtered 
out and not biased to any direction, i.e. it can be used as a robust indicator for the water-line 
position.

[0061] For the camera configuration C2 a different approach may be used to determine the 
water level.

[0062] A stereo gauging may require that the two cameras look to the same water surface 
section, i.e. that their views overlap, that preferably the cameras are synchronized in time and 
that a spatial correspondence between the two camera views can be established, i.e. the 
angles between the two camera axes is not too large, preferably not larger than 45 degrees.

[0063] An image Ä is generated by applying a specific filter. This filter separates the moving 
surface of the image information from the still image information associated with shades, non
moving objects and channel bottom. The same filter may be used as in steps 702, 703 
described in more detail below.

[0064] The filtered image Ä, which contains the moving part of the surface only, is projected 
onto several horizontal planes 202, 202', 202", which each represent potential water levels. 
Each projection is compared with its corresponding projection from image B, which is the 
filtered image from the second camera. This is illustrated in Fig. 10 in a simplified way with a 
scene that contains only two features, a "full" feature F1 and an "empty" feature F2. The 
projections of each feature overlap only for the projection with the correct height, h. In Fig. 10 
the features F1 and F2 as seen in image Ä are represented by full and empty circles, F1a and 
F2a, respectively. The same features in image B are represented by full and empty squares, 
F1b and F2b, respectively. As can be seen, when projecting F1a, F2a, F1b, F2b onto a plane 
having an incorrect height, e.g. plane 202', 202", the projection of F1a is separated from F1b 
and the projection of F2a is separated from F2b. An overlap of F1a and F1b as well as of F2a 
and F2b is given when they are projected on the plane 202 having the correct height.

[0065] In order to quantify the quality of the overlap generally, the correlation between all the 
projected gray values from image Ä with their corresponding projections from image B may be 
measured. Thus, the comparison between the projections onto the horizontal plane with the 
correct height yields a maximum correlation and a minimum mean gray value difference 
between the corresponding pixels. These extreme points thus identify the correct water level.

[0066] In order to reduce the necessary computer processing time, this approach may be 
modified by working only on a sub-set of pixels. From image Ä a sub-set is projected onto a 
potential horizontal plane, and from this plane the set is projected onto the virtual image chip of 
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the other camera. Again, the correlation at the positions of the projected sub-set from Ä with 
the pixels from B is maximal for the correct height of the horizontal plane. Equivalently, the 
difference of the two point sets is minimal. Working with a sub-set of pixels reduces the 
processing time by the ratio of the sizes between the sub-set of the image and the entire 
image.

Step 700: Surface velocity field

[0067] Fig. 11 is a flow chart of the different sub-steps 701-705 of step 700.

[0068] The method as explained in the following allows the surface velocity field to be 
measured. This method will also be designated as Filtered Delta Image Velocimetry (FDIV).

[0069] If the bottom of the channel is visible through the water phase, if shades or scenery 
reflections are visible on the water surface, and/or if non-moving objects like standing waves or 
solid rocks or bridge pillars "contaminate" the image scene, standard PIV does not work, as it 
would measure some value between zero and the actual surface velocity.

[0070] FDIV is capable to separate in a robust fashion the moving image contents from the still 
image contents. The functionality of FDIV does not require the addition of flow tracers.

[0071] The image sequence taken by a camera is grouped into image triplets, each containing 
a first image A, a second image B, and a third image C, see step 701.

[0072] For instance at time t_1 an image l_1 is acquired, at a later time t_2 an image l_2, at a 
further later time t_3 an image l_3, etc. This gives a series of images l_1, l_2, l_3, etc. The 
first triplet may be formed for instance by (l_1, l_2, l_3), the second triplet by (l_2, l_3, l_4), 
the third triplet by (l_3, l_4, l_5), etc. However, it is conceivable that the triplets are formed in a 
different way: For instance none of the images of a triplet may be contained in the next triplet, 
e.g. (I_1, l_2, l_3), (l_4, l_5, l_6), and/or there may be gaps within a triplet, e.g. (I_1, l_3, l_5). 
Each triplet will give data on the velocity field for one instant of time. In general, a triplet is 
formed by (l_i, l_j, l_k), wherein i<j<k.

[0073] In the following processing of one triplet (A, B, C) is explained.

[0074] In step 702, the absolute difference between A and B and the absolute difference 
between B and C is formed giving im_1 and im_2, respectively.

[0075] In step 703, im_1 and im_2 are filtered to produce im_1f and im_2f. A spatial Gaussian 
kernel may be e.g. used as a filter. The filter width is chosen large enough so as to remove 
difference noise in im_1 and im_2 and to distribute or smear small features in their respective 
proximities from im_1f to im_2f. On the other hand, the filter width is chosen small enough in 
order not to completely remove the motion signal in im_1f and im_2f. The upper bound for the 
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filter width may correspond to the minimal sub-window size that is defined for the following 
processing step 704. In order to detect motion displacement of scale d in units of pixels, the 
sub-window scale s in units of pixels is chosen such that it is at least twice d or larger: s > 2d.

[0076] In step 704, the spatial shift of patterns from im_1f to im_2f is determined.

[0077] The images im_1f and im_2f are divided into sub-windows with size nxm ("interrogation 
window"). Basically, a sub-window of im_1f is compared with the a sub-window of im_2f in 
order to find a displacement giving the best match between the two sub-windows. The degree
of match may be determined by means of the cross-correlation function of im_1f and im_2f:

[0078] In order to calculate the cross-correlation function, the image data are converted to the 
spectral domain, i.e. Fourier space by using e.g. a Fast Fourier Transform.

[0079] The Fourier transform of im_1f is multiplied with the Fourier conjugate transform of 
im_2f and then the inverse Fourier transform is applied. This gives for each sub-window an 
impulse-like function for R(x,y). The location of the impulse relative to a sub-window center 
relates to the relative pixel displacement between the sub-windows of im_1f and im_2f. The 
obtained displacement vectors at discrete positions are finally mapped from pixel space to 
world space by employing a camera model that is obtained with one of the above described 
calibration methods.

[0080] Alternatively, im_1f and im_2f may first be registered into world space, i.e. the image 
coordinates are converted to the world coordinates. Subsequently, the maximum of the cross
correlation function for each sub-window and the corresponding surface velocity are 
determined in an analogous way as explained above. The latter flavor allows one to choose 
more flexible aspect ratios for the n*m sized sub-windows, as now the sub-window sides can 
be chosen exactly parallel and orthogonal to the flow direction. On the other hand image 
registration in world space is more CPU costly than just mapping the velocity vectors from pixel 
space into world space.

[0081] Fig. 13a-13c show an example of the images processed by the step 700 for 
determining the surface velocity. The three images A, B, C in Fig. 13a show part of a river and 
of a shore at three consecutive instants of time. Fig. 13b are the two images im_1f and im_2f 
obtained after applying steps 702 and 703. Processing of these two images according to steps 
704 and 705 gives the velocity of the surface at different locations on the river as shown in Fig. 
13c.

[0082] In an alternative method of steps 701 and 702 a group of four different images of the 
image sequence is taken to determine the difference: im_1 = |A-B_1| and im_2= |B_2-C|, 
where B_2 is an image acquired after the image A and preferably also B_1 have been
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acquired.

Step 800: Streamflow calculation from water-level and surface velocity

[0083] Fig. 12 is a flow chart of the different sub-steps 801-805 of step 800.

[0084] In order to determine the discharge Q, information on the velocity profile along the 
vertical direction is needed. Such information may be obtained by using a model, for instance a 
roughness dependent mixing length model as suggested by R. Absi, "A roughness and time 
dependent mixing length equation", Journal of Hydraulic, Coastal and Environmental 
Engineering, Japan Society of Civil Engineers, Vol. 62, 2006, pages 437-446. In this model, the 
velocity profile along the vertical profile is estimated by integrating a so-called roughness 
dependent mixing length model from the channel bottom all the way to the water surface. The 
mixing length and kinetic energy are modeled as functions of the height above the bottom and 
they define the local slope of the velocity profile. The initial slope at the channel bottom, i.e. the 
bottom boundary condition, is a function of the so-called roughness velocity and of the bottom 
roughness height. In order to meet the water surface, i.e. to satisfy the top boundary condition, 
the integration is iterated to find the correct roughness velocity.

[0085] The water-level and the surface velocity field are combined with the model to obtain 
vertical velocity profiles and successively, the sought after discharge values Q.

[0086] The span-wise direction, y, of the open surface flow is divided into n segments, step 
801 in Fig. 12.

[0087] In step 802, for each segment the vertical velocity profile is modeled with the boundary 
conditions of the free surface velocity v(y) as measured (step 705'), the no-slip condition at the 
bottom (i.e. zero velocity) and the bottom roughness height. The average of each velocity 
profile results in a bulk velocity vb_(y) in step 803, which multiplied with its corresponding cross 
sectional area of the segment, yields the discharge Q_s for each span-wise segment, step 
804. The sum over all Q_s finally is the discharge Q, step 805.

[0088] The bottom roughness height affects both, the water level and the surface velocity of an 
open surface flow. The present method allows measuring both these quantities independently. 
For stream sections with sufficiently little change in stream-wise direction, the surface 
roughness of the bottom may also be determined by the present method itself, rather than 
"only" be used for the determination of the resulting discharge.

[0089] In the following specific applications of the method are described in more detail:

Fixed camera(s), and pan, tilt, zoom (web-)camera(s):
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[0090] In one application, three rigidly mounted webcams measured the water-level and the 
surface velocity field across the entire river at quasi-continuous intervals of 2 seconds. At 
regular intervals of 10 minutes the information has been combined to estimate the discharge. 
Three cameras were used to better resolve the entire span wise channel width and the 
channel wall. Alternatively, just one camera may be used, which has a larger field of view 
and/or which may be pan, tilt and zoom controllable.

[0091] By using e.g. a 70 Watt infra-red beamer for illumination, the method worked also 
during the night. Thus, the method may be configured for an all year round usage, i.e. 24 
hours x 7 days, to determine the surface velocity and the discharge of free surface flows. The 
addition of flow tracers was not necessary and a particular constructions for camera mounting 
over the river was not required. It is enough if the cameras are mounted at the river side and 
that they can "see" the water surface and the shore-line.

[0092] For additional flexibility instead of web cameras non-movably arranged, cameras can 
be used with controllable pan, tilt and zoom positions. As long as each position can be reliably 
saved and reached again, calibration can be performed for each position and from here on the 
method is the same as the above described fixed camera method. However, the number of 
cameras may be reduced to only one single camera.

Fixed stereo (web-)cameras and pan, tilt, zoom (web-)cameras

[0093] With the above described method of stereo-gauging, see Fig. 3, a camera pair can be 
aligned to view a common section of the open surface to directly determine the water level 
without the need to see the shore-line.

[0094] With cameras that allow controlling pan, tilting and zooming positions, it is possible to 
successively scan the entire width of the surface flow. Thus, it is possible to measure with just 
2 cameras water-level and surface velocity of the entire surface flow, which allows one to 
determine the discharge independent of the shore-line visibility.

Smartphone implementation

[0095] The above methods, preferably combined with a suitable way to either stabilize images 
or to identify those image triplets which are relatively stable, can be implemented into a 
smartphone application. The calibration needs to be performed each time, but on the other 
hand, calibration is also simplified thanks to the use of the accelerometer sensor that is 
standard even on the cheapest smartphones. In addition, via GPS, also standard on all 
smartphones, the measurement location is automatically determined and it is thus straight 
forward to use the same application for any number of measurement locations.
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[0096] For calibration, each channel measuring site will be equipped with n fixed markers of 
scale, which may be in the order of 1 cm or more. The markers positions relative to each other 
and relative to the channel geometry need to be measured once. Also the channel geometry 
needs to be measured once. The computer program for the mobile device ("app") is designed 
to guide the user towards an approximate position relative to the channel and to the calibration 
marks for calibration. The actual recording occurs over a time of period which is in the order of 
1 sec or more. This is enough to determine water level and water surface velocity, from which 
the discharge can be determined.

[0097] The method and system described so far have various advantages:

• The measurement does not require the addition of flow tracers nor the presence of 
permanent structures in the fluid. Measurement is possible also in conditions where non
moving shades, reflections, standing waves, or solid objects are a significant part of the 
image.

• It is sufficient to acquire monochromatic images, e.g. gray images. Such images are 
better suited for difficult light conditions than color images.

• Measurement is possible even during night by using e.g. an infrared beamer.
• Water level determination is based on the separation of wet and dry parts of the image 

via analysis of a sequence of images rather than one single image.
• The calibration uses a minimum of 4 reference points in the case of a mobile camera 

with a fixed focal length; and, if the viewing angle ofthe camera relative to the horizontal 
plane is available, only 2 points are needed.

• Measurement can be done also by means of a mobile camera, e.g. a camera in a 
mobile phone.

• The method and system is applicable in environmental, hydraulic, hydrological and other 
areas.

[0098] From the preceding description, many modifications are available to the skilled person 
without departing from the scope ofthe invention, which is defined in the claims.

[0099] The method for determining the velocity of a moving water surface is applicable for any 
kind of fluid, not only water.

[0100] Depending on the application, the method may be performed without the steps for 
determining the fluid level and/or discharge.

[0101] Illumination by means of a lightening device, e.g. an infrared beamer is generally 
conceivable in cases, where the environmental light is insufficient, e.g. also in an closed 
environment such as a sewage system.
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Patentkrav

1. Fremgangsmåde til at bestemme hastigheden (202b) afen bevægende 

fluidoverflade (202), omfattende de følgende trin SI til S5:

51) at tage en sekvens af billeder af den bevægende fluidoverflade med 

mindst ét kamera (203, 203a, 203b);

52) at sammenligne et første billede fra sekvensen taget på tidspunkt ti 

med et andet billede fra sekvensen taget på tidspunkt t2 for at kunne 

skelne mellem bevægende mønstre af fluidoverfladen fra ikke-bevægende 

dele og for at opnå et første behandlet billede (im_lf) omfattende de 

bevægende mønstre, hvor t2 er senere end ti;

53) at sammenligne et tredje billede fra sekvensen taget på tidspunkt t3 

med et fjerde billede fra sekvensen taget på tidspunkt t4 for at kunne 

skelne mellem bevægende mønstre af fluidoverfladen fra ikke-bevægende 

dele og for at opnå et andet behandlet billede (im_2f) omfattende de 

bevægende mønstre, hvor t3 og t4 er senere end ti og hvor t4 er senere 

end t3;

54) at sammenligne de første og andet behandlede billeder for at 

bestemme rumforskydningerne af de bevægende mønstre; og

55) at bestemme hastigheden ud fra rumforskydningerne.

2. Fremgangsmåden ifølge krav 1, hvor, for at opnå det første behandlede billede 

(im_lf) og/eller det andet behandlede billede (im _2f) i trin S2 og/eller S3, mindst 

ét af de følgende trin udføres:

- det andet billede anvendes som det tredje billede, således at t2 svarer til 

t3,

- de første, andet, tredje og fjerde billeder tilvejebringes som monokrome 

billeder,

- den absolutte forskel mellem det første billede og det andet billede er 
bygget og fortrinsvis filtreret ved påføring af et båndpasfilter, i 

særdeleshed et Gauss-filter,
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- den absolutte forskel mellem det tredje billede og det fjerde billede er 

bygget og fortrinsvis filtreret ved påføring af et båndpasfilter, i 

særdeleshed et Gauss-filter.

3. Fremgangsmåden ifølge krav 1 eller 2, hvor i trin S4 rumforskydninger 

bestemmes ved at evaluere en krydskorrelation mellem undervinduer af de første 

og andet behandlede billeder (im_lf, im_2f).

4. Fremgangsmåden ifølge et hvilket som helst af de foregående krav, hvor 

fluiden strømmer igennem en åben kanal (201), hvor fremgangsmåden yderligere 

omfatter mindst ét af de følgende trin:

- at bestemme spændviddeprofilen af strømhastigheden (v(y)),

- at bestemme niveauet af fluidoverfladen (202),

- at bestemme udledningen (Q) af fluiden igennem kanalen.

5. Fremgangsmåden ifølge krav 4, yderligere omfattende de følgende trin (500, 

600) til at bestemme niveauet af fluidoverfladen (202) :

- at sammenligne mindst to billeder fra sekvensen taget på forskellige 

tidspunkter for at opnå et komparativt billede (DG_im) der skelner mellem 

de afbildede fluiddele fra de afbildede ikke-fluiddele,

- at kortlægge en grænse afen eventuel overgang fra fluiddelene til ikke- 

fluiddelene defineret i verdenskoordinaterne (x, y, z) ved forskellige højder 

til billedkoordinaterne (i, j) af det mindst ene kamera (203, 203b) ved 

hjælp af en kameramodel (303) for at opnå kortlagte grænser,

- at sammenligne de kortlagte grænser med den afbildede grænse i det 

komparative billede (DG_im) der definerer overgangen fra fluiddelene til 

ikke-fluiddelene, og

- at bestemme ud fra de kortlagte grænser grænsen der bedst passer til 

den afbildede grænse.

6. Fremgangsmåden ifølge krav 5, hvor mindst ét af de følgende trin udføres:
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- at bestemme ekstremværdierne (max(im_f), min(im_f)) af tilsvarende 

pixels i de mindst to billeder eller i mindst to behandlede billeder (im_lf, 

im_2f) opnået i trinnene S2 og S3 og at bygge forskellen mellem 

ekstremværdierne for at få et forskelsbillede (De_im), som omfatter pixels 

med en værdi over en given tærskel der definerer en fluiddel og pixels med 

en værdi under tærsklen der definerer en ikke-fluiddel,

- at bygge gradienten af gennemsnittet over de mindst to billeder 

(grad(Av_im)) og at fratrække den fra forskelsbilledet (De_im),

- at bestemme (607) maksimumshældningen af funktionen, som er given 

ved summen bygget ved at sammenlægge værdierne af pixlerne der 

definerer en afbildet grænse.

7. Fremgangsmåden ifølge krav 4, hvor, til at bestemme niveauet af 

fluidoverfladen (202), et første kamera (203) og mindst et andet kamera (203a) 

anvendes til at afbilde mindst et afsnit af fluidoverfladen i den åbne kanal (201) 

ved stereomåling, hvor trinnene SI og S2 udføres for de mindst to kameraer 

(203, 203a) for at opnå et behandlet billede (Ä) for det første kamera og et 

behandlet billede (B) for det andet kamera, hvor de behandlede billeder omfatter 

bevægende mønstre af fluidoverfladen (202), hvor mindst del af de behandlede 

billeder projekteres på et plan ved forskellige højder for at opnå projekterede 

billeder, at sammenligne de projekterede billeder for at finde planet for hvilket det 

projekterede billede af det første kamera passer bedst med det projekterede 

billede af det andet kamera.

8. Fremgangsmåden ifølge et hvilket som helst af kravene 4 til 7, hvor variationen 

af fluidhastigheden i den vertikale retning modelleres under anvendelse afen 

matematisk model, hvilken fremgangsmåde yderligere omfatter mindst ét af de 

følgende trin:

- at bestemme udledningen (Q) baseret på den matematiske model med 

hastigheden bestemt i trin S5 som en grænsebetingelse og baseret på 

informationen opnået for niveauet af fluidoverfladen,

- at bestemme mindst ét parameter relateret til den hydrodynamiske ruhed 

af kanalen ved hjælp af den matematiske model, informationen om 
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hastigheden bestemt i trin S5 og informationen opnået for niveauet af 

fluidoverfladen.

9. Fremgangsmåden ifølge et hvilket som helst af de foregående krav, hvor et 

forhold mellem verdenskoordinaterne og billedkoordinaterne etableres ved hjælp 

af mindst ét af de følgende trin:

- mindst to reference markø rer (382) med en given afstand derimellem 

afbildet af det mindst ene kamera (203, 203a, 203b), hvor de mindst to 
reference markø rer er anbragt på kanalen over fluidoverfladen eller er 

anbragt på en flydende måde på fluidoverfladen,

- information anvendes tilvejebragt afen sensor, som måler orienteringen 

af det mindst ene kamera (203b),

- information anvendes tilvejebragt af en GPS-modtager, som måler 

placeringen af det mindst ene kamera (203b).

10. Fremgangsmåden ifølge et hvilket som helst af de foregående krav, hvor i trin 

SI mindst én af de følgende genstande anvendes:

- mindst ét kamera (203, 203a), som er fast eller bevægeligt anbragt på en 

fast overflade,

- en mobilindretning (203b), i særdeleshed en mobiltelefon, holdt afen 

bruger.

11. Fremgangsmåden ifølge krav 10, hvor faste korrekturmarkører sammen med 

fluiden afbildes afen mobilindretning (203b) i trin SI, hvor, forat reducere 

effekten afen bevægelse af mobilindretningen under billedtagningen, positionerne 

af de afbildede korrekturmarkører sammenlignes for at transformere billederne 

anvendt til de følgende trin S2 til S4, således at en rumforskydning af de afbildede 

korrekturmarkører reduceres og/eller for at se bort fra for de følgende trin S2 til 

S4 de billeder, for hvilke rumforskydningen af de afbildede korrekturmarkører er 

over en given tærskel.
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12. Fremgangsmåden ifølge et hvilket som helst af de foregående krav, hvor i trin 

SI fluiden belyses ved hjælp afen lysindretning, i særdeleshed en infrarødstråler.

13. System omfattende mindst én afbildningsindretning (203, 203a, 203b) til at 

tage en sekvens af billeder og en beregningsindretning omfattende en 

hukommelse (205) og en behandlingsenhed (206), kendetegnet ved, at 

beregningsindretningen er udstyret med et computerprogram, på hvilken kørslen 

af fremgangsmåden ifølge et hvilket som helst af de foregående krav udføres.

14. Systemet ifølge krav 13, hvilket omfatter en mobilindretning (203b), i 

særdeleshed en mobiltelefon eller en tablet, hvilken mobilindretning omfatter 

mindst én af de følgende komponenter:

- et indbygget kamera;

- en GPS-modtager til at bestemme placeringen af mobilindretningen;

- en sensor til at bestemme orienteringen (321) af mobilindretningen;

- et accelerometer;

- computerprogrammet, hvilket fortrinsvis er i form af en app.

15. Systemet ifølge krav 13 eller 14, hvor retningen og/eller zoom af det mindst 

ene afbildningsindretning kan styres, fortrinsvis hvor den mindst ene 

afbildningsindretning er et pan-tilt-zoom-(PTZ)-kamera.

16. Systemet ifølge et hvilket som helst af kravene 13 til 15, endvidere 

omfattende et kalibreringslegeme, som omfatter en forudbestemt længdeskala og 

er konfigureret til at flyde på fluidoverfladen, fortrinsvis kalibreringslegemet er i 

formen afen håndvægt.

17. Computerprogram, hvor ved kørsel deraf på en computer fremgangsmåden 

ifølge et hvilket som helst af kravene 1 til 12 udføres.

18. Datamedium på hvilket computerprogrammet ifølge krav 17 er lagret.
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