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MULTIMODAL OCULAR BIOMETRIC SYSTEM AND
METHODS

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] This application claims priority to U.S. Provisional Application
No. 60/844,659 filed September 15, 2006, the contents of which are

incorporated entirely herein by reference.

BACKGROUND OF INVENTION
FIELD OF INVENTION

[0002] The present invention relates generally to instruments for
biometric identification, and more particularly, to a multimodal ocular imaging
system used for biometric identification and methods for processing image data

captured by the multimodal ocular imaging system.

DESCRIPTION OF THE RELATED ART

[0003] Due to the unique character of each individual’s retina or iris,
various systems attempt to use either the retina or the iris for biometric
identification. Commercially available ocular imaging systems used for
biometric identification generally use a single biometric modality. These
imaging systems process images of the iris or the retina from only one of two
eyes of a subject. None of these conventional systems processes images of
both the iris and the retina in combination. Moreover, these systems do not
process images from the iris and/or the retina from both eyes.

[0004] Conventional single-eye iris imaging systems suffer from several
disadvantages. In particular, such systems may suffer from frequent failure to
acquire an image, i.e. a high fail-to-acquire (FTA). The effectiveness of these
iris imaging systems is often limited by occlusions caused by eyelids and
eyelashes, lighting issues (controlled or uncontrolled), focus problems, pupil
size variation (between different persons or with the same person), non-linear
iris fiber distortion caused by expansion or contraction of the pupil, and

rotation and skew of the head or eye. Such systems are also susceptible to
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spoofing. Moreover, auto focus functions of conventional iris-only systems are
affected by scratches in eyeglasses or the reflections from eyeglasses. In fact,
ANSI standards require enrollment to be without eyeglasses. Additionally,
contact lenses can cause iris outer boundary segmentation problems.
Moreover, colored contact lenses can result in spoofing.

[0005] Conventional single-eye retina imaging systems also have several
disadvantages. For instance, problems with such retina imaging systems occur
when visible light used for illumination blinds or distracts the user, when the
user is not properly aligned with the image capture device, or when poor areas
of the retina are chosen for imaging. Moreover, conventional retina-only
systems are also negatively affected by focus problems as well as rotation and
skew of the head or eye.

[0006] In addition, as a further disadvantage, the conventional imaging
systems above process captured image data according to exhaustive edge
detection, computationally expensive circle finding techniques, and other
algorithms that are less appropriate for real time use and use on conventional
processing devices.

[0007] While the iris systems described previously only process an iris
image from only one of two eyes, there are other existing devices that acquire
iris images from both eyes. However, such systems suffer from significant
disadvantages. For example, these existing devices require a subject to walk up
to a substantially stationary and device and look at a half mirror to position his
eyes properly for image capture. Disadvantageously, this approach requires the
subject to position himself so that his eyes are at the “right” height for image
capture, or alternatively, the acquisition device must repositioned to

accommodate the height of the subject, which may vary from 4 feet to 7 feet.
SUMMARY OF THE INVENTION

[0008] Considering the disadvantages of the single modal systems
described previously, a need has been identified for a multimodal ocular

biometric system that addresses these disadvantages by capturing and



WO 2008/091401 -3- PCT/US2007/078062

combining biometric information from more than one modality. In particular,
embodiments of the present invention provide a multimodal ocular biometric
system that captures and processes images of both the iris and the retina, from
which data can be determined for biometric identification.

[0009] Further embodiments provide a multimodal ocular system that
captures and processes images of the iris and/or the retina from both eyes of a
subject. For example, one embodiment may provide a dual-iris multimodal
ocular system that processes images of the iris from both eyes of a subject. In
contrast to some devices described previously, embodiments of the present
invention may have a size and shape that is convenient for operation of the
embodiments. Particular embodiments may have binocular-like shape that
permits a user, regardless of height, to bring the device to the user’s face and
correctly correct position the user’s eyes for image capture.

[0010] Embodiments of the present invention employ algorithms to
control the capture of biometric information from more than one modality and
to process the captured images. For example, the dual-iris embodiments
described immediately above may employ digital processing algorithms to
process and evaluate iris image data. Such digital algorithms may include a
pupil segmentation algorithm for determining a pupil image in the captured
image, an iris segmentation algorithm for determining an iris image in the
captured image, an eyelid/eyelash segmentation algorithm for determining an
eyelid/eyelash image in the captured image, and an algorithm for measuring the
focus on the iris. Some embodiments employ an auto-capture process which
employs such algorithms, in part, to evaluate captured images and obtain the
best possible images for biometric identification. The digital algorithms may
be implemented on a processing device, which executes programmed
instructions corresponding to the digital algorithms.

[0011] In one embodiment, pupil segmentation and iris segmentation are
achieved through a sparse point method (SPM) algorithm. In another
embodiment, the eyelid/eyelash segmentation employs iris intensity modeling

from regions free of eyelid/eyelash occlusion as a basis for determining
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whether other regions of an eye image correspond to eyelid/eyelash occlusion.
In yet another embodiment, the eyelid/eyelash segmentation algorithm employs
iris texture analysis using a bank of log-Gabor filters to generate a texture
representation based on the phase congruency feature-space. In a further
embodiment, an algorithm for measuring the focus on the iris employs a
gradient technique across the iris/pupil boundary. In yet a further embodiment,
an iris focus measurement employs the lighting reflection from image capture.

[0012] Still other aspects, features, and advantages of the present
invention are readily apparent from the following detailed description, by
illustrating a number of exemplary embodiments and implementations,
including the best mode contemplated for carrying out the present invention.
The present invention is also capable of other and different embodiments, and
its several details can be modified in various respects, all without departing
from the spirit and scope of the present invention. Accordingly, the drawings
and descriptions are to be regarded as illustrative in nature, and not as

restrictive.

BRIEF DESCRIPTION OF THE FIGURES

[0013] FIG. 1 illustrates an embodiment of the present invention with a
quadruple-sensor, two-eye simultaneous configuration.

[0014] FIG. 2A illustrates a retina auto-focus technique employed by an
embodiment of the present invention.

[0015] FIG. 2B illustrates another retina auto-focus technique employed
by an embodiment of the present invention.

[0016] FIG. 2C illustrates yet another retina auto-focus technique
employed by an embodiment of the present invention.

[0017] FIG. 3 illustrates an embodiment of the present invention with a
dual-sensor, two-eye flippable configuration.

[0018] FIG. 4 illustrates an embodiment of the present invention with a

triple-sensor, two-eye sequential configuration.
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[0019] FIG. 5 illustrates an embodiment of the present invention with a
single-sensor, two-eye sequential configuration.
[0020] FIG. 6A illustrates an external view of an embodiment of the

present invention that captures iris images from both eyes.

[0021] FIG. 6B illustrates another external view of the embodiment of
FIG. 6A.

[0022] FIG. 6C illustrates the use of corrective eyewear with the
embodiment of FIG. 6A.

[0023] FIG. 6D illustrates an internal view of the embodiment of FIG.
6A.

[0024] FIG. 7 illustrates an exemplary fixation scheme as seen by the
user.

[0025] FIG. 8A illustrates another exemplary fixation scheme, as seen by

the user when the user is misaligned along the X-, Y-, and Z-axes.

[0026] FIG. 8B illustrates another exemplary fixation scheme, as seen by
the user, when the user is misaligned along the Z-axis.

[0027] FIG. 8C illustrates another exemplary fixation scheme, as seen by
the user when the user is aligned along the X-, Y-, and Z-axes.

[0028] FIG. 9 illustrates an exemplary scheme for entering a personal
identification number by pupil tracking.

[0029] FIG. 10 illustrates digital processing algorithms that may be
included in an embodiment of the present invention.

[0030] FIG. 11 illustrates an exemplary digital processing algorithm for
pupil segmentation and iris segmentation which may be employed by
embodiments of the present invention.

[0031] FIG. 12 illustrates aspects of applying the exemplary digital
processing algorithm of FIG. 11 to a captured eye image.

[0032] FIG. 13 illustrates further steps employed by the exemplary
digital processing algorithm of FIG. 11 corresponding to eyelid/eyelid

segmentation.
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[0033] FIG. 14 illustrates an exemplary digital processing algorithm for
eyelid/eyelash segmentation which may be employed by embodiments of the
present invention.

[0034] FIG. 15A illustrates an annular iris region calculated for captured
eye image, which is processed by the exemplary digital processing algorithm of
FIG. 14.

[0035] FIG. 15B illustrates a rectangular image which results from
unwrapping the annular iris region of FIG. 15A according to the exemplary
digital processing algorithm of FIG. 14.

[0036] FIG. 15C illustrates exemplary results of coarse, or fast, detection
to determine a coverage measure corresponding to eyelid/eyelash occlusion, as
determined by the exemplary digital processing algorithm of FIG. 14.

[0037] FIG. 15D illustrates exemplary results of pixel-wise mask
generation to determine a coverage measure corresponding to eyelid/eyelash
occlusion, as determined by the exemplary digital processing algorithm of FIG.
14.

[0038] FIG. 16 illustrates an example of the absolute difference in
percentage coverage measure between ground truth and fast, or coarse,
detection (marked as “Fast Detect”) and between ground truth and pixel-wise
mask generation (marked as “Mask™).

[0039] FIG. 17 illustrates another exemplary digital processing
algorithm for eyelid/eyelash segmentation which may be employed by
embodiments of the present invention.

[0040] FIG. 18 illustrates further steps employed by the exemplary
digital processing algorithm of FIG. 17.

[0041] FIG. 19A illustrates an unwrapped iris images for application of
an exemplary digital processing algorithm for eyelid/eyelash segmentation.
[0042] FIG. 19B illustrates the mask corresponding to the unwrapped
iris image of 19A after application of an exemplary digital processing

algorithm for eyelid/eyelash segmentation.
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[0043] FIG. 19C illustrates an unwrapped iris images for application of
an exemplary digital processing algorithm for eyelid/eyelash segmentation.
[0044] FIG. 19D illustrates the mask corresponding to the unwrapped
iris image of 19C after application of an exemplary digital processing
algorithm for eyelid/eyelash segmentation.

[0045] FIG. 19E illustrates an unwrapped iris images for application of
an exemplary digital processing algorithm for eyelid/eyelash segmentation.
[0046] FIG. 19F illustrates the mask corresponding to the unwrapped iris
image of 19E after application of an exemplary digital processing algorithm for
eyelid/eyelash segmentation.

[0047] FIG. 19G illustrates an unwrapped iris images for application of
an exemplary digital processing algorithm for eyelid/eyelash segmentation.
[0048] FIG. 19H illustrates the mask corresponding to the unwrapped
iris image of 19G after application of an exemplary digital processing
algorithm for eyelid/eyelash segmentation.

[0049] FIG. 20A illustrates an exemplary digital processing algorithm
for iris focus measurement, which employs a gradient technique across the
iris/pupil boundary.

[0050] FIG. 20B illustrates another exemplary digital processing
algorithm for iris focus measurement, which employs a gradient technique
across the iris/pupil boundary.

[0051] FIG. 21 illustrates an exemplary approach for capturing an iris
image, which may be employed by embodiments of the present invention.
[0052] FIG. 22 illustrates further aspects of the exemplary approach of

FIG. 21 for capturing an iris image.
DETAILED DESCRIPTION

[0053] Embodiments of the present invention provide a multimodal
ocular biometric system that captures and processes images of both the iris and
the retina, from which data can be determined for biometric identification.

Further embodiments provide a multimodal ocular system that captures and
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processes images of the iris and/or the retina from both eyes of a subject.
Biometrics based on data provided by these embodiments are more accurate
and robust than using biometrics that include data from only the iris or only the
retina from a single eye.

[0054] Advantageously, the iris and retina present biometric features that
are both independent and strongly coupled. They are independent in that they
are extracted from different biological structures. On the other hand, the iris
and retina biometric features are strongly coupled because there is a fixed
geometric relationship between the iris and the retina. Specifically, the
position and orientation of the eye is reflected simultaneously in both the iris
and the retina. Further, the biometric features of the iris and the retina are on
the same scale. The strong coupling between the biometric features of the iris
and the retina not only facilitates the simultaneous capture of these biometric
features, but allows these features to be cross-referenced or combined in a
common feature space that preserves the geometric relationship between the
iris and retina. In addition, the use of an iris system complements the use of a
retina system. For instance, small pupils are generally an advantage for iris
systems while large pupils are generally an advantage for retina systems.

[0055] Accordingly, embodiments of the present invention employ
various configurations of at least one imaging system that captures iris images
and retina images. For example, FIG. 1 illustrates a two-eye simultaneous
iris/retina combination system, which employs two iris imaging systems that
respectively capture iris images of the right and left eyes, and two retinal
imaging systems that respectively capture the images of the right and left
retina, all simultaneously, or at least substantially simultaneously. Information
from the imaging systems is used to accomplish retinal pattern recognition, iris
pattern recognition, and biometric fusion. Moreover, the information from the
individual imaging systems are used in combination to establish a host of
attributes including, but not limited to, positioning, tracking, focus, and
interpupillary distance. In addition, the multimodal ocular biometric system is

especially well suited for image capture of both eyes when the user is not
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wearing corrective eyewear. Although many of the features of the present
invention may be described with respect to the two-eye simultaneous iris/retina
combination system shown in FIG. 1, other configurations, as described further
below, can implement these features in order to combine iris and retina images
for biometric identification.

[0056] Advantageously, embodiments of the present invention may have
a size and shape that is convenient for operation of the embodiments. As
described further below, embodiments may have binocular-like shape that
permits a user, regardless of height, to bring the device to the user’s face and
correctly correct position the user’s eyes for image capture.

[0057] Referring to FIG. 1, the multimodal ocular biometric system 10
includes an optical system which is symmetric for both the left eye 2 and the
right eye 4. The multimodal ocular biometric system 10 includes two camera
sensors 110 to capture respective images of the iris in the right and left eyes.
The system 10 also has two camera sensors 210 to capture respective images of
the retina in the right and left eyes. As such, an iris imaging system 100 and a
retina imaging system 200 are provided for each eye. Therefore, iris and retina
images can be captured simultaneously, or at least substantially simultaneously.
Preferably, the iris imaging systems 100 and the retina imaging system 200 are
housed in a single image capture device 12, as depicted in FIG. 1.

[0058] The biometric information collected from the system 10 includes
iris patterns and retina patterns, from which biometric data can be extracted.
Liveness detection, which detects whether the biometric information comes
from a living source, may also be achieved with the system 10. U.S. Patent
Application Serial No. 11/258,749, filed on October 26, 2005, describes a
Method and System for Detecting Biometric Liveness, and is entirely
incorporated herein by reference.

[0059] Furthermore, as described in more detail below, by capturing
images of both irises simultaneously, the system 10 is able to provide
biometrics, such as interpupillary distance and limbus diameter for both the

right and left eyes. Advantageously, measurements of the interpupillary
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distance and limbus diameter can be used to improve database searching during
biometric identification, because they allow reference data to be binned and
narrowed to a relevant subset of data before a search is conducted for matches
based on iris codes or retinal codes. In this way, a comprehensive search of all
reference data for biometric matching is not required. For instance, limbus
diameters for the general population have a range of about 9.5 mm to 13.5 mm.
Thus, if the system 10 measures a limbus diameter to be 10.5 mm, a subset of
reference data covering individuals with limbus diameters in a range of 10.25-
10.75 mm, rather than the entire database, may be searched. Compared to
conducting a comprehensive search, the time to obtain a match with the
reference data may improve by up to 8 times when narrowing the data down
according to ranges of limbus diameter in this manner. @ Moreover,
interpupillary distances for the general population have a range of + 10 mm.
Obtaining a + 1 mm resolution would thus improve search times by up to a
factor of 10. As a result, narrowing the search data according to limbus
diameter and the interpupillary distance may improve search times by 80 (8 x
10), which may be significant for very large databases. Also, throughput can be
enhanced by system memory caching based on bins for mid-sized databases in
multi-machine systems. Considering N interpupillary distance bins, if N
machines with N local system memories each have enough system memory to
hold the entire bin for an interpupillary distance in the database, then database
access is less likely to become a system bottleneck.

[0060] To capture the iris and retina images, the multimodal ocular
biometric system 10 employs both iris illumination adapted to emit photons to
the iris of an eye and retina illumination adapted to emit photons to the retina
of the eye. In particular, the embodiment shown in FIG. 1 employs LEDs
(light emitting diodes) 120 and 220 to produce iris illumination and retina
illumination, respectively. FIG. 1 also shows that the iris and retina
illumination uses separate LED’s. Correspondingly, the camera sensors 110
are configured to capture iris images when the right and left irises reflect the

emitted light from the illumination source 120, and the camera sensors 210 are
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configured to capture retina images when the right and left retinas reflect the
emitted light from the illumination source 220.

[0061] Alternatively, other embodiments of the present invention may
employ laser diodes rather than LEDs. In these alternative embodiments, the
system can perform laser Doppler imaging using an addressable CMOS
detector on specific regions of interest. Advantageously, this approach permits
retinal liveness testing as well as retina vessel determination and contrast
enhancement.

[0062] As depicted in FIG. 1, a controller 15 is operably connected to
the iris illumination and the retina illumination, such as LED’s 120 and 220.
The controller 15 manages the manner in which the iris illumination and the
retina illumination emits photons to the irises or the retinas, respectively. As is
known, the controller 15 may be a programmable processing device that
executes software, or stored instructions. For example, the controller 15 may
employ an external conventional computer networked with the image capture
device 12. Alternatively, a field programmable gate array (FPGA) or digital
signal processor (DSP) may be employed on board the image capture device
12. In general, the systems described herein may employ a controller, as well
as other processors, that are either internal or external to the image capture
devices, which house the illumination and sensor systems.

[0063] The wavelengths for illumination of the iris and retina may be in
the near infrared (NIR) (700 nm to 1000 nm). Special filters or coated optics
may be used in the optical train to select specific wavelengths to satisfy the 700
nm to 900 nm wavelength requirements for the ANSI specification for Iris
Image Interchange Format (ANSI INCITS 379-2004), but still allow a visible
color image.

[0064] Accordingly, in the exemplary embodiment illustrated in FIG, 1,
the iris illumination system of the present invention may operate to illuminate
just the inner orbit of the eye. Preferably, the area of interest outside the field
of view (FOV) of the iris camera 110 is not over-illuminated, as illumination

outside the FOV can cause reflections off the cheek, forehead, or nose creating
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non-uniform illumination of the iris. This is especially the case for people who
wear makeup containing TiO,. Moreover, illuminating the area outside the
FOV of the camera is a waste of light and energy. Two arrays of LEDs 120 at
a wavelength of 850 nm, for example, are masked and focused on the iris and
sclera in order to create this uniform illumination. The illumination occurs at
an angle of approximately +15 degrees measured from the line of sight of the
user in order to minimize retro-reflection off the retina with the associated
bright pupil corresponding to the iris image. The pupil must remain dark for
image analysis and to meet ANSI INCITS specification.

[0065] Light reflecting off the iris passes through a broadband
antireflection coated optical window 330 and is imaged back through the
imaging system, through a dichroic beamsplitter 130. The light then passes
through a plastic or glass longpass filter 180 with a cutoff wavelength of 780
nm, for example. The longpass filter 180 prevents ambient visible light from
entering the imaging system and creating noise in the image. The light is then
focused with the iris imaging lens 190 to the image sensor 110. In a particular
embodiment, the sensor 110 is a CMOS (complementary metal-oxide
semiconductor) detector with high sensitivity to NIR illumination. The CMOS
detector may have square pixels, a wide angle format, and a global shutter.
[0066] In general, the iris imaging system may have a refractive lens (a
single or a series of lenses) 190 which images the iris to a CMOS image sensor
110 or, alternatively, a CCD (charge-coupled device) sensor 110. The image
capture device 12 may also employ reflective or a combination of refractive
and reflection optics. The imaging sensor 110 may also have a global shutter
or a rolling shutter.

[0067] As illustrated in FIGS. 10-22, embodiments of the present
invention may employ an iris imaging system that uses digital processing
algorithms 1010 to process and evaluate iris image data, which is captured, for
example, by the camera sensor 110 in the multimodal ocular biometric system
10. As shown in FIG. 10, the digital algorithms 1010 may include a pupil

segmentation algorithm 1011 for determining a pupil image in the captured
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image, an iris segmentation algorithm 1012 for determining an iris image in the
captured image, an eyelid/eyelash segmentation algorithm 1013 for
determining an eyelid/eyelash image in the captured image, and an algorithm
1014 for measuring the focus on the iris. The digital algorithms 1010 may be
implemented on a processing device, which executes programmed instructions
corresponding to the digital algorithms 1010. For example, the controller 15,
as shown in FIG. 1, may be responsible for executing instructions associated
with the digital processing algorithms 1010.  Alternatively, a separate
processing device may be employed to execute the digital processing
algorithms 1010, but a data communications link with the controller 15 may be
required to enable the controller 15 to use data calculated by the digital
processing algorithms 1010 as described further below.

[0068] FIG. 11 illustrates a digital processing algorithm known as sparse
point method (SPM), which embodiments of the present invention may employ
to segment a pupil image and an iris image from a captured eye image. FIG. 12
illustrates aspects of implementing SPM to a captured eye image 1001. As
shown in FIG. 12, SPM models the iris image 1002 in a captured eye image
1001 as an annular region 1154 with an inner boundary 1137 and an outer
boundary 1153. The inner boundary 1137 is defined by a darker pupil region
1003, while the outer boundary is defined by a lighter sclera region 1004. The
inner boundary 1137 of the iris image corresponds with the pupil boundary, so
segmentation of the pupil image 1003 is also a part of segmenting the iris
image 1002.

[0069] In particular, SPM identifies sparse edge points in the captured
eye image 1001 and determines how these sparse edge points relate to the inner
boundary 1137 and the outer boundary 1153 of an iris image. In an intensity
profile of the iris image 1002, both the inner boundary 1137 and the outer iris
boundary 1153 may be characterized by a light-to-dark image intensity
transition, i.e. edge, on one side and a dark-to-light image intensity transition
on the other side. Accordingly, the sparse edge point detection uses image

intensity profiles along a specified search direction in specially configured



WO 2008/091401 - 14 - PCT/US2007/078062

search windows. Peaks in the resulting gradient profile are then analyzed. If a
determined peak is found to satisfy a confidence threshold, then according to
the algorithm, an edge of a feature of interest has been detected. This
technique of edge detection is sometimes referred to as a caliper. For given
thresholds, the number of edges produced by each window depends on the
content of the image in that particular window region. For example, when a
caliper crosses a pupil, the results include the pupil edges. FIG. 12 shows a
series of rectangular search windows 1104 that may be applied to an eye image
1001 as caliper test regions.

[0070] When sparse edge points corresponding with the iris image 1001
are identified, an ellipse fit method may be applied to the points to derive both
the inner boundary, or pupil boundary, 1137 and the outer iris boundary 1153
for the iris annular region 1154. Of course, a circle may also be used to model
the iris boundaries 1137 and 1153 using this technique, as a circle is merely an
ellipse with identical semi-axes. Alternatively, because actual boundaries
found are usually not a perfect circle or a perfect ellipse, a more general model
template of the boundary, such as arc segments, may be employed to fit to the
points found on the boundaries. Thus, although embodiments described herein
may describe the use of an ellipse model, or more particularly a circle model, it
is understood that that a more general template model may be used in place of
the described models.

[0071] It is understood that pupil and iris radii may vary significantly
from person-to-person, as well as image-to-image. Moreover, in addition to the
fact that iris boundaries do not form perfect ellipses or circles, it is understood
that iris locations may vary from image-to-image. However, this algorithm
described herein is sufficiently robust and accurate to accommodate such
variations.

[0072] Advantageously, the use of SPM is significantly faster than
techniques that require exhaustive edge detection and computationally

expensive circle finding techniques. As such, SPM provides a highly accurate



WO 2008/091401 -15 - PCT/US2007/078062

real-time pupil and iris segmentation algorithm, which may be conveniently
implemented, for example, on a conventional personal computer.

[0073] As illustrated in FIG. 11, in an initial step 1101, the digitally
captured eye image 1001 made of pixels is received. Applying SPM, step 1103
identifies sparse edge points 1105 from caliper regions 1104 across the entire
image 1001, as shown in FIG. 12, including sparse edge points corresponding
to a pupil image 1003. From the sparse edge points 1105, step 1107 determines
regions of interest (ROI), or segments, 1109 that are defined by a light-to-dark
edge on the left and a dark-to-light edge on the right. The data for segments
1109 include center points 1110 for each of the segments 1109. FIG. 12
illustrates sparse edge points 1105 on the left and right sides of the pupil, as
well as center points 1110 for the segments 1109.

[0074] In step 1111, the segments 1109 from step 1107 are grouped into
clusters 1113 according to the position of their computed centers 1110 and a
predetermined tolerance on positional variance 1112.  Accordingly, each
cluster 1113 represents an image feature that is symmetric with respect to a
vertical line. Step 1111 produces any number of clusters 1113. Thus, step
1115 selects the clusters 1117, also known as coherent clusters, which
correspond to a circular or circular-like feature. There may also be any number
of these coherent clusters 1117. Therefore, in step 1119, the coherent clusters
1117 are weighted with scores based on how closely they meet criteria 1120
that distinguish the near-circular shape of the pupil from other circular or
circular-like features in the image, such as the outer iris boundary. The scoring
of step 1119 may account for a number of factors, such as intensities around
edge points, the number of segments in a cluster, the average segment length,
proximity of segment centers to image centers, or the like. Accordingly, step
1123 sorts the scored coherent clusters 1121 from step 1119. Starting from the
top of the list 1125 of sorted coherent clusters, step 1127 then fits a circle to
points that form the segments 1109 in each coherent cluster 1121. Step 1127
produces an initial boundary 1129 for the pupil image 1003.
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[0075] Step 1131 searches along the initial pupil boundary 1129 to
generate a larger number of new more accurately positioned sparse edge points
1133 corresponding to the pupil. The higher accuracy in step 1131 may be
achieved by positioning rectangular search windows perpendicular to the initial
pupil boundary. In step 1135, a circle is fitted to the new set of sparse edge
points 1135 to generate a refined boundary 1137 for the pupil image 1003. The
pupil boundary 1137 provides a basis for determining a position for the center
1138 of the pupil image 1003. Accordingly, the algorithm determines data for
the pupil image 1003.

[0076] As described previously, the pupil boundary 1137 also
corresponds with the inner boundary of the iris image 1002. With the inner
boundary 1137 of the iris image 1002 now determined, FIG. 11 further
illustrates step 1139 which searches for two edge points 1141 which estimate
the outer boundary of the iris image 1002. This outer boundary is quasi-
concentric with the iris inner boundary 1137. Step 1139 searches for a light-to-
dark edge to the left of the pupil image 1003 and for the dark-to-light edge to
the right of the pupil image 1003 by using a modified normalized correlation.
The iris outer edges are somewhat symmetric with respect to the center 1138 of
the pupil image 1003. Search windows 1140 employed by step 1139 may be
long and narrow with longitudinal axes which originate from the pupil center
and are angled downward from the horizontal by a predefined angle, e.g. 15 to
20 degrees, to avoid interference with other features, such as eyelashes, near
the top of the eye image 1001. FIG. 12 illustrates two angular rectangular
search windows 1140 for edge detection using modified normalized
correlation.

[0077] Using two edge points 1141 found in step 1139 and the pupil
center 1138, step 1143 determines a circle corresponding to an initial outer
boundary 1145 of the iris image 1002 with a center which coincides with that
of the pupil image 1003. Similar to steps 1131 and 1135 which refine the
initial pupil image boundary 1129, steps 1147 and 1151 refine the initial outer

iris boundary 1145. In particular, step 1147 generates a larger number of new
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sparse edge points 1149 by searching along the initial outer iris boundary 1145,
and step 1151 fits a circle to the new set of sparse edge points 1149 to obtain a
refined outer iris boundary 1153. Accordingly, an annular region 1154 in the
eye image representing the iris image is defined by the refined outer pupil
boundary, or inner iris boundary, 1137 and the refined outer iris boundary
1153.

[0078] The accuracy of the iris segmentation technique just described
may be enhanced by intermediate verification steps. For example, the
technique may check for the presence of an iris image surrounding a candidate
pupil cluster before accepting the candidate pupil cluster as the pupil image.
[0079] As discussed previously, the digital processing algorithms 1010
may also include an eyelash/eyelid segmentation algorithm 1013. As an
example, FIG. 11 further illustrates step 1155 which computes the magnitude
of occlusion 1156H of the iris image from a Cartesian image. In other words,
step 1155 determines how much of the iris image 1002 is represented in the
calculated annular region 1154 between the calculated inner iris boundary 1137
and outer iris boundary 1153. FIG. 13 illustrates the step 1155 in further detail.
Step 1155A analyzes the image intensity distribution in two relatively small
areas in the annular region 1154 and slightly below the pupil. In general, these
areas are least affected by extraneous occluding features, such as eyelids, so the
image intensity distribution in these small areas typically represent an image
intensity corresponding to the iris. Therefore, iris intensity thresholds 1156A
may be derived from the image intensity distribution in these small areas. Step
1155B applies the derived intensity thresholds 1156A to detect “out-of-range”
pixels 1156B to find areas of occlusion, generally above and below the pupil.
Step 1155C then employs narrow search windows to the left and to the right of
the calculated annular region 1154 to detect edge points 1156C representing
eyelids and/or eyelashes. Step 1155D filters out outliers and reduces the sets of
edge points to edge points 1156D that correspond to the imaginary boundaries
for the occluded regions in the eye image 1001. In step 1155E, the boundary

edge points 1156C, as well as intensity points, are divided into classes
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corresponding to the upper eyelid and the lower eyelid. Step 1155F then fits
second order polynomials to the two classes, or groups, 1156D corresponding
to the upper eyelid and the lower eyelid. Step 1155G then finds intersections
1156G between the polynomial fits 1156F with inner iris boundary 1137 and
outer iris boundary 1153. Finally, the area 1156H of the occluded regions of
the iris image is computed in step 1155H by integrating pixels between the
corresponding curves defined by the polynomial fits 1156E, inner iris boundary
1137, and outer iris boundary 1153.

[0080] For eyelid/eyelash segmentation, some embodiments may employ
a two-stage technique that first applies coarse detection in a first stage and a
fine-scale mask generation in a second stage. Coarse detection provides a fast
technique which can be employed real-time to measure roughly how much the
upper and lower eyelids and eyelashes cover the iris in the captured eye image.
In particular, coarse detection is able to provide fast and efficient results by
only testing the areas in the image that are most susceptible to eyelid/eyelash
occlusion. As such, the first stage may advantageously be employed at the
time of image capture to reject quickly the images with low iris image quality
resulting from heavy eyelid/eyelash occlusion. Indeed, the software approach
of embodiments of the present invention attempts to capture the best possible
images of the subject so biometric identification can be performed with more
precision.

[0081] On the other hand, the second stage is a slower but more accurate
technique employing pixel-wise mask generation. In pixel-wise mask
generation, every pixel in an unwrapped image is tested, or measured, to
determine whether the pixel is a part of the iris image or whether it is noise
associated with an eyelid or eyelash image. Accurate pixel-wise mask
generation may be applied more appropriately at the time of matching. In some
embodiments, the first stage may apply the same technique as the second stage,
but in a faster, more selective manner. As such, FIG. 14 illustrates a further
embodiment of a digital processing algorithm 1013 which may be employed

for two-stage eyelid/eyelash segmentation.
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[0082] As shown in FIG. 14, the exemplary embodiment first computes
a set of training histograms from an unwrapped image from regions empirically
believed to be free of occlusion. Test histograms are then be computed from
neighborhoods of all pixels and tested for dissimilarity in relation to the
training set histograms. Thus, this embodiment employs iris intensity modeling
from regions free of eyelid/eyelash occlusion as a basis for determining
whether other regions of the eye image 1001 correspond to eyelid/eyelash
occlusion.

[0083] Referring to FIG. 14, data regarding iris segmentation, for
example annular region 1154 as determined by SPM, are initially received in
step 1201. In step 1203, the annular iris region 1154 is unwrapped into a
rectangular image 1205 of fixed size, e.g. 512 x 64, using a polar unwrapping
technique. FIG. 15A illustrates the annular iris region 1154 calculated for
captured eye image 1001, while FIG. 15B illustrates the rectangular image
1205 which results from step 1203.

[0084] Step 1207 then determines training set histograms 1209 in the
unwrapped image for regions that are empirically and anatomically observed to
be free of eyelid/eyelash occlusion. For example, in one particular
embodiment, 8 training set histograms with 32 bins per histogram may be
computed from non-overlapping rectangular regions from the unwrapped
image around 90° (W/4) and 270° (3*W/4) locations. The rectangular area of
width 40 pixels and height 8 rows in the lower eyelid region on either sides of
the upper eyelid region is combined to generate each of the 8 training set
histograms. The choice of parameters ensures sufficient image data points per
histogram. The raw training set histograms are then normalized to convert
them into probability distributions.

[0085] Once the training histograms 1209 have been computed in step
1207, a set of test points 1213 within the eye image 1001 may be selected in
step 1211 to form the basis for defining test regions 1217 in step 1215. For
instance, step 1215 may define the test regions 1217 as widths of pixels

centered at the test points 1213 at each row of the unwrapped image 1205.
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The algorithm determines whether these test regions 1217 are part of an
eyelid/eyelash occlusion. In particular, in step 1219, a test histogram 1221 is
computed for each test region 1217. The normalized test histogram 1221 from
each test region 1217 is then compared in step 1223 against all the training set
histograms 1209, one by one. The comparison is based on histogram similarity
computed by histogram intersection score 1225 defined as:

B

Sj,k = Zmln(TSb] ’Trbk) »

b=1

where B represents the total number of bins in the binned histogram

representation (e.g., 32 bins in an exemplary embodiment), 7s’ corresponds to
the test histogram at j” test set level, Tr* corresponds to the k” training set

histogram. For example, if the training set 1209 contains 8 histograms of size 8
x 40 each, variable k goes up to 8; on the other hand, if the test histograms are
of size 1 x 40, the variable j goes up to 64. An overlap threshold 1226, e.g.
33% corresponding to a normalized score of 0.33, between normalized
histograms may be defined. Step 1227 determines if the similarity between a
particular test histogram 1221 and all the training set histograms 1209 is less
than the threshold 1226. If so, the test is declared to fail, indicating that the test
region 1217 belongs to an eyelid/eyelash occlusion.

[0086] It is duly noted that eyelid/eyelash segmentation in this
embodiment employs gray-level histograms merely as a tool for density
estimation of the iris/non-iris intensities in an unwrapped iris image. The
technique described above is does not depend on the use of histograms.
Indeed, more sophisticated density estimation approaches, especially Kernel
Density Estimation (KDE) may also be used. KDE is discussed in E. Parzon,
“On estimation of a probability density function and mode”, Annals of
Mathematical Statistics, 33:1065-1076, 1962, which is entirely incorporated
herein by reference. To compare histograms and KDE representation in an
example, one may consider the generation of a training set histogram. Let the
gray-scale pixel values corresponding to the region in unwrapped image under

analysis be {x, ..., X,}, n being the total number of pixels in the region. For a
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32-bit histogram, the range of a gray-level pixel value for 8-bit image is 0-255
inclusive. This range is divided into 32 cells of equal dimension, so every 8th
gray-scale value quantizes to a different bin. A histogram estimates the density

of underlying gray-scale values as:

N
an

j=1
where », represents the number of pixels in the region being currently analyzed
whose gray-scale intensities lie in the range of j” histogram cell, and »

represents the total number of histogram cells, 32, in our case. Also, note that

in. =n. Using KDE framework, the density estimation from the pixels of

J
Jj=1
same image region is computed using a kernel of bandwidth (spread or

smoothing parameter, /) as:

<>—zf{[ j]

In the above representation, Gaussian kernel of width / is used to derive a

smoothed representation of the underlying density. Using this approach, a
continuous and smoothed density estimate is derived which, in some cases,
might result in a better representation of the training/test regions as compared
to representation using histograms.

[0087] In some instances, the technique based only on gray-scale image
intensity might fail to give sufficient results, particularly for the eyelid region,
because dark eyelashes combined with bright eyelid may create a histogram
similar to that of iris texture pattern. Thus, as further illustrated by FIG. 14,
another level of testing in step 1231 may be employed by checking the edge
content in the particular test region 1217. For instance, if step 1227 determines
that the comparison score 1225 is not less than the overlap threshold 1226, step
1231 determines the number of edge pixels 1233 in the test region 1217. Edge
detection may be performed using Canny edge detector with lower threshold of
0, upper threshold of -1 and using a Gaussian window of sigma 1. If the

number of edge pixels 1233 in the test region 1217 exceeds a threshold 1234,



WO 2008/091401 -22 - PCT/US2007/078062

e.g. 10%, of the total pixels in the test region 1217, the test region 1217 is
marked as an eyelid occlusion.

[0088] As discussed previously, this eyelid/eyelash segmentation
technique may be employed for first stage coarse detection, which only tests
the areas in the image that are most susceptible to eyelid/eyelash occlusion. In
an example embodiment, once the training set histograms 1209 have been
determined in step 1207, the set of test points selected by step 1211 may
include two vertical columnar areas 1213 which lie at 180° (W/2) and 360° (W)
locations corresponding to upper and lower eyelids respectively. Moreover,
step 1215 may define the test regions 1217 as widths of 40 pixels centered at
the test points 1213 along the two vertical columnar areas, at each row of the
unwrapped image 1205. The algorithm determines whether these test regions
1217 are part of an eyelid/eyelash occlusion by computing a test histogram
1221 for each test region 1217 as described previously. FIG. 15C illustrates
exemplary results of coarse, or fast, detection to determine a coverage measure
corresponding to eyelid/eyelash occlusion.

[0089] In addition, the histogram test data and the edge detection data
produced by the algorithm of FIG. 14 complement each other and may be used
to determine a coverage measure for first stage coarse detection. In other
words, this embodiment provides the total number of points that pass the test of
belonging to the iris image 1002. The coverage measure at this fast detection

stage, C,, is then computed as:

where N, is the number of pixels belonging to unoccluded iris pattern and N,

denotes the total number of points tested. ANSI specifications for iris image
capture and interchange dictate that the minimum coverage measure (the ratio
of noise pixels to total iris pixels) is to be 0.7 on a scale of 0 (no iris texture
pixel) to 1 (no noisy pixels from eyelid or eyelash). As such, the first stage

coarse detection may reject the frames with a coverage measure falling below
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0.7. In this way, all subsequent stages of iris recognition work on frames pass
the ANSI specification of good iris images in terms of eyelid and eyelash noise.
[0090] As described previously, the eyelid/eyelash segmentation
technique of FIG. 14 may also be employed for second stage pixel-wise mask
generation. In an example embodiment, once the training set histograms 1209
have been determined in step 1207, the set of test points for step 1215 includes
every pixel in the unwrapped image. Step 1215 may define the test regions
1217 as areas of 8 x 80 centered at each pixel. The algorithm determines
whether these test regions 1217 are part of an eyelid/eyelash occlusion by
computing a test histogram 1221 for each test region 1217. If a test histogram
1221 for a test point 1217 has an intersection similarity, i.e. comparison score
1225, with any one of the training set histograms 1209 that is above the
threshold 1226, the pixel at the test point is marked as an iris texture pixel. To
adjust for the iris-like gray-scale histogram presented at the region of the
eyelid, the edge data from Canny edge detector is used as in the first stage. This
gives a binary mask with pixels corresponding to occlusion marked “1” and iris

texture pixels marked “0”. The coverage measure from the mask,C,, , is then

computed as:

N,

1

WxH’

M

where N,is the number of pixels belonging to un-occluded iris pattern, and

Wand H denote image width and height. Finally this binary mask is used in
iris code generation for only the occlusion-free pixels. This way, the effect of
noise due to eyelid and eyelash occlusion is avoided in the resulting iris code.
FIG. 15D illustrates exemplary results of pixel-wise mask generation.

[0091] Accordingly, the embodiment presented in FIG. 14 employs the
gray-scale intensities of iris and non-iris regions for eyelid/eyelash
segmentation. To demonstrate the effectiveness of the algorithm of FIG. 14,
FIG. 16 illustrates an example of the absolute difference in percentage

coverage measure between ground truth and fast, or coarse, detection (marked
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as “Fast Detect”) and between ground truth and pixel-wise mask generation
(marked as “Mask”).

[0092] An alternative embodiment for providing an accurate mask
generation process, illustrated in FIGS. 17 and 18, models the texture pattern of
the iris regions more explicitly to distinguish it from non-iris regions in the
unwrapped image. In particular, the texture modeling in this alternative
embodiment is performed using a bank of log-Gabor filters to generate a
texture representation based on the phase congruency feature-space. This
feature space analyzes the spectrum of the given image at various frequencies
to compute the alignment of phase at a feature location. For example, if there
is a step edge present in an image, then in the frequency spectrum of the image,
different phase components have a zero-crossing at the location of the edge
point. This observation motivates using congruence of a multitude of phase
components to represent dominant features in the image. The computation of
phase congruency using log-Gabor wavelet filter banks is discussed in Peter
Kovesi, “Invariant Measures of Feature Detection”, Ph.D. thesis, The
University of Western Australia, 1996, which is incorporated entirely herein by
reference.

[0093] Referring to FIG. 17, data regarding iris segmentation, for
example annular region 1154 as determined by SPM, is initially received in
step 2002. In step 2003, the annular iris region 1154 is unwrapped into a
rectangular image 2004 using a polar unwrapping technique. Using the polar
unwrapped image 2004, a phase-congruency map image 2006 is generated
using a bank of log-Gabor filters in step 2005. This bank consists of a set of
orientation and scale filters tuned to various frequencies in order to generate
sharper response at particular image feature points. Indeed, the image features
that help distinguish an iris pattern from non-iris patterns can occur at various
orientations and at various sizes. This method captures these features at
various orientations and various sizes and combines the results from all the

filters to generate iris texture pattern representation for use in image mask
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generation. The resulting phase congruency map image values range from 0 to
1 (as opposed to 0-255 for 8-bits gray-scale images).

[0094] As shown further in FIG. 17, the embodiment creates a weighted
texture-intensity image 2010 for dark areas and a weighted texture-intensity
image 2013 for light areas 2013 via process 2007 and process 2014,
respectively. The phase congruency image 2006 and iris intensity image in the
polar unwrapped image 2004 are used to generate the images 2010 and 2013.
Weighted texture-intensity image for dark areas, 2010, is generated in step

2008 as:
I(W)J

I‘(x,y)=P(x,v)+@°| 1 -—=2
(x,y)=P(xy) ( 555

where 7¢(x,y) represents a pixel at x,y location in the texture-intensity weighted
image 2010 for dark areas, P(x,y) represents pixel at the same location in the

phase congruency image 2006, @ represents dark areas weight factor 2009 (an

exemplary value is 0.625), and 1(x,y) represents a pixel at same location in iris

intensity image. The weighted texture-intensity image for light areas, 2013 is

generated in step 2011 as:

I'(x,y)=P(x,y)+ @' (%J
where @' represents a weight factor 2012 for light areas (an exemplary value is
0.5).

[0095] From the weighted texture-intensity images 2010 and 2013, the
process 2015 generates an initial mask image 2024. Similar to the embodiment
of FIG. 14, step 2017 generates a training set vector from designated areas,
deemed free of eyelid/eyelash segmentation. In addition, processing in step
2017 may be limited to weighted texture-intensity values that correspond to
pixels having original image intensities within a valid intensity range 2016. In
step 2018, the training vector is sorted on texture-intensity values. Dynamic
upper and lower thresholds 2021 for hysteresis filtering are the generated from

the sorted vector 2019 and fixed upper and lower thresholds 2020 (e.g., 97%
and 93%). Step 2022 employs the resulting upper and lower thresholds
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computed in step 2021 to apply a hysteresis filter. The hysteresis filtering
results from dark and light areas are then combined in step 2023 to generate a
combined initial mask 2024.

[0096] In particular, the process 2015 generates an unwrapped binary
image mask 2024, in which every pixel is marked “1” for occlusion and “0” for
iris pixel. The binary image 2024, however, may contain undesirable levels of
eyelid/eyelash regions that are marked erroneously as iris regions, or vice
versa. In one case, the binary mask image 2024 may contain holes
corresponding to imperfect occlusion marking. This phenomenon may result
from the fact that the iris texture pattern is combined with gray-scale intensity
at every pixel to generate a fused representation of the pixel. Thus, at some
eyelid/eyelash pixel locations, the local structure might resemble that of the
combined iris texture and intensity representation. In the opposite case, the
unwrapped mask image 2024 may contain small regions inside the iris region
that are improperly marked as eyelid/eyelash occlusions. This phenomenon
occurs when a large population of human irises is involved and certain local
structures arise which do not represent a pattern typical of most of the irises.
[0097] As illustrated further in FIG. 17, the embodiment presented
herein may correct for such imperfections in the mask image 2024 by
employing process 2025 which involves connected components labeling.
Alternatively, the process 2025 may employ the histogram technique described
previously with reference to the embodiment of FIG. 14. Referring to FIG. 17,
the steps 2027 and 2031 isolate the upper eyelid region 2028 and lower eyelid
region 2032, respectively. The half-images having a size of (W/2) x H are
processed separately in steps 2029 and 2033 using the process 2037 illustrated
in FIG. 18. If, for example, the annular iris image 1154 is unwrapped into
512x64 pixels, the rectangular non-overlapping regions representing the two
independent halves of size 256x64 are processed separately. The upper eyelid
mask 2030 and the lower eyelid mask 2034 are then combined together in step
2035 to generate a final mask image 2036.
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[0098] The half-image processing shown in FIG. 18 first receives a half
region, i.e. the upper eyelid region 2028 and lower eyelid region 2032, in step
2038. Step 2039 then performs connected components labeling on half-image
binary mask received in step 2038. In particular, step 2039 generates a set of
regions (groups of pixels) that are marked as “1”, i.e. occlusions, and that share
spatial boundaries based on 8-connected neighborhood. As such, step 2039
produces a connected components labeled image 2040. Step 2041 then
computes the probability that each connected region is an eyelid component.
This computation is based on the fact that the eyelid region presents the pattern
of a large area component with a high value for its maximum y-coordinate. As
such, the eyelid component may be inferred as the solution to the following

equation:

Yi Ai
C. = [ LR Ry S —
” argimax I IB(W'HJ
2
where « and B denote weights for y-coordinate and area components, v and

A" represent the maximum y-coordinate and area of the i” connected
component, and W and H represents the width and height of unwrapped image
respectively. Thus, step 2041 generates the best eyelid candidate 2042. As a
result of the iris unwrapping, the eyelid component is constrained to have a
maximum y-component close to the unwrapped image height within a tolerance

A, of the unwrapped image height. If this final condition does not hold, the

best eyelid candidate 2042 from step 2041 is invalidated in step 2043. In
particular, step 2043 generates a flag 2044 that indicates the presence or
absence of the eyelid component.

[0099] As FIG. 18 also shows, the process 2037 cleans up regions inside
the iris pattern which are marked as occlusions. For example, the connected
components that are either too small or too far from the eyelid connected
component are marked as iris regions. Initially if step 2048 determines that the
eyelid is not present according to the flag 2044, all pixels corresponding to the

connected components are rejected from the occlusion mask and marked as iris
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pixels. Indeed, if the largest form of occlusion, an eyelid, is not present then
the chance for the presence of other occlusion significantly reduces. If an
eyelid is present according to flag 2044, the occlusion mask pixels are not
changed at step 2048. In this case, step 2046 then computes the Hausdorff
distance between each connected component set from the eyelid connected
component set. The resulting Hausdorff distance 2049 for the current
connected component is then employed to determine if the current component
should to be rejected from the occlusion mask. The current connected

component is rejected if the connected component is more than A, pixels away
from eyelid component according to step 2051. Otherwise, if the connected
component is not more than A, pixels away from eyelid component, the
occlusion pixels are not changed at step 2051. The current connected
component is also rejected from the occlusion mask if the area 2050 of the
connected component determined in step 2047 is less than a threshold A,
according to step 2052. Otherwise, if the area 2050 is not less than the
threshold A,, the occlusion pixels are not changed at step 2052. Accordingly,
pixels in the iris region marked as occlusions are rejected from the occlusion
mask and correctly marked as iris pixels.

[0100] As further shown in FIG. 18, once the cleaned up, or updated
mask image is produced, mask post-processing is launched for the current half
of the unwrapped iris image. In this phase, step 2056 fills in the holes in the
half unwrapped iris image mask. Step 2056 may be required because excessive
eyelid occlusion may occur and render false the assumption that eyelashes and
the dominant portion of eyelid present a texture and intensity level different
from the iris region. Therefore, step 2056 may iterate over all columns of the
updated binary mask and identify the columnar strips which are bound on the
lower and upper ends by pixels marked as occlusions, i.e., “1,” but have some
pixels marked as iris, i.e., “0”. After identification of these upper and lower
bounds and gaps in the columnar strips, step 2056 marks the pixels between
bounding points as “1” to indicate an occlusion pixel. Step 2056 produces a

hole-filled mask image 2057. In addition, step 2059 identifies isolated pixels
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that have intensity above a maximum intensity threshold and qualify as
reflection noise. Such pixels are marked as occlusion noise in step 2059, which
produces a reflection-filled mask image 2060. Finally, step 2061 identifies
pixels that have intensity below a minimum intensity threshold and qualify as
pupil pixels. Such pixels are marked at occlusions by step 2061, which
produces a pupil-filled mask image 2062. It is noted that the presence of pupil
pixels may be drawn into the iris region during the segmentation and
unwrapping process. The resulting mask images 2057, 2060 and 2062 are
combined in step 2058, which generates the final mask image 2063 for the half
unwrapped iris image received in step 2038.

[0101] Example results of the mask generation and outlier rejection
process are illustrated in FIGS. 19A-H. FIGS. 19A, C, E, and G illustrate four
unwrapped iris images 2101, 2103, 2105, 2107, while FIGS. B, D, F, and H
respectively illustrate their corresponding masks 2102, 2104, 2106, 2108.
[0102] As discussed previously, with reference to FIG. 10, the digital
processing algorithms 1010 may also include an iris focus measurement
algorithm 1014. Advantageously, the effect of eyelashes, the texture of the iris,
and/or other noise are minimized with both embodiments of iris focus
measurement algorithms, shown in FIGS. 20A and 20B.

[0103] FIG. 20A illustrates one embodiment of an iris focus
measurement algorithm 1014, which employs a gradient technique across the
iris/pupil boundary. Using the pupil boundary 1137 and the pupil center 1138,
for example as determined by SPM, step 1301 determines the gradient
magnitude 1303 across the iris/pupil boundary 1137 in a radial direction with
respect to the pupil center 1138. Step 1305 then creates a histogram of the
gradient magnitude 1303. Using the histogram 1307, the 90 percentile value of
the gradient magnitude 1303 is calculated in step 1309 as the focus measure
1311, which may be normalized to a scale of O to 1, O to 100, etc. In particular,
the gradient method of FIG. 20A minimizes the effect of noise by using the 90
percentile value of the accumulated histogram. The use of a 90 percentile

value of the magnitude histogram has been provides a reliable focus measure.
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[0104] FIG. 20B illustrates another embodiment of an iris focus
measurement algorithm 1014, which employs the lighting reflection from
image capture. As described herein, to capture an eye image, embodiments of
the present invention employ a camera sensor and a light setting which produce
a light reflection 1313. The measure of focus is in proportion to the size and
the clarity of the light reflection 1313. Thus, step 1315 measures the size 1317
of the light reflection 1313. As the size 1318 of light reflection at the best
focus point is ascertainable, step 1319 determines a normalized value for the
focus measure 1321 based on the ratio of the measured size 1317 and the best
focus size 1318. In particular, this embodiment avoids the effect of noise by
using the actual lighting reflection. The application of this embodiment may
vary according to the acquisition, because the reflection size varies from device
to device.

[0105] With respect to other approaches for obtaining a focus measure, it
has been observed that during actual acquisition of iris images, the use of
image frequency based focus measure (for example, as described in U.S. Pat.
No. 6,753,919) disadvantageously obtains the best focus images for eyelashes
or eyebrows and not the iris, because eyelashes and eyebrows may contain high
frequency content. In addition, it has also been discovered that the use of the
total magnitude of gradient (for example, as described in U.S. Pat. No.
5,404,163) instead of radial magnitude is sensitive to the pattern of the iris and
thus not usable for iris focus. Furthermore, Int’l Pat. Pub. WO 99/27845
describes the use of a radial gradient where the division of the average of the
magnitude divided the step size provides the focus measure, but this technique
has been found to be sensitive to noise.

[0106] In one aspect, the digital processing algorithms 1010 enable the
three dimensional position of the iris for the left eye and/or the right eye to be
determined with respect to the multimodal ocular biometric device. For
example, information regarding position along X- and Y-axes may be
determined from the pupil segmentation algorithm 1011 while information

regarding position along the Z-axis may be determined from the iris focus
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measurement 1014. Accordingly, as described further below, such data may be
used to determine whether the iris images captured by the sensor 110 are of
acceptable quality and should be used for further biometric evaluation.

[0107] For some embodiments of the present invention, aspects of
capturing an iris image are described with reference to FIGS. 21 and 22. As
described previously with reference to FIG. 1, a plurality of image frames may
be received from camera sensors 110 which capture light from an eye,
particularly the iris, which reflects the emitted light from the illumination
source 120. Accordingly, an auto-capture process 1400, as shown in FIG. 21,
may extract the required biometric information from the sequence of frames.
Step 1410 sequentially receives each of the image frames 1405 into memory in
the form of an image bitmap. In step 1420, a ready signal is triggered for
processing of the image frame when the bitmap transfer from the camera, e.g.
sensor 110, is complete.

[0108] In an alternative embodiment, numbered image frames 1405 are
transferred from the camera to a circular memory buffer in the form of image
bitmaps. This circular buffer is continually updated as image frames 1405 are
transferred from the camera. Initially, processing is started when the first
image frame 1405 is read into the circular memory buffer. Processing threads
then transfer the latest image bitmap into memory local to the thread. The
processing thread then processes the image bitmap as described below. On
completion of analysis, if processing has not been terminated, the thread then
transfers the next image bitmap from the circular buffer to memory and repeats
processing steps for this image. In this manner, it is possible for the invention
to miss or drop video frames from processing. In other words, as the
processing steps are applied to a single image bitmap, the circular camera
buffer may be updated a number of times before the processing thread transfers
the latest image bitmap from the circular buffer. However, it is the goal of the
present invention to drop as few video frames as possible. A further alternative
embodiment includes an acquisition thread that controls the transfer of image

bitmaps from the circular image buffers of each camera to the processing
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thread. For systems with multiple cameras, such as the multimodal biometric
system 10 and other embodiments described herein, multiple circular image
buffers for a system may be employed where each circular image buffer is
controlled by acquisition threads that feed images to single or multiple
processing threads. The processing threads may represent different processing
steps designed for different purposes.

[0109] Referring again to FIG. 21, as a part of a segmentation test, step
1430 tries to identify the inner and outer boundaries of the iris image, for
example, with the pupil and iris segmentation algorithms 1011 and 1012
described previously. In addition, step 1430 tries to identify the boundary of
the upper eyelid, for example, with the coarse eyelid/eyelash detection
algorithm 1013 described previously. If both the inner and outer iris
boundaries are identifiable, the image frame passes the segmentation test and
further processing occurs with step 1440. Otherwise, the process loops back to
step 1420 where the process starts again with the next image frame. In an
alternative embodiment, no segmentation test is executed, so step 1420
proceeds on to step 1440 directly. In another alternative embodiment, the test
of step 1430 only tries to identify the inner iris boundary, and not the outer iris
boundary or the upper eyelid boundary. In yet another alternative embodiment,
step 1430 identifies both the inner and outer iris boundaries, but not the upper
eyelid boundary.

[0110] Step 1440 executes an assessment of the image quality with an
image quality test. The details of the image quality test are further illustrated in
FIG 18. Accordingly, the image frame is received in step 1440A, and the step
1440B determines the pupil/iris boundary 1440C, for example, with the pupil
and iris segmentation algorithms 1011 described previously. Step 1440D
calculates an intensity contrast in an area defined by the pupil/iris boundary
according to the gradient technique of the iris focus measure algorithm 1014
shown in FIG. 20A. As described previously, the result of applying the
gradient technique is called a focus measure, referenced in FIG. 22 as 1440E.

In step 1440F, the focus measure 1440E is compared to a predefined threshold
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1440G. If the calculated value exceeded the threshold the image passes the
image quality test as shown in step 1440H; otherwise, it fails as shown in step
1440L1.

[0111] Other embodiments may employ alternative image quality tests.
An example uses contrast and/or texture within the identified area of the iris.
For instance, a high-pass filter could be used to quantify high frequency
components in the iris with the idea that a good quality iris image contains
more high frequency components than a lower quality iris image.

[0112] Referring again to FIG. 21, if the image frame passes the image
quality test in step 1440, the data corresponding to the image frame 1405 is
added to an image data cache 1455 in step 1450. This data includes the image
frame in the form of a bitmap, its image quality score, and associated
information and any segmentation results calculated in step 1430. This data
may also be referred to as an image’s acquisition-result. When this record is
added to the cache 1455, it is placed in ranked order along with any records
already within the cache. In other words, the cache 1455 holds a ranked queue
of iris acquisition-results derived from the plurality of images processed thus
far. The iris acquisition-results may be ranked according to criteria, such as the
focus score.

[0113] A maximum of M (M > 1) iris acquisition-results are held in the
cache. This number may change depending on whether a user is being
enrolled, verified, or identified according to the captured biometric data. If, in
step 1460, the cache 1455 already contains the maximum permitted number of
iris acquisition-results, the current iris acquisition-result replaces the lowest
ranking iris acquisition-result in the cache 1455 if the current iris acquisition-
result ranks higher. The process then loops back to step 1420 where the
analysis of a new image frame 1405 starts.

[0114] However, if the image frame 1405 fails the image quality test in
step 1440, the process moves on to step 1460. Here the number of iris
acquisition-results in the cache 1455 is checked against a defined threshold, N

(M > N). If the cache 1455 does not contain enough iris acquisition-results,
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then necessarily not enough image frames have thus far passed both the
segmentation test, in step 1430, and the image quality test, in step 1440, and the
processes loops back to step 1420 where the analysis of a new image frame
1405 starts. If, however, the cache 1455 contains enough records then the
process moves onto step 1470.

[0115] At step 1470 the top O (N > O) ranked iris acquisition-results are
removed from the cache and, in step 1490, a “successfully acquired” signal is
sent to controlling software to indicate that acquisition has succeeded. The
auto-capture process 1400 is halted and the process continues to the final
encoding step 1500.

[0116] At any point during the auto-capture process 1400, a timeout
signal, in step 1480, can be received from the controlling software and the
auto-capture process 1400 is halted. The processing thread is permitted to
continue through to step 1440, if necessary. If the image frame 1405 passes the
image quality test of step 1440, the process moves onto step 1450 and then is
transferred to the cache 1455. If the image frame fails step 1440 the process
moves directly to step 1470.

[0117] If fewer than O results are contained in the cache 1455 after all
image frames have been analyzed or the auto-capture process 1400 has been
halted by timeout in step 1480, the auto-capture 1400 has failed to extract the
required information and a “failed to acquire” signal is returned.

[0118] At step 1500, the extracted iris acquisition-result(s) are encoded
into a biometric format. If the encoded results are being used for biometric
verification, the results proceed to matching modules. If the encoded results
are being used for biometric enrollment, the results can be compressed and/or
encrypted for future use.

[0119] An alternative embodiment may analyze time contextual
information during the image quality test in step 1440. For example, if an
image frame passes the image quality test in step 1440, it then undergoes a
time-contextual test. In other words, if the segmentation and/or image quality

test results show a significant disparity between a current image frame and the
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last image frame, the current image fails the time-contextual test and is not
considered or added to the iris acquisition-result cache in step 1450.

[0120] Accordingly, the digital processing algorithms 1010 illustrated in
FIG. 10 may be employed to evaluate whether a captured image should be
retained and to identify segments of the captured image from which data can be
extracted for biometric enrollment or verification.

[0121] With reference again to FIG. 1, once iris image information has
been obtained and processed as described above, the retina illumination may
employ a tracking system to illuminate the optic nerve head of the retina. For
instance, arrays of LED’s 220 at a wavelength of 880 nm spaced 1 mm apart
are aligned to 1 mm diameter and 10 mm long hollow tubes. The hollow tubes
create a homogenizing waveguide for the light emanating from them. Only a
single element of the array is illuminated at a time corresponding to the
determination of the pupil’s position in space, as determined by the digital
processing algorithms 1010 described previously. As such, analysis of the iris
image yields pupillary positional information that may be employed to
determine illumination of the corresponding retina. In other words, the pupil’s
position is used to determine which LED 220 in the array aligns most optimally
with the retina and should be activated for illumination of the retina. Reference
numeral 225 in FIG. 1 illustrates a diffuser, which is placed over the ends of
the tubes to create a 1 mm spot from the active LED 220.

[0122] Alternatively, reference numeral 225 may refer to an LCD
shutter, which can create a similar 2-dimensional series of singly activated
illuminators that are 1 mm in diameter and imaged to the eye. Depending on
the determination of the pupil’s position in space, the LCD shutter 225 allows
light from the illumination source 220 to pass through an appropriate section of
the LCD device 225 to illuminate the retina. As further alternatives, scanning
micro-optics or holographic elements may also be employed.

[0123] The light from the LCD shutter/diffuser/micro-optics 225 reflects
off a polarizing beamsplitter (PBS) 230 creating S polarized light. This light is
then imaged by the aspheric objective lens 240, through a long pass plastic
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sheet filter with a 780 nm cutoff wavelength, to a 2 mm spot just before the
nominal position of the cornea. The angle of the light entering the pupil is
nominally 15.5 degrees temporal to and 1.5 degrees inferior to the line of sight
of the user. The spot diameter is chosen to be smaller than the pupil so that
light does not scatter off its edges causing excess noise in the retina image.
The divergence of the light is approximately 10 degrees half angle. This allows
for imaging of a large enough FOV to obtain a suitable retina image for pattern
recognition. The retina image consists of the blood vessel pattern emanating
from the optic nerve head. Absorption of the light by hemoglobin and
oxyhemoglobin in the blood creates the outline of the blood vessel pattern.
Demarcation of the optic nerve head may or may not be discernable. The
LED’s have three pulse duration settings that are cycled through (exposure
bracketing) so as to accommodate for reflectance differences of the retina in the
general population.

[0124] Light reflecting off the retina passes back through the long pass
cutoff filter. This filter prevents ambient visible light from entering the
imaging system and creating noise in the image. It also hides the imaging
optics from the user. The light is then collected by the aspheric objective lens
240 to produce a real image just before the polarizing beamsplitter 230. This
real image is then imaged though the PBS 230 allowing only P polarized light
to pass. The purpose of the PBS 230 is to increase the signal to noise ratio of
the signal by rejecting any S polarized light reflected back through the system
from other optical surfaces. An imaging lens followed by a cubic phase mask
optic then images the light onto a camera sensor 210. The camera sensor 210
may be a CMOS detector with high sensitivity to NIR illumination. The
CMOS detector has square pixels, has a wide angle format, and has a global
shutter.

[0125] The images of the retina are multiplied by specific digital filters.
These filters are created for differences in dioptric power correction. The
images are evaluated using a retina focus measure algorithm and the one with

the highest contrast image is preferably utilized for biometric identification.
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An example of a retinal focus measure algorithm is described in Application
Serial No. 11/785,924, filed April 20, 2007, which is entirely incorporated
herein by reference.

[0126] The illumination for the iris may have a different wavelength
from the illumination for the retina. In one embodiment of the present
invention, the retina is illuminated with light of a first wavelength, the light of
the first wavelength being reflected from the retina to the retina image
capturing device. The iris is illuminated with light of a second wavelength that
is different from the first wavelength, the light of the second wavelength being
reflected from the iris to the iris image capturing device. The first wavelength
of light is selected to provide enhanced contrast between biometric features of
the retina, such as a retinal vessel pattern, and the background in the captured
image. Similarly, the second wavelength of light is selected to provide
enhanced contrast for the biometric features of the iris.

[0127] If the iris illumination and the retina illumination occur at the
same time or in near time, however, the iris illumination can introduce noise in
the retina signal, or vice versa. To avoid introduction of noise between the
illumination of the iris and retina, dichroic optics can be employed to allow
wavelength separation from the different illumination sources, where light of
one wavelength is directed to one sensor while light of a second wavelength is
directed to another sensor. The illumination with special dichroic optics can be
pulsed or run as a continuous wave.

[0128] More advantageously, to eliminate the introduction of noise
between the illumination of the iris and retina, the iris illumination and the
retina illumination can be separated by pulsing the individual LEDs with a
synchronized offset. For instance, the iris and retina cameras can run at 30
frames per second offset by half a frame (16.5 ms) with a shutter (global,
rolling or global-rolling hybrid) of 10 ms. The pulses from the LEDs occur at
10 ms so that neither camera sees light from the other illumination LEDs. The
advantage of pulsing illumination with a synchronous offset is that it freezes

motion, maximizes frame rate without having to use dichroics, and allows
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higher pulse energies which reduces gain on the camera, thereby increasing
image quality. Furthermore, pulsing illumination with a synchronous offset
permits the use of the same wavelength for the illumination of the iris and
retina.

[0129] In general, both iris and retina illumination may use auto gain in
order to correct for the proper exposure for correction of reflectance differences
of the iris and retina. Alternatively, both iris and retina illumination bracketing
(or exposure bracketing) may be used instead of auto gain. In this alternative
approach, two or more illumination power settings are cycled through to
bracket through all possible reflectance differences seen in the general
population; for example: power setting 1 (pulse 1) = 10 units, power setting 2
(pulse 2) = 12 units, power setting 3 (pulse 3) = 14 units, where cycle = pulse
1, pulse 2, pulse 3, pulse 1, pulse 2, pulse 3, ... an so on. One could also do
this by keeping the power constant and cycling three different pulse durations;
for example: pulse duration 1 (pulse 1) = 10 units, pulse duration 2 (pulse 2) =
12 units, pulse duration 3 (pulse 3) = 14 units, where cycle = pulse 1, pulse 2,
pulse 3, pulse 1, pulse 2, pulse 3, ... an so on.

[0130] Accordingly, in the embodiment shown in FIG. 1, the iris
illumination can advantageously be pulsed at less than half the frame rate of the
iris and retina cameras. The frame rates for both cameras are identical. The
image of the iris is analyzed with the pupil tracking and iris focus measure
digital processing algorithms. The X, Y, and Z; positions of the pupil of the
iris are calculated. The user must move through the nominal Zy position of the
system which establishes the absolute position of the user. Until that time, the
system assumes a relative position of the pupil based on pupil size. Iris images
that are adequately in focus are collected and analyzed appropriately. As
described above, the LED’s have three power settings that are cycled through
(exposure bracketing) so as to accommodate for reflectance differences of the
iris in the general population.

[0131] As described previously, the positional information of the pupil is

utilized to select the addressable retinal illumination LED that will cleanly
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enter the pupil. The retina illumination LED is pulsed at half a frame out of
phase from the iris illumination. The pulse duration is less than half the frame
rate. As described above, by synchronizing the iris and retinal frame rates of
the camera at half a frame rate out of phase with each other and using short
pulses, the full frame rate of each camera can be utilized while minimizing
noise that may occur between the illumination of the iris and the retina.
[llumination pulses with shorter time frames freeze motion and increase image
quality.

[0132] The present invention may also employ a retina auto focus
mechanism, which corrects for changes in retinal focus due to differences in
uncorrected dioptric power and allows any corrective optical devices to be
removed by the user. Corrective optical devices can cause aberrations and
glare. Several techniques may be applied to achieve retina auto focus.

[0133] As shown in the retina imaging system 200 of FIG. 2A, one
technique for retina auto focus employs a motor 292 that moves the focus of
the retina imaging lens 290 in specific dioptric value increments, along the
arrow A as shown in FIG. 2A. The system utilizes a retina focus measure
algorithm comparing successive positions. If the system remains out of focus,
the system uses this comparison to determine the direction in which it should
move.

[0134] As shown in FIG. 2B, another technique for retina auto focus
employs wavefront coding technology using cubic phase plate and signal
analysis. FIG. 2B illustrates a retina imaging system 200B with an imaging
lens with a cubic phase plate, indicated by reference numeral 294. Contrary to
the use of the motorized lens, there are no moving parts with wavefront coding.
A cubic phase mask is placed in the system and the system is fully
characterized with regard to dioptric power correction. Differences in dioptric
power correction are calculated and specific digital filters are created for each
dioptric power. When an image is taken, each of the filters is convolved with

the image and the one with the highest contrast image is utilized. This
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configuration provides a robust system, which can be used at extreme
temperatures, because there are no moving parts.

[0135] As depicted in the retina imaging system 200C of FIG. 2C, a
third technique for retina auto focus uses an electroactive optical element 296,
which is a liquid crystal sandwiched between two pieces of glass with a
specific electrode configuration on them. By activating the electrodes with
different voltages, either a positive or negative dioptric correction may be
created. This can be a single device or a stack of devices to create larger
dioptric correction.

[0136] While the auto focus systems above have been described in terms
of retina imaging, it is understood that such auto focus techniques are also
applicable to an iris auto focus system.

[0137] In general operation, the multimodal ocular biometric system
according to the present invention may be handheld, but may also be attached
to an articulating arm, attached to or embedded into an immovable object such
as a wall, or adapted to an existing optical system such as a rifle scope or tank
periscope. As described further below, the system may possess a simple
fixation system, or interface, to position the user. For instance, with an
exemplary handheld embodiment, the user picks up the device and removes
any eyeglasses the user may be wearing. The user then identifies a fixation
illumination source within the device and carefully positions the device with
respect to his or her face according to the fixation illumination source. As also
described in another embodiment below, the outer housing of the device may
be designed to help center the user as well as to provide light baffling of
external ambient light.

[0138] With reference to FIG. 1, the user operates the image capture
device 12 by identifying the fixation light source 310 through the broadband
antireflection coated windows 330. The light from the source 310 reflects off
the beamsplitter and cold mirror 320. In a fixation system 60 illustrated in FIG.
7, a circular target 62 with cross hairs 64 is viewed through an imaging lens

with two illuminated bars 66 above and below the lens. The illuminated bars
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66 are positioned at the exit pupil of the device 12. The bars 66 may include a
diffusing light guide with colored LEDs illuminating them. The circular target
62 is a reticule with a diffuser and colored LEDs behind it. The user operates
the fixation system 60 by moving the device 12 relative to his or her eyes to
center the circle 62 between the two bars 64. As the user moves back and forth
relative to the device 12, different colored combinations may help guide his or
her movement.

[0139] The image capture device 12 may also employ provide positional
feedback to the user by using the pupil tracking and iris focus measure digital
processing algorithms. A retina focus measure digital processing algorithm can
be used in place of, or in combination with, an iris focus measure digital
processing algorithm.

[0140] In another fixation system 70 illustrated in FIGS. 8A-C, an
interface provides a set of central cross hairs 72 designating nominal
positioning (Xy, Yn, Zn) for optimal alignment by the user relative to the
device 12 and a second set of cross hairs 74 with a circle 76 designating the
user’s present position (X;, Y1, Z1). When the user moves along the X- and Y-
axes (left, right, up and down as shown in FIGS. 8A-C), the cross hairs 74 with
the circle 76 correspondingly move along the X- and Y-axes. When the user
moves back and forth relative to the device along the Z-axis the diameter of the
circle 76 becomes larger as the user moves away from the nominal Zy position
and smaller as the user moves towards the nominal Zy position. When the
circle 76 disappears, the user is positioned at the nominal Zy position.
Furthermore, when the user sees only a single set of cross hairs, the second set
of cross hairs 74 overlaps with the central cross hairs 72. Therefore, the image
of FIG. 8A indicates that the user is misaligned along the X-, Y-, and Z-axes.
Meanwhile, the image of FIG. 8B indicates that the user is aligned along the X-
and Y-axes, but misaligned along the Z-axis. When the interface shows the
image of FIG. 8C, the user has achieved the nominal position (Xy, Yn, Zn).

Auditory feedback may be additionally employed with the fixation system 70,
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signaling the user with appropriate tones and/or verbal instructions to move the
user into optimal alignment.

[0141] As shown in FIG. 9, embodiments of the present invention may
include, in combination with the fixation system, a clock interface 80 that
accepts a pin number for further identification. When users look into the
device, they begin by looking at a start position. They then enter their pin
number by fixating on the numbers or other symbols 82. The system uses the
pupil tracking to determine the trajectory of the different pupil positions to
identify each number or symbol 82 entered by the user. Verification of each
number or symbol 82 can be indicated through aural tones and/or visible color
changes, as illustrated by number 83 in FIG. 9.

[0142] In addition to the two-eye simultaneous iris/retina combination
system shown in FIG. 1, other configurations can be employed to combine iris
and retina images. A left-eye only configuration employs iris and retina
imaging systems to capture images of the left eye only. Similarly, a right-eye
only configuration employs iris and retina imaging systems to capture images
of the right eye only.

[0143] As shown in FIG. 3, a dual sensor, two-eye “flippable” system 20
provides one iris imaging system 400 and one retina imaging system 500 in an
image capture device 22 that can be oriented to capture images of both the left
and right eyes, in succession. In particular, the same iris imaging system 400
and retina imaging system 500 are used to capture images of the left and right
eyes. Once images of one eye are captured, the user flips, or turns the device
over, to capture images of the second eye. Flipping the device over maintains
the correct orientation of the iris and retina imaging systems with respect to the
eye. For example, the specific orientation shown in FIG. 2 permits the capture
of images from the right eye 4.

[0144] Similar to the iris imaging system 100 described previously, the
iris imaging system 400 in FIG. 3 employs a camera sensor 410 which captures
images of the illuminated iris through a dichroic beamsplitter 430. Similar to

the retina imaging system 200 described previously, the retina imaging system
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500 in FIG. 3 employs an illumination source 520 that provides light that is
guided through a LCD shutter/diffuser/micro-optics 525, a polarizing
beamsplitter (PBS) 530, and an aspheric objective lens 540 to the retina.
Furthermore, the image of the retina then passes back through the aspheric
objective lens 540 and the PBS 530 to the camera sensor 510. The system 20,
however, employs a dual fixation LED with orientation sensor 525, where one
of the two LED’s is activated according to the “flipped” orientation of the
device 22. An orientation sensor senses the orientation of the device 22 and
correspondingly turns on the appropriate fixation LED.

[0145] Moreover, the system 20 as shown in FIG. 3 also uses a dual
retina/iris illumination and retina illumination tracking configuration. In other
words, the illumination source 520 provides illumination of the iris as well as
the retina. The retina illumination system in this embodiment is similar to the
illumination system for the retina in the two-eye simultaneous system 10
shown in FIG. 1, where the element of the LED array is illuminated according
to the pupil’s position in space. The captured iris image is used to track the
position of the pupil in order to identify the specific LED that should be used to
provide the necessary pinpoint illumination of the retina in the subsequent
image capture. Here, however, both the retina illumination and iris
illumination emanate through the retina imaging optics. The addressable light
source array 520 is used to create pulsed light for both iris and retina
illumination. All elements in the array 520 are employed to illuminate the iris.
Then, using the pupil tracking digital processing algorithm and iris focus
measure digital processing algorithm, selected elements in the array are turned
on to illuminate the retina. As the position of the iris moves the appropriate
elements in the array are selected for both the retina and iris. For the retina
illumination, the illumination elements of the array imaged (to just before the
retina) are smaller than the pupil of the iris. Advantageously, this illumination
configuration enables simplification of the packaging, minimizes reflections off
the orbit of the eye for uniform iris illumination, and allows scanning of the

retina for increased volume of alignment. As described above, the addressable
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light source array can be built in several different configurations, including, but
not limited to, the use of an LED array with light guides and diffuser and an
LCD shutter, scanning micro-optics, and holographic elements, as indicated by
reference numeral 525.

[0146] In another embodiment illustrated in FIG. 4, a triple sensor, two-
eye sequential system 30 employs one iris imaging system 600 and two retina
imaging systems 700 in device 32 to capture sequential, or successive, images
of both the left and right eyes. The same iris imaging system 600 is used to
image the iris of both the left and right eyes, while two retina imaging systems
700 with specific left and right orientations are used to image the left and right
eyes, respectively. Unlike the two-eye flippable system 20, the system 30 of
FIG. 4 does not have to be flipped, or turned over, to capture images of the
second eye. Thus, it easier to reposition for capture of images from the second
eye, because the same horizontal plane can be maintained. In addition, a dual
fixation LED with orientation sensor does not have to be employed. Rather, a
single fixation source 310 may be employed.

[0147] Similar to the iris imaging system 100 described previously, the
iris imaging system 600 in FIG. 4 employs a camera sensor 610 which captures
images of the illuminated iris through a dichroic beamsplitter 630. Similar to
the retina imaging system 200 described previously, the retina imaging system
700 in FIG. 4 employs an illumination source 720 that provides light that is
guided through a LCD shutter/diffuser/micro-optics 725, a polarizing
beamsplitter (PBS) 730, and an aspheric objective lens 740 to the retina.
Furthermore, the image of the retina then passes back through the aspheric
objective lens 740 and the PBS 730 to the camera sensor 710.

[0148] In yet another embodiment shown in FIG. 5, a single-sensor, two-
eye sequential system 40 includes a single sensor 810 in device 42 to capture
both the retina and iris images by employing pulse separation and different
wavelengths for the iris and retina.  Wavelength multiplexing can be
implemented with this embodiment, where a single optic with two surfaces

with different coatings permits the capture of different images corresponding to
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particular wavelengths. For instance, A; = 810 nm and A; = 880 nm can be used
to capture images of the iris, while A, = 850 nm and A4 = 910 nm can be used to
capture images of the retina. The two coated surfaces on the single optic
permit sequential detection of A;, Ay, A3, and A4 and capture of alternating
images of the iris and retina. In general, several optical systems can be used to
get the images of both eyes on a single detector array. Like the systems
described above, the system 40 shown in FIG. 5 employs an LED array 820, a
LCD shutter/micro-optics/diffuser 825, a polarizing beamsplitter (PBS) 830, an
aspheric objective lens 840, and a single fixation source 310. However, a
compensating lens 865, an extra reflective mirror 860, and a dichroic
beamsplitter 870 are additionally used in order to form images of the retina and
the iris on the same camera sensor 810. The compensation lens allows for
proper image magnification for the capture of the iris by camera sensor 810.
Moreover, similar to the system 20 of FIG. 3, the system 40 uses a dual
retina/iris illumination and retina illumination tracking configuration. The
advantage of this system is that it uses a single sensor and fewer parts.
However, the disadvantage is that the system runs at half the frame rate for iris
and retina image capture being every other frame respectively. In other words,
halving the frame rate yields half the number of images of the retina and the
iris, so it may be more difficult to obtain adequate images. In addition, this
particular configuration must also be flipped like the dual sensor, two-eye
flippable configuration shown in FIG. 2.

[0149] When the retina illumination tracking system described above is
used with symmetric iris/retina camera combinations to allow simultaneous
capture of both eyes, such as the two-eye simultaneous system 10 of FIG. 1,
one achieves automatic interpupillary adjustment without the need for any
moving parts. Interpupillary distance measurement can be determined,
providing an additional biometric. With information regarding position along
the X- and Y-axes from the pupil tracking algorithm and information regarding
position along the Z-axis from the focus measure algorithm, the (X, Y, Z)

position of each pupil can be used to calculate pupil separation. As described
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above, this particular biometric is used to reduce database searching for iris
matching, retina matching and iris retina fusion matching. Additional on axis
illumination of the iris can also enable bright pupil back reflection (“red eye”)
that can enhance the iris/retina tracking algorithms.

[0150] While all the embodiments above capture and process a
combination of iris and retina images, other embodiments of the present
invention may capture and process either images of the iris or the retina from
both eyes of a subject. As described previously, biometrics based on data from
both eyes are more accurate and robust than using biometrics that include data
from only the iris or only the retina from a single eye. Illustrating a
corresponding exemplary embodiment, FIGS. 6A-D show a device 50 adapted
to simultaneously accommodate both eyes of a user, similar to a pair of
binoculars, and capture images of both irises. As shown in FIGS. 6A-D, the
user employing the device 50 is able to see through the device 50 to view an
object external to the device 50 as a target. In particular, with the device
positioned at the user’s right and left eyes, the user looks into the user windows
902 and through opposing windows 904 to view the external object, or target,
on the other side of the device 50. Unlike the embodiments described
previously, the device 50 may be employed without a fixation illumination
source. The device 50 employs a fixation system where the exit pupil matches
or is slightly larger than the entrance pupil of the eye for a given eye relief.
Using a two-eyed simultaneous configuration accommodating both eyes, an
elliptical, or near elliptical, exit pupil is used to accommodate interpupillary
distance. This maintains vertical alignment and allows vergence by the user to
maintain horizontal alignment. The target may be an image which appears to
be at a distance. Advantageously, this causes the brain to allow the eye to relax
to its unaccommodated state.

[0151] In particular, FIG. 6A shows the biometric device 50 with
housing 900. In general, users begin by looking through the user windows 902
and bringing the device 50 closer to their eyes until they are able to use their

vergence to visually fuse the exit pupils of the device 50. This approach aligns
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most users to a given image plane with or without eyeglasses. As shown in
FIG. 6B, the device 50 also has opposing windows 904 facing the opposing
user windows 902. The opposing windows 904 not only permit an image of
the target on the other side of the device 50 to be seen by the user, but the
opposing windows also allow one to see the eyes of the user positioned at user
windows 902. As a result, in addition to operation of the device 50 directly by
the user, the device 50 also permits operation by another person who holds the
device 50 at the user’s face and aligns it to the user’s eyes from the other side.
Thus, the device 50 allows an operator to assist a user during alignment and
operation of the device 50.

[0152] With its binocular-like shape, the device 50 helps to ensure
proper alignment about at least two axes of rotation in order to achieve a better
biometric. With reference to the X-, Y-, and Z-axes shown in FIG. 6A, when
users bring the device 50 to their face, they have to position the device 50 so
that they can see through both user windows 902, thus ensuring proper
alignment about the Z-axis. Moreover, in order to look into the device 50 more
easily, users naturally position the device 50 so that the user windows 902 are
approximately the same distance from each respective eye, which ensures
proper alignment about the Y-axis. As described above, the exit pupils can
then be elliptical, or slit-like, to minimize any misalignment about the X-axis.
[0153] Additionally, to obtain more precise alignment of the user’s eyes,
a linear horizontal diffraction grating, or equivalent “microlouver” technology,
may be placed on user windows 902 in order to limit the field of view of the
user or operator and ensure proper alignment along the vertical Y-axis. A
second vertical diffraction grating may also be employed to also ensure proper
alignment along the horizontal X-axis. The combination of horizontal and
vertical gratings limits the field of view vertically and horizontally. Moreover,
a semitransparent target may be placed behind the gratings for additional
alignment indicators.

[0154] FIG. 6D illustrates an arrangement of components that may be

employed by device 50 to capture images of the irises of both eyes positioned
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at user windows 902. Two camera sensors 910 with filters 912 are positioned
on opposite (right and left) sides in the interior of the device 50 to capture
respective images of the right and left eyes. The LEDs 920 provide near
infrared illumination to the iris of each eye. The illumination is reflected from
the irises back to the respective beamsplitters 930. The beamsplitters 930 may
be “hot” mirrors which redirect the near infrared light reflected from the irises
to the respective camera sensors 910, but which allow visible light to pass
through to the operator windows 904 so that an operator can see the user’s
eyes. White light illumination from the white light illumination sources 950
may be employed to close down the pupil of the user to provide better
biometric data and to help illuminate the eye for alignment by an operator. As
shown in FIG. 6A and 6D, the area 922 of near infrared light cast by the LEDs
920 is smaller than area 952 of white light cast by sources 950. With a smaller
area 922, the amount of near infrared light reflected from the area outside the
iris, such as the user’s cheeks, is minimized.

[0155] To facilitate the use of the device 50 by an individual who
requires corrective eyeglasses, the device 50 may accommodate the
individual’s eyeglasses 7, as illustrated in FIG. 6C. For instance, the
individual’s eyeglasses 7 may be combined with the device 50 beyond the
beamsplitters 930 but in a position where the eyeglasses can sufficiently correct
the person’s vision in order to use the device 50 and view the external object.
Accordingly, illumination and image capture are not affected by the eyeglasses.
[0156] It is understood that a device similar to the device 50 illustrated
in FIGS. 6A-D may be used to capture images of the retina from both eyes. Of
course, another similar device may be employed to capture images of both the
iris and the retina of both eyes, in a manner similar to embodiments described
previously.

[0157] As described previously, various algorithms may be employed to
process the data captured by the multimodal ocular devices described herein.
For example, the device 50 may employ the digital processing algorithms 1010

illustrated in FIG. 10 to process and evaluate iris image data. As described
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with respect to various embodiments herein, such digital algorithms 1010 may
include a pupil segmentation algorithm 1011 for determining a pupil image in
the captured image, an iris segmentation algorithm 1012 for determining an iris
image in the captured image, an eyelid/eyelash segmentation algorithm 1013
for determining an eyelid/eyelash image in the captured image, and an
algorithm 1014 for measuring the focus on the iris. Moreover, device 50 may
employ an auto-capture process which employs employ any of digital
algorithms 1010, in part, to evaluate captured images and obtain the best
possible images for biometric identification, for example, as described with
reference to FIGS. 21 and 22.

[0158] In some embodiments, a plurality of processing threads may
process the plural sets of image data corresponding to the multiple modes of
the devices. For example, in a two-iris device, two iris processing threads may
run in parallel. In a retina/iris device, an iris thread runs in parallel to a retina
processing thread. In one particular embodiment, the controlling software
waits for all processing threads to provide a “successfully acquired” signal.
Preferably, each thread continues processing until all threads have provided a
“successfully acquired” signal. Therefore, with reference to FIG. 21, when a
process reaches step 1490 but other threads have not yet provided a
“successfully acquired” signal, then the process loops back to step 1420. On
the other hand, if multiple processing threads are in progress and a timeout is
signaled in step 1480, the timeout halts all threads whereby each thread finishes
processing the current frame and all then return a “successfully acquired” or
“failed to acquire” signal based on whether the number of image frames in the
cache is greater than or less than a number O.

[0159] The present invention may include time linking of image frames
across different threads. This may be achieved through the sequential indexing
of frames as read from different cameras or though timing stamping image
frames using the PC clock.

[0160] As described above with reference to FIG. 1, the controller 15

may be a programmable processing device, such as an external conventional
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computer networked with the device 12 or an on-board field programmable
gate array (FPGA) or digital signal processor (DSP), that executes software, or
stored instructions. Controllers 25, 35, and 45 shown in FIGS. 3, 4, and 5,
respectively, may be similarly configured. In general, physical processors
and/or machines employed by embodiments of the present invention for any
processing or evaluation may include one or more networked or non-networked
general purpose computer systems, microprocessors, field programmable gate
arrays (FPGA’s), digital signal processors (DSP’s), micro-controllers, and the
like, programmed according to the teachings of the exemplary embodiments of
the present invention, as is appreciated by those skilled in the computer and
software arts. The physical processors and/or machines may be externally
networked with the image capture device, or may be integrated to reside within
the image capture device. Appropriate software can be readily prepared by
programmers of ordinary skill based on the teachings of the exemplary
embodiments, as is appreciated by those skilled in the software art. In addition,
the devices and subsystems of the exemplary embodiments can be implemented
by the preparation of application-specific integrated circuits or by
interconnecting an appropriate network of conventional component circuits, as
is appreciated by those skilled in the electrical art(s). Thus, the exemplary
embodiments are not limited to any specific combination of hardware circuitry
and/or software.

[0161] Stored on any one or on a combination of computer readable
media, the exemplary embodiments of the present invention may include
software for controlling the devices and subsystems of the exemplary
embodiments, for driving the devices and subsystems of the exemplary
embodiments, for enabling the devices and subsystems of the exemplary
embodiments to interact with a human user, and the like. Such software can
include, but is not limited to, device drivers, firmware, operating systems,
development tools, applications software, and the like. Such computer
readable media further can include the computer program product of an

embodiment of the present inventions for performing all or a portion (if
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processing is distributed) of the processing performed in implementing the
inventions. Computer code devices of the exemplary embodiments of the
present inventions can include any suitable interpretable or executable code
mechanism, including but not limited to scripts, interpretable programs,
dynamic link libraries (DLLs), Java classes and applets, complete executable
programs, and the like. Moreover, parts of the processing of the exemplary
embodiments of the present inventions can be distributed for better
performance, reliability, cost, and the like.

[0162] Common forms of computer-readable media may include, for
example, a floppy disk, a flexible disk, hard disk, magnetic tape, any other
suitable magnetic medium, a CD-ROM, CDRW, DVD, any other suitable
optical medium, punch cards, paper tape, optical mark sheets, any other
suitable physical medium with patterns of holes or other optically recognizable
indicia, a RAM, a PROM, an EPROM, a FLASH-EPROM, any other suitable
memory chip or cartridge, a carrier wave or any other suitable medium from
which a computer can read.

[0163] While the present invention has been described in connection
with a number of exemplary embodiments, and implementations, the present
inventions are not so limited, but rather cover various modifications, and
equivalent arrangements, which fall within the purview of prospective claims.
For example, the positions of the iris camera and the fixation illumination
source in embodiments above may be switched by the use of a “hot” mirror
which reflects the iris image. Similarly, the positions of the retina camera and
the retina illumination may be switched by illuminating the retina with P
polarized light and imaging the S polarized light.

[0164] As a further example, while embodiments may capture retina
images from both eyes, only the best retinal image from both eyes may be
retained to ensure useable retinal biometric data. As a result, for a two-eye
simultaneous configuration, the embodiment produces data regarding the
pupillary distance as well as biometric data from both irises and one of the two

retina.
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[0165] Moreover, although the exemplary embodiments discussed herein
are combination retina and iris imaging systems used for human identification,
the multimodal ocular biometric system of the present invention is not limited

to human identification and can be used for animal identification.
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WHAT IS CLAIMED IS:

1. A method for segmenting a biometric characteristic from an eye image
captured by a biometric device, the method comprising the steps of:

defining one or more first search windows in a captured eye image;

identifying a first set of points corresponding to peaks in an image
intensity gradient in each of the one or more first search windows;

determining, from the first set of points, segments according to image
intensity transitions, each segment having a center point;

grouping sets of the segments into a first set of clusters according to
positions of the center points for the segments; and

selecting, from the first set of clusters, a second set of clusters
corresponding to a pupil image;

fitting a first model template to the points for each set of segments
corresponding to the second set of clusters, the fitted first model template
corresponding to an initial pupil outer boundary for the pupil image;

defining one or more second search windows in relation to the initial
pupil outer boundary;

identifying a second set of points corresponding to peaks in an image
intensity gradient in each of the one or more second search windows; and

fitting a second model template to the second set of points, the fitted
second model template corresponding to a refined pupil outer boundary for the

pupil image.

2. The method according to claim 1, wherein the first model template and

the second model template are circles.

3, The method according to claim 1, wherein the one or more first search
windows are rectangular search windows extending horizontally across the eye

image.
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4. The method according to claim 1, wherein the one or more second
search windows are rectangular search windows with longitudinal axes

extending perpendicularly to the initial pupil outer boundary.

5. The method according to claim 1, wherein the image intensity
transitions comprise a light-to-dark transition on a first side and a dark-to-light

transition on a second side.

6. The method according to claim 1, wherein the step of selecting a second
set of clusters comprises the steps of selecting, from the first set of clusters,

corresponding to a shape feature.

7. The method according to claim 6, wherein the step of selecting a second
set of clusters further comprises applying a weighting score to each cluster in
the first set of clusters according to pupil-related scoring criteria and sorting the

first set of clusters according to the weighting scores.

8. The method according claim 1, further comprising:

defining one or more third search windows in relation to the pupil
image;

identifying a third set of points corresponding to image intensity
transitions on a right side of the pupil image and to a left side of the pupil
image, the third set of points corresponding to edge points;

fitting a third model template to the third set of points, the fitted third
model template corresponding to an initial iris outer boundary for the iris
image;

defining one or more fourth search windows in relation to the initial iris
outer boundary for the iris image;

identifying a fourth set of points corresponding to peaks in an image
intensity gradient in each of the one or more fourth search windows; and

fitting a fourth model template to the fourth set of points, the fitted
fourth model template corresponding to a refined iris outer boundary for the iris

image,
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wherein the refined pupil outer boundary of the pupil image corresponds

with an iris inner boundary of the iris image.

0, The method according to claim 8, wherein the third set of points

comprises two edge points.

10.  The method according to claim 8, wherein the third model template and

the fourth model template are circles.

11.  The method according to claim 8, wherein the one or more third search
windows are rectangular search windows with longitudinal axes which start at
a center of the pupil image and extend downwardly at an angle from a

horizontal line of the eye image.

12.  The method according to claim 8, wherein the one or more fourth search
windows are rectangular search windows with a longitudinal axis extending

perpendicularly to the initial iris outer boundary.

13.  The method according to the claim 8, further comprising identifying an
annular region corresponding to the iris image, the annular region being
defined by the refined iris outer boundary for the iris image and the refined iris

inner boundary for the iris image.

14.  The method according to claim 13, further comprising computing an

amount of occlusion of the iris image.

15. A method for segmenting a biometric characteristic from an eye image
captured by a biometric device, the method comprising the steps of:

receiving image data for a pupil image of a captured eye image, the
image data including a pupil outer boundary;

defining one or more first search windows in relation to the pupil image;

identifying a first set of points corresponding to image intensity
transitions to a right side of the pupil image and to a left side of the pupil

image, the set of points corresponding to edge points for an iris image;
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fitting a first model template to the set of points, the fitted first model
template corresponding to an initial iris outer boundary for the iris image;

defining one or more second search windows in relation to the initial iris
outer boundary for the iris image;

identifying a set of points corresponding to peaks in an image intensity
gradient in each of the one or more second search windows; and

fitting a second model template to the fourth set of points, the fitted
second model template corresponding to a refined iris outer boundary for the

iris image.

16.  The method according to claim 15, wherein the first set of points

comprises two edge points.

17.  The method according to claim 15, wherein the first model template and

the second model template are circles.

18.  The method according to claim 15, wherein the one or more first search
windows are rectangular search windows with longitudinal axes which start at
a center of the pupil image and extend downwardly at an angle from a

horizontal line of the eye image.

19.  The method according to claim 15, wherein the one or more second
search windows are rectangular search windows with longitudinal axes

extending perpendicularly to the initial iris outer boundary.

20.  The method according to the claim 15, further comprising identifying an
annular region corresponding to the iris image, the annular region being
defined by the refined outer boundary for the iris image and the refined inner

boundary for the iris image.

21. A method for segmenting a biometric characteristic from an eye image

captured by a biometric device, the method comprising the steps of:
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receiving image data for an iris image of a captured eye image, the
image data including an inner iris boundary and an outer iris boundary defining
an iris annular region;

determining an image intensity distribution in one or more areas of the
iris annular region below the inner iris boundary;

determining iris intensity thresholds according to the image intensity
distribution;

identifying non-iris pixels above and below the inner iris boundary by
applying the iris intensity thresholds to the eye image;

detecting, from the non-iris pixels, a first set of edge points in search
windows to the left of the annular region and to the right of the annular region;

reducing the first set of edge points to a second set of edge points
corresponding to a boundary of occluded regions in the eye image;

dividing the second set of edge points between a first class
corresponding to an upper eyelid image in the eye image and a second class
corresponding to a lower eyelid in the eye image;

fitting a first curve to the points in the first class;

fitting a second curve to the points in the second class;

determining intersections between the first curve, second curve, the
refined iris inner boundary, and the refined iris outer boundary;

integrate an area between the first curve, second curve, the refined iris
inner boundary, and the refined iris outer boundary, the area corresponding to

the area of the occluded regions.

22.  The method according to claim 21, wherein the first curve and the

d .
second curve are 2™ order polynomials.

23. A method for segmenting a biometric characteristic from an eye image
captured by a biometric device, the method comprising the steps of:

receiving image data for an iris image of a captured eye image, the
image data including an inner iris boundary and an outer iris boundary defining

an iris annular region;
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unwrapping the annular iris region into a rectangular iris image;

determining training set histograms for regions in the rectangular iris
image free of eyelid or eyelash occlusion;

selecting a set of test points within the eye image for testing for
occlusion by eyelids and eyelases;

defining test regions according to the set of test points;

determining a test histogram for each test region;

determining a histogram intersection score, each test histogram with the
training set histograms; and

determining whether each test region corresponds to an eyelid or an
eyelash occlusion, comprising the step of comparing the histogram intersection

score of each test region to an overlap threshold value.

24.  The method according to claim 23, wherein the step of defining test
regions according to the set of test points comprises defining regions having a

width of pixels centered at each of the test points.

25.  The method according to claim 23, wherein, for first stage coarse
detection of eyelid or eyelash occlusion, the step of selecting a set of test points
comprises the step of selecting two vertical columnar areas positioned at 180°
and 360° locations corresponding respectively to an upper eyelid region and a

lower eyelid region.

26.  The method according to claim 23, wherein, for first stage coarse
detection of eyelid or eyelash occlusion, the step of selecting a set of test points
comprises the step of selecting two vertical columnar areas positioned at 180°
and 360° locations corresponding respectively to an upper eyelid region and a

lower eyelid region.

27.  The method according to claim 23, wherein, for second stage pixel-wise
mask generation, the step of selecting a set of test points comprises the step of

selecting every pixel in the rectangular iris image.
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28.  The method according to claim 23, wherein the step of determining
whether each test region corresponds to an eyelid or an eyelash occlusion
further comprises determining a number of edge pixels in the test region and

comparing the number of edge pixels to an edge pixel threshold.

29.  The method according to claim 28, wherein the step of determining a
number of edge pixels in the test region comprises applying Canny edge

detection to the test region.

30.  The method according to claim 28, for first stage coarse detection of
eyelid or eyelash occlusion, further comprising the step of determining a
coverage measure and rejecting the captured eye image if the coverage measure

fails a coverage threshold.

31. A method for segmenting a biometric characteristic from an eye image
captured by a biometric device, the method comprising the steps of:

receiving image data for an iris image of a captured eye image, the
image data including an inner iris boundary and an outer iris boundary defining
an iris annular region;

unwrapping the annular iris region into a rectangular iris image;

determining a phase congruency map according to a bank of log-Gabor
filters;

determining a first weighted texture intensity image corresponding to
dark areas in the rectangular iris image;

determining a second weighted texture intensity image corresponding to
light areas in the rectangular iris image;

determining an initial mask image from the first weighted texture
intensity image and the second weighted texture intensity image, the initial
mask image marking occlusion pixels and iris pixels; and

processing outlier pixels in the initial mask to produce a final mask

image.
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32.  The method according to claim 31, wherein the bank of log-Gabor filters
includes a set of orientation and scale filters tuned to a plurality of frequencies

to generate a sharper response at image feature points.

33.  The method according to claim 31, wherein the step of determining an
initial mask image comprises the steps of:

determining a training set vector from one or more regions in the
rectangular iris image free of eyelid or eyelash occlusion;

selecting weighted texture intensity values corresponding to the first
weighted texture intensity image and the weighted texture intensity image
according to a valid intensity range;

sorting the training set vector according to the selected weighted texture
intensity values;

determining, from the training set vector, a fixed upper threshold, and a
fixed lower threshold, a dynamic lower threshold and a dynamic upper
threshold for a hysteresis filter;

applying the hysteresis filter to the dark areas to produce a dark areas
mask corresponding to the dark areas;

applying the hysteresis filter to the light areas to produce a light areas
mask corresponding to the light areas; and

combining the dark areas mask and the light areas mask.

34.  The method according to claim 31, wherein the step of processing
outlier pixels in the initial mask comprises the steps of:

separating the initial mask image between an upper eyelid region and a
lower eyelid region;

applying half image processing to the upper eyelid region to produce an
upper eyelid mask;

applying half image processing to the lower eyelid region to produce a

lower eyelid mask; and
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combining the upper eyelid mask and the lower eyelid mask to produce

the final mask image.

35.  The method according to claim 34, wherein half image processing
comprises the steps of:

receiving a half region corresponding to the upper eyelid region or the
lower eyelid region;

identifying, in the half region, connected components marked as an
occlusion region and sharing spatial boundaries according to an 8-connected
neighborhood;

processing each of the connected components to produce an updated
mask image for the half region by determining whether the connected
component is an iris region or an occlusion region;

processing holes in the updated mask image;

identifying, in the updated mask image, reflection noise pixels having a
maximum intensity greater than an reflection threshold; and

identifying, in the updated mask image, pupil image pixels having a

minimum intensity less than a pupil image threshold.

36.  The method according to claim 35, wherein the step of determining
whether each of the connected components is an iris region or an occlusion
region comprises the steps of:

determining, from the connected components, a highest probability
connected component having a highest probability of being an eyelid
component;

validating whether the highest probability region is an eyelid
component;

marking all pixels in the half region as iris pixels, if the highest
probability region is not validated as an eyelid component;

marking pixels in each connected component as iris pixels if a distance

of the connected component from the highest probability region is greater than
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a distance threshold and if the highest probability region is validated as an
eyelid component; and

marking pixels in each connected component as iris pixels if an area of
the connected component is less than an area threshold and if the highest

probability region is validated as an eyelid component.

37.  The method according to claim 36, wherein the distance of the
connected component from the highest probability region is computed as a

Hausdorff distance.

38.  The method according to claim 35, wherein the step of processing holes
in the updated half image comprises the steps of:

iterating over columns of the updated mask image

identifying columnar strips bounded at an upper end and a lower end by
occlusion pixels; and

marking iris pixels in the columnar strips as occlusion pixels.

39. A method for measuring focus of a biometric characteristic from an eye
image captured by a biometric device, the method comprising the steps of:

receiving image data for an iris image of a captured eye image, the
image data including an inner iris boundary and a center of the inner iris
boundary;

determining a gradient magnitude across the inner iris boundary in a
radial direction with respect to the pupil center;

determining a histogram of the gradient magnitude; and

identifying a value corresponding to a percentile of the gradient

magnitude, the value corresponding to a focus measure.
40.  The method of claim 39, wherein the percentile is 90.

41.  The method of claim 39, wherein the focus measure may be normalized

to a standard scale.
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42. A method for measuring focus of a biometric characteristic from an eye
image captured by a biometric device, the method comprising the steps of:
determining a measured light reflection size from a captured eye image;
and
normalizing the measured light reflection size with a best focus
reflection size corresponding to a best focus point, the normalized measured

light reflection size corresponding with the focus measure.

43. A method for processing an eye image captured by a biometric device,
the method comprising:

receiving a captured frame containing an eye image;

applying a segmentation test to the eye image, the segmentation test
providing segmentation data; and

applying, if the eye image passes the segmentation test, an image quality
test to the eye image, the image quality test providing image quality data;

adding, if the eye image passes the image quality test, an image
acquisition result to an image data cache, the image acquisition result including
the eye image, the segmentation data, and the image quality data corresponding
to the eye image, and the image data cache containing cached data acquisition

results.

44.  The method according to claim 43, wherein the step of receiving a
captured frame containing an eye image comprises receiving a sequence of

captured bitmaps of the eye image into memory.

45.  The method according to claim 43, wherein the step of receiving a
captured frame containing an eye image comprises receiving an image bitmap
of the eye image into a circular memory buffer, and at least one processing
thread transfers an image bitmap from the circular memory buffer into a local

memory corresponding to the at least one thread.
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46.  The method according to claim 43, wherein the step of applying a
segmentation test to the eye image comprises identifying an inner iris boundary

of an iris image in the eye image.

47.  The method according to claim 46, wherein the step of applying a
segmentation test to the eye image further comprises identifying an outer iris

boundary of the iris image.

48.  The method according to claim 47, wherein the step of applying a
segmentation test to the eye image further comprises identifying an eyelid

boundary of the eye image.

49.  The method according to claim 43, wherein the step of applying an
image quality test comprises:
receiving the captured frame of the eye image;
determining a boundary between a pupil image and an iris image;
calculating a focus measure in an area defined by the boundary between
the pupil image and the iris image according to a gradient technique;
comparing the focus measure according to a threshold;
returning a pass signal if the focus measure exceeds the threshold; and
returning a fail signal if the focus measure does not exceed the

threshold.

50.  The method according to claim 49, wherein the gradient technique
comprises the steps of:

determining a gradient magnitude across a boundary between a pupil
image and an iris image in a radial direction with respect to a pupil center;

determining a histogram of the gradient magnitude; and

identifying a value corresponding to a percentile of the gradient

magnitude, the value corresponding to a focus measure.

51.  The method according to claim 43, wherein the step of applying an

image quality test comprises the steps of:
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applying a high-pass filter to an iris image in the eye image;
determining a value quantifying high frequency components; and
comparing the value with a threshold;

returning a pass signal if the value exceeds the threshold; and

returning a fail signal if the value does not exceed the threshold.

52.  The method according to claim 43, wherein the step of applying an
image quality test comprises the step of identifying at least one of contrast and

texture within an iris image of the eye image.

53.  The method according to claim 43, further comprising ranking the image

acquisition result among the cached data acquisition results.

54.  The method according to claim 53, wherein the step of ranking the
image acquisition result among the cached eye images comprises the step of

ranking the image acquisition result according to the quality test data.

55.  The method according to claim 43, wherein the image data cache is

limited to a maximum number of cached data acquisition results.

56.  The method according to claim 55, wherein, if the image data cache
contains the maximum number of cached data acquisition results, the step of
adding an acquisition data result to the image data cache comprises replacing a
lowest ranking cached data acquisition result with the image data acquisition
result if the image data acquisition result ranks higher than the lowest ranking

cached data acquisition result.

57.  The method according to claim 43, further comprising, if the eye image
passes the image quality test, the step of processing another captured frame

containing another eye image.

58.  The method according to claim 43, further comprising, if the eye image

does not pass the image quality test, the step of determining whether the image
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data cache contains a minimum number of cached image data acquisition

results.

59.  The method according to claim 58, further comprising, if the image data
cache contains the minimum number of cached image data acquisition results,
the steps of:

retrieving a top number of cached image data acquisition results from
the image data cache; and

executing final encoding of the retrieved image data acquisition results

for biometric authentication or enrollment.

60. The method according to claim 58, further comprising, if the image data
cache does not contain the minimum number of cached image data acquisition
results, the step of processing another captured frame containing another eye

image.

61. The method according to claim 43, further comprising the steps of:
receiving a timeout signal; and
determining whether the image data cache contains a minimum number

of cached image data acquisition results.

62. The method according to claim 61, further comprising, if the image data
cache contains the minimum number of cached image data acquisition results,
the steps of:

retrieving a top number of cached image data acquisition results from
the image data cache; and

executing final encoding of the retrieved image data acquisition results

for biometric authentication or enrollment.

63.  The method according to claim 61, further comprising, if the image data
cache does not contain the minimum number of cached image data acquisition

results, the step of returning a fail to acquire signal.
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64.  The method according to claim 43, further comprising the step of
returning a file to acquire signal if the if the image data cache does not contain
the minimum number of cached image data acquisition results and if no

additional captured frames are available for processing.
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