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IMAGE PROVIDING APPARATUS AND
METHOD

CROSS-REFERENCE TO THE RELATED
APPLICATIONS

This application claims priority from Korean Patent
Application Nos. 10-2018-0031121 and 10-2018-0055043,
respectively filed on Mar. 16, 2018 and May 14, 2018, in the
Korean Intellectual Property Office, the disclosures of which
are incorporated herein by reference in their entireties.

BACKGROUND

1. Field

One or more embodiments relate to an image providing
apparatus and method, which are for controlling the opera-
tion of a network camera including a plurality of camera
modules.

2. Description of the Related Art

When a monitoring system provides images, which are
received from a camera shooting a monitored area, through
a screen, a controller may perceive the image with his/her
eyes through a user interface and then adjust the rotation
direction or the zoom ratio of the camera.

A monitoring system may simultaneously monitor a plu-
rality of areas using a plurality of cameras and may also
monitor an area in all directions using a camera including a
plurality of image sensors.

SUMMARY

One or more embodiments include an image providing
apparatus and method, which are for effectively controlling
the operation of a network camera including a plurality of
camera modules.

Additional aspects will be set forth in part in the descrip-
tion which follows and, in part, will be apparent from the
description, or may be learned by practice of the presented
embodiments.

According to an aspect of an embodiment, there is pro-
vided an image providing apparatus including: an internal
communication interface configured to receive image data
and camera setting information from a plurality of camera
modules included in a network camera housing, and transmit
a control signal to the plurality of camera modules; a
processor configured to generate the control signal to control
an operation of the plurality of camera modules, control a
power supply to each of the plurality of camera modules,
and generate combined image data by combining the image
data obtained from the plurality of camera modules; and an
external communication interface configured to transmit the
combined image data to a client terminal based on an
Internet Protocol (IP) address.

The processor may be further configured to control the
power supply to each of the plurality of camera modules
based on at least one of the image data and the camera
setting information.

The processor may be further configured to recognize a
current version of firmware of at least one camera module of
the plurality of camera modules, based on the camera setting
information, and generate a firmware upgrade control signal
for the at least one camera module in response to the current
version being different from a latest version, and the internal
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communication interface may be further configured to trans-
mit the firmware upgrade control signal to the at least one
camera module.

The external communication interface may be further
configured to receive a user input for selecting a resolution
from the client terminal. The processor may be further
configured to generate the combined image data having the
selected resolution by adjusting a resolution of each of the
image data obtained from the plurality of camera modules
and then combining the image data, or adjust a resolution of
the combined image data to the selected resolution. The
internal communication interface may be further configured
to transmit the combined image data having the selected
resolution to the client terminal.

The processor may be further configured to: determine
whether the image data is normal based on the camera
setting information, detect at least one camera module that
produces an error in the image data, among the plurality of
camera modules, and generate error information with
respect to the at least one camera module. The error infor-
mation may include identification information about the at
least one camera module, and at least one of an operation
stop signal, a power supply stop signal, and a rebooting
signal. The internal communication interface may transmit
the at least one of the operation stop signal, the power supply
stop signal, and the rebooting signal to the at least one
camera module. The external communication interface may
transmit the identification information to the client terminal.

The processor may be further configured to extract a set
frame rate or a set bitrate from the camera setting informa-
tion, extract an actual frame rate or an actual bitrate from the
image data, determine whether the actual frame rate is equal
to the set frame rate or whether the actual bitrate is equal to
the set bitrate; and detects a camera module, which has the
actual frame rate different from the set frame rate or the
actual bitrate different from the set bitrate, as the at least one
camera module that produces the error is in the image data,
among the plurality of camera modules.

The processor may be further configured to determine
whether a dynamic frame rate setting or a dynamic bitrate
setting has been activated based on the camera setting
information and determine normality or abnormality of the
image data in response to the dynamic frame rate setting or
the dynamic bitrate setting being deactivated.

The internal communication interface may be further
configured to receive camera state information from each of
the plurality of camera modules. The processor may be
further configured to extract actual central processing unit
(CPU) usage from the camera state information, compare the
actual CPU usage with reference CPU usage, detect at least
one camera module of which the actual CPU usage exceeds
the reference CPU usage, as having a CPU error, and
generate error information with respect to the at least one
camera module. The error information may include identi-
fication information about the at least one camera module,
and at least one of an operation stop signal, a power supply
stop signal, and a rebooting signal. The internal communi-
cation interface may be further configured to transmit the at
least one of the operation stop signal, the power supply stop
signal, and the rebooting signal to the at least one camera
module. The external communication interface may be fur-
ther configured to transmit the identification information to
the client terminal.

The plurality of camera modules may include a first
camera module and a second camera module. The first
camera module may be connected to a microphone that
generates first audio data, and the second camera module
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may not be connected to the microphone. The external
communication interface may be further configured to
receive, from the client terminal, a request for second audio
data that requests the second camera module to obtain the
second audio data through the microphone. The internal
communication interface may be further configured to trans-
mit a request for the first audio data to the first camera
module and receive the first audio data from the first camera
module, and the processor may be further configured to
generate the second audio data including the first audio data
in response to the request for the second audio data.

The external communication interface may be further
configured to receive the request for the first audio data and
transmit the first audio data to the client terminal. The
internal communication interface may be further configured
to transmit the request for the first audio data to the first
camera module and receive, from the first camera module
the first audio data that is generated from the microphone.
The processor may be further configured to generate the first
audio data in response to the request for the first audio data.

The plurality of camera modules may include a first
camera module and a second camera module. The first
camera module may be connected to a microphone that
generates first audio data, and the second camera module
may not be connected to the microphone. The external
communication interface may be further configured to
receive, from the client terminal, a request for second audio
data that requests the second camera module to obtain the
second audio data through the microphone. The internal
communication interface may be further configured to trans-
mit a request for the first audio data to the first camera
module, receive the first audio data from the first camera
module, and transmit the first audio data as the second audio
data, to the second camera module, in response to the request
for the second audio data.

The external communication interface may be further
configured to receive the request for the first audio data from
the client terminal, and the internal communication interface
may be further configured to transmit the request for the first
audio data to the first camera module.

The plurality of camera modules may include a first
camera module and a second camera module. The first
camera module may be connected to a microphone, and the
second camera module may not be connected to the micro-
phone. The external communication interface may be further
configured to receive, from the client terminal, a request for
a first audio configuration setting corresponding to the first
camera module. The processor may be further configured to
generate a request for an actual audio configuration setting
and a request for a virtual audio configuration setting in
response to the request for the first audio configuration
setting. The internal communication interface may be fur-
ther configured to transmit the request for the actual audio
configuration setting to the first camera module and trans-
mits the request for the virtual audio configuration setting to
the second camera module.

The actual audio configuration setting may include at least
one of an audio source configuration of the first camera
module, an audio encoder configuration of the first camera
module, and an audio output configuration of the first
camera module.

The image providing apparatus may further include a
microphone configured to obtain actual audio data. The
external communication interface may be further configured
to receive a request for predetermined audio data from the
client terminal and transmit the predetermined audio data to
the client terminal, wherein the predetermined audio data
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corresponds to a predetermined camera comprised in the
plurality of camera modules. The processor may be further
configured to generate the predetermined audio data includ-
ing the actual audio data in response to the request for the
predetermined audio data.

Each of the plurality of camera modules may include an
image signal processor that is independent of the processor.

According to an aspect of another embodiment, there is
provided an image providing method including: receiving,
by an internal communication interface, image data and
camera setting information from a plurality of camera mod-
ules included in a network camera housing; determining
whether the image data is normal based on the camera
setting information; detecting at least one camera module
that produces an error in the image data, among the plurality
of camera modules; generating identification information
about the at least one camera module, and at least one of an
operation stop signal and a power supply stop signal;
transmitting the identification information to a client termi-
nal via an Internet network, by an external communication
module; and transmitting the at least one of the operation
stop signal and the power supply stop signal to the at least
one camera module, by the internal communication inter-
face.

The image providing method may further include: deter-
mining that a dynamic bitrate setting and a dynamic frame
rate setting are deactivated before performing an operation
of the determining whether the image data is normal based
on the camera setting information.

The detecting the at least one camera module that pro-
duces the error may further include: detecting the at least one
camera module in response to a difference between an actual
bit rate of the at least one camera module and a pre-set bit
rate of the at least one camera module being greater than a
threshold value.

The detecting the at least one camera module that pro-
duces the error may include: detecting the at least one
camera module in response to a difference between an actual
frame rate of the at least one camera module and a pre-set
frame rate of the at least one camera module being greater
than a threshold value.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects will become apparent and
more readily appreciated from the following description of
the embodiments, taken in conjunction with the accompa-
nying drawings in which:

FIG. 1 is a diagram for explaining a monitoring system
according to an embodiment;

FIG. 2 is a diagram for explaining a network camera
according to an embodiment;

FIG. 3 is a block diagram of the configuration of an image
providing apparatus according to an embodiment;

FIG. 4 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 5 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 6 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 7 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 8 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 9 is a flowchart for explaining an image providing
method according to an embodiment;
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FIG. 10 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 11 is a diagram for explaining a monitoring system
according to an embodiment;

FIG. 12 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 13 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 14 is a flowchart for explaining an image providing
method according to an embodiment;

FIG. 15 is a diagram for explaining the audio configura-
tions of a plurality of camera modules, according to an
embodiment;

FIG. 16 is a diagram for explaining a monitoring system
according to an embodiment; and

FIG. 17 is a flowchart for explaining an image providing
method according to an embodiment.

DETAILED DESCRIPTION

Example embodiments are described in greater detail
below with reference to the accompanying drawings.

In the following description, like drawing reference
numerals are used for like elements, even in different
drawings. The matters defined in the description, such as
detailed construction and elements, are provided to assist in
a comprehensive understanding of the example embodi-
ments. However, it is apparent that the example embodi-
ments can be practiced without those specifically defined
matters. Also, well-known functions or constructions are not
described in detail since they would obscure the description
with unnecessary detail.

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.
Expressions such as “at least one of,” when preceding a list
of elements, modify the entire list of elements and do not
modify the individual elements of the list.

While such terms “first,” “second,” etc., may be used to
describe various components, such components must not be
limited to the above terms. The above terms are used only to
distinguish one component from another.

The terms used in the present specification are merely
used to describe example embodiments and are not intended
to limit embodiments. An expression used in the singular
encompasses the expression of the plural, unless it has a
clearly different meaning in the context. In the present
specification, it is to be understood that the terms such as
“including,” “having,” and “comprising” are intended to
indicate the existence of the features, numbers, steps,
actions, components, parts, or combinations thereof dis-
closed in the specification, and are not intended to preclude
the possibility that one or more other features, numbers,
steps, actions, components, parts, or combinations thereof
may exist or may be added.

Expressions such as “at least one of,” when preceding a
list of elements, modify the entire list of elements and do not
modify the individual elements of the list. For example, the
expression, “at least one of a, b, and c¢,” should be under-
stood as including only a, only b, only ¢, both a and b, both
a and ¢, both b and c, all of a, b, and ¢, or any variations of
the aforementioned examples.

Embodiments may be described in terms of functional
block components and various processing steps. Such func-
tional blocks may be realized by any number of hardware
and/or software components configured to perform the
specified functions. For example, embodiments may employ
various integrated circuit (IC) components, e.g., memory
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elements, processing elements, logic elements, look-up
tables, and the like, which may carry out a variety of
functions under the control of one or more microprocessors
or other control devices. Similarly, where the elements of
embodiments are implemented using software programming
or software elements, embodiments may be implemented
with any programming or scripting language such as C, C++,
Java, assembler language, or the like, with the various
algorithms being implemented with any combination of data
structures, object, processes, routines or other programming
elements. Functional aspects may be implemented in algo-
rithms that are executed on one or more processors. Fur-
thermore, embodiments could employ any number of con-
ventional techniques for electronics configuration, signal
processing and/or control, data processing and the like. The
words “mechanism,” “element,” “means,” and “configura-
tion” are used broadly and are not limited to mechanical or
physical embodiments, but can include software routines in
conjunction with processors, etc.

FIG. 1 is a diagram for explaining a monitoring system 1
according to an embodiment.

FIG. 2 is a diagram for explaining a network camera 10
according to an embodiment.

Referring to FIGS. 1 and 2, the monitoring system 1
includes the network camera 10, a network switch 20, a host
device 30, a network 40, and a client terminal 50.

According to an embodiment, the monitoring system 1
may provide a configuration allowing a user to monitor
information transmitted to the client terminal 50 when the
information about the network camera 10 is collected in the
host device 30, and is transmitted from the host device 30 to
the client terminal 50 via the network 40.

The network camera 10 may shoot a monitored area in
real time for the purpose of surveillance or security. One or
more network cameras 10 may be provided.

The network camera 10 shoots the monitored area and
obtains image data of the monitored area.

The network camera 10 may include a plurality of camera
modules. The plurality of camera modules may be included
in a single network camera housing.

For example, first through fourth camera modules 11
through 14 may be provided in the network camera 10. The
first through fourth camera modules 11 through 14 may
simultaneously shoot the monitored area, in which the
network camera 10 is installed, from different directions,
respectively. Accordingly, the network camera 10 may
obtain four different image data of the monitored area at a
time.

Hereinafter, image data obtained by the first camera
module 11 is referred to as first image data, image data
obtained by the second camera module 12 is referred to as
second image data, image data obtained by the third camera
module 13 is referred to as third image data, and image data
obtained by the fourth camera module 14 is referred to as
fourth image data.

Meanwhile, each of the first through fourth camera mod-
ules 11 through 14 may include an image signal processor
(ISP). For example, the first camera module 11 may encode
the first image data and output first encoded image data.
Similarly, the second camera module 12 may output second
encoded image data, the third camera module 13 may output
third encoded image data, and the fourth camera module 14
may output fourth encoded image data.

As described above, when each of the first through fourth
camera modules 11 through 14 includes an ISP, the first
through fourth image data may be processed to have a set
frame rate or a set bitrate.
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In a case where each of the first through fourth camera
modules 11 through 14 includes an ISP, even when an error
occurs in the first camera module 11, the second through
fourth camera modules 12 through 14 operate normally.
Accordingly, the monitored area may be monitored without
a break.

The network camera 10 may obtain image data via an
image sensor such as a charge-coupled device (CCD) sensor
or a complementary metal-oxide-semiconductor (CMOS)
Sensor.

The image data may be real-time image data and/or
recorded image data.

Meanwhile, the image data may be still image data and/or
moving image data.

The network camera 10 may be a low-power camera
powered by batteries.

The low-power camera usually remains in a sleep mode
(or a power saving mode), and periodically wakes up to
check whether an event occurs or wakes up upon receiving
a notification signal indicating that an event occurs. The
low-power camera enters an active mode when an event
occurs and returns to the sleep mode when no events occur.
As such, the low-power camera enters the active mode only
when an event occurs, thereby reducing power consumption.

The network camera 10 may be a pan-tilt-zoom (PTZ)
camera that is capable of panning and tilting and of con-
trolling the zoom ratio of a lens.

The network camera 10 may encode image data and
transmit an encoded result to the host device 30 via the
network switch 20.

The network switch 20 provides a path for accessing the
network camera 10.

The network switch 20 may provide an Internet Protocol
(IP) address indicating an access path to the network camera
10. Accordingly, the first through fourth camera modules 11
through 14 may share one IP address. In other words, the
network switch 20 may operate as an IP router. At this time,
the client terminal 50 may obtain a plurality of pieces of
image data, which have been shot by a plurality of camera
modules, through a single IP address.

The network switch 20 transmits a plurality of pieces of
image data from a plurality of camera modules 11-14 to the
host device 30. At this time, the plurality of pieces of image
data transmitted and received via the network switch 20 may
have been respectively encoded by the plurality of camera
modules 11-14.

For example, the network switch 20 may transmit the first
through fourth encoded image data respectively received
from the first through fourth camera modules 11 through 14
to the host device 30. At this time, the first through fourth
encoded image data may be separated from one another
without being combined.

The host device 30 receives the plurality of pieces of
image data from the network switch 20 and transmits a piece
of combined image data, into which the plurality of pieces
of image data are combined, to the client terminal 50 at a
user’s request.

The host device 30 may include an ISP separated from an
ISP included in each of the first through fourth camera
modules 11 through 14. The ISP included in the host device
30 may generate a piece of combined image data into which
a plurality of pieces of image data are combined.

For example, the host device 30 may decode the first
through fourth encoded image data received from the net-
work switch 20, scale first through fourth decoded image
data, generate a piece of combined image data by combining
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first through fourth scaled image data, encode the combined
image data, and transmit an encoded combined image data
to the client terminal 50.

When the host device 30 senses an operational error that
has occurred in the host device 30 itself, the host device 30
selects one of a plurality of camera modules 11-14 as a
master device and authorizes the master device to perform
the operation of the host device 30.

For example, when the host device 30 determines that the
operation of the host device 30 is impossible because of
overload or external attacks, the host device 30 may select
the first camera module 11 as a mater device and transfer
authority to provide a piece of combined image data to the
first camera module 11.

After the host device 30 transfers the authority to provide
a piece of combined image data to the first camera module
11, the host device 30 may autonomously reboot on its own.
When the host device 30 successfully reboots, the host
device 30 may perform a function of providing a path for
accessing the network camera 10 together with the network
switch 20.

According to the current embodiment, even when an error
occurs in the operation of the host device 30, image data of
the network camera 10 may be normally provided to the
client terminal 50, so that the monitoring system 1 is robust
to errors.

The network switch 20 and the host device 30 may be part
of the network camera 10. For example, the network switch
20 and the host device 30 may be included in a single
network camera housing together with a plurality of camera
modules. At this time, an ISP included in the host device 30
may be provided in the network camera 10 separately from
an ISP included in each of the plurality of camera modules.

The network 40 may include a wired network or a
wireless network. The wireless network may be a second
generation (2G) or third generation (3G) cellular communi-
cation system, a 3G partnership project (3GPP) network, a
fourth generation (4G) communication system, a long-term
evolution (LTE) network, a world interoperability for micro-
wave access (WiIMAX) network, or the like. The client
terminal 50 may exchange data with the host device 30 via
the network 40.

The client terminal 50 may communicate with the host
device 30 based on a single IP address.

The client terminal 50 may display or store image data
transmitted from the host device 30. The client terminal 50
may receive a user input and transmit the user input to the
host device 30.

The client terminal 50 may include at least one processor.
The client terminal 50 may be included in another hardware
device such as a microprocessor or a general-purpose com-
puter system. The client terminal 50 may be a personal
computer or a mobile terminal.

FIG. 3 is a block diagram of the configuration of an image
providing apparatus 100 according to an embodiment.

According to an embodiment, the image providing appa-
ratus 100 may be implemented as a single physical apparatus
or by organically combining a plurality of physical appara-
tuses.

For this, some of elements included in the image provid-
ing apparatus 100 may be implemented or installed in one
physical apparatus and the other elements may be imple-
mented or installed in another physical apparatus. At this
time, the one physical apparatus may be implemented as part
of the network switch 20 and the other physical apparatus
may be implemented as part of the host device 30.
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According to an embodiment, the image providing appa-
ratus 100 may be embedded in the network switch 20, the
host device 30, or the client terminal 50 or may be applied
to an apparatus separated from the network switch 20, the
host device 30, and the client terminal 50.

Hereinafter, the configuration of the image providing
apparatus 100 included in the host device 30 will be
described in detail. The configuration may also be applied to
the image providing apparatus 100 included in the network
switch 20 or the client terminal 50.

Referring to FIG. 3, the image providing apparatus 100
includes an internal communication interface 110, an exter-
nal communication interface 120, a processor 130, and a
memory 140. The internal communication interface 110 may
include a data bus, a memory bus, a system bus, and may
connect all the internal components of the image providing
apparatus 100.

The internal communication interface 110 communicates
with each of a plurality of camera modules 11-14 included
in the network camera 10.

The internal communication interface 110 may receive
image data, camera setting information, camera state infor-
mation, etc. from each of the plurality of camera modules
11-14.

Hereinafter, camera setting information about the first
camera module 11 is referred to as first camera setting
information, camera setting information about the second
camera module 12 is referred to as second camera setting
information, camera setting information about the third
camera module 13 is referred to as third camera setting
information, and camera setting information about the fourth
camera module 14 is referred to as fourth camera setting
information.

Hereinafter, camera state information about the first cam-
era module 11 is referred to as first camera state information,
camera state information about the second camera module
12 is referred to as second camera state information, camera
state information about the third camera module 13 is
referred to as third camera state information, and camera
state information about the fourth camera module 14 is
referred to as fourth camera state information.

The internal communication interface 110 may receive
image data, which corresponds to a result of encoding
performed in each of the plurality of camera modules 11-14,
from the network switch 20. For example, the internal
communication interface 110 may receive first through
fourth encoded image data.

Camera setting information may include a set value
related to shooting of a camera module. For example, the
camera setting information may include a set frame rate
(e.g., 30 frame per second (FPS), 15 FPS, 5 FPS, 1 FPS,
etc.), a set bitrate (e.g., 5 Mbps, 2 Mbps, etc.), a resolution
(e.g., 520 TVL, 2 megapixels, 8 megapixels), a type of video
compression (e.g., MPEG-2, MPEG-4, H.264, HEVC), etc.

Camera state information may refer to state information
about hardware or the like, which forms a camera module.
For example, the camera state information may include
actual central processing unit (CPU) usage, actual memory
usage, etc.

The internal communication interface 110 may transmit
control signals to each of a plurality of camera modules
11-14. The control signals may include a firmware upgrade
control signal, an operation stop signal, a power supply stop
signal, a rebooting signal, etc.

The firmware upgrade control signal may enable a camera
module to upgrade a firmware installed in the camera
module to the latest version and may include the latest
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version of the firmware itself or an address of a location, in
which the latest version of the firmware is stored, but is not
limited thereto.

The operation stop signal may be used to stop the opera-
tion of a camera module. For example, the operation stop
signal may be used to stop an operation related to shooting
of the camera module.

The power supply stop signal may be for cutting off power
supplied to a camera module.

The rebooting signal may be for rebooting a camera
module.

The external communication interface 120 communicates
with the client terminal 50 based on a single IP address.

The external communication interface 120 may transmit a
piece of combined image data, error information, etc. to the
client terminal 50.

The combined image data may be a result of combining
a plurality of pieces of image data obtained by a plurality of
camera modules.

The error information may include identification infor-
mation about a camera module, an operation stop signal, a
power supply stop signal, a rebooting signal, etc.

The external communication interface 120 may receive a
user input for selecting a predefined resolution from the
client terminal 50.

The processor 130 controls the operation of each of a
plurality of camera modules, controls power supply to each
camera module, and generates a piece of combined image
data based on a plurality of pieces of image data obtained by
the plurality of camera modules.

The processor 130 may recognize a current version of
firmware, which is installed in each of a plurality of camera
modules, based on camera setting information and may
generate a firmware upgrade control signal for at least one
camera module, in which the current version is different
from the latest version.

The processor 130 may control power supply to each of
a plurality of camera modules based on at least one of image
data and camera setting information.

The processor 130 may control the resolution of each of
a plurality of pieces of image data to generate a piece of
combined image data having a predefined resolution or
adjust a piece of combined image data, which is obtained by
combining a plurality of pieces of image data, to a pre-
defined resolution.

For example, the processor 130 may decode first through
fourth encoded image data received from the first through
fourth camera modules 11 through 14 and scale first through
fourth decoded image data. The first through fourth encoded
image data may each have a resolution of 2 megapixels. In
particular, when a user input for selecting a resolution of 2
megapixels is received by the external communication inter-
face 120, the processor 130 may scale down the first through
fourth decoded image data such that each of the first through
fourth decoded image data has a resolution of 0.5 megapix-
els. The processor 130 may combine the first through fourth
decoded image data each having a resolution of 0.5 mega-
pixels, thereby generating a piece of combined image data
having a resolution of 2 megapixels.

For this, the processor 130 may include a decoder, a
scaler, a multiplexer, an encoder, etc. The decoder may
decode first through fourth encoded image data. The scaler
may scale first through fourth decoded image data. The
multiplexer may combine first through fourth scaled image
data, thereby generating a piece of combined image data.
The encoder may encode the combined image data.
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The processor 130 may determine whether image data is
normal based on camera setting information, detect at least
one camera module with respect to which an error is
detected in the image data, and generate error information
with respect to the at least one camera module.

The processor 130 may check whether a dynamic frame
rate setting or a dynamic bitrate setting has been activated
based on camera setting information and determine normal-
ity or abnormality of image data of a camera module, in
which the dynamic frame rate setting or the dynamic bitrate
setting has not been activated. The processor 130 may omit
to determine normality or abnormality of image data of a
camera module in which the dynamic frame rate setting or
the dynamic bitrate setting has been activated.

The processor 130 may extract a set frame rate or a set
bitrate from camera setting information, extract an actual
frame rate or an actual bitrate from image data, determine
whether the actual frame rate is the same as the set frame rate
or the actual bitrate is the same as the set bitrate, and detect
a camera module, with respect to which the set frame rate is
different from the actual frame rate or the set bitrate is
different from the actual bitrate, as at least one camera
module having an image data error. The processor 130 may
also determine whether an actual resolution and an actual
video compression rate are different from a set resolution
and a set video compression rate, respectively, to detect an
image data error.

Meanwhile, even though an actual frame rate is different
from a set frame rate or an actual bitrate is different from a
set bitrate with respect to a camera module, when the
dynamic frame rate setting or the dynamic bitrate setting has
been activated in the camera module, the processor 130 may
not detect the camera module as at least one camera module
having an image data error.

In addition, when a difference between the actual frame
rate and the set frame rate and/or a difference between the
actual bitrate and the set bitrate are less than a threshold
value, the processor 130 may determine that the camera
module is not producing errors.

The processor 130 may extract actual CPU usage from
camera state information, compare the actual CPU usage
with reference CPU usage, detect a camera module of which
the actual CPU usage exceeds the reference CPU usage, as
at least one camera module having a CPU error, and generate
error information with respect to the at least one camera
module.

The processor 130 may extract actual memory usage from
camera state information, compare the actual memory usage
with reference memory usage, detect a camera module of
which the actual memory usage exceeds the reference
memory usage, as at least one camera module having a
memory error, and generate error information with respect to
the at least one camera module.

The processor 130 may stop the operation of the at least
one camera module having an error or stop power supply to
the at least one camera module having an error, thereby
increasing the accuracy of the monitoring system 1.

The processor 130 may reboot the at least one camera
module having an error, so that the monitoring system 1 may
automatically detect and correct an error.

The processor 130 may compare an incoming bandwidth
of the host device 30 with an outgoing bandwidth of the host
device 30 to detect an error in the host device 30. The
incoming bandwidth and the outgoing bandwidth may be a
bandwidth between the network camera 10 and the host
device 30.
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When an error is detected in the host device 30, the
processor 130 may select one of a plurality of camera
modules as a master device. The camera module selected as
the master device may perform the functions of the image
providing apparatus 100.

For example, the processor 130 may select the first
camera module 11 from the first through fourth camera
modules 11 through 14 as the master device in response to
an error in the host device 30.

At this time, the processor 130 may select a camera
module, which is given first priority or has the least load
among a plurality of camera modules, as the master device.

A camera module, which has the least load among a
plurality of camera modules, may be a camera module that
has the least load at the time when an error is detected in the
host device 30 or may be a camera module that has the least
load during a predefined time period, but it is not limited
thereto.

The memory 140 may store image data, camera setting
information, camera state information, the latest version of
firmware, an address of a location in which the latest version
of firmware is stored, combined image data, history infor-
mation regarding an error of a camera module, reference
CPU usage, reference memory usage, etc., but what the
memory 140 stores is not limited thereto.

FIG. 4 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 4, the internal communication interface
110 of the host device 30 receives at least one of first image
data, first camera setting information, and first camera state
information from the first camera module 11 in operation
S401-1.

The internal communication interface 110 of the host
device 30 receives at least one of second image data, second
camera setting information, and second camera state infor-
mation from the second camera module 12 in operation
S401-2.

The processor 130 of the host device 30 generates a first
control signal for the first camera module 11 based on the at
least one of the first image data, the first camera setting
information, and the first camera state information and a
second control signal for the second camera module 12
based on the at least one of the second image data, the
second camera setting information, and the second camera
state information in operation S403.

The first and second control signals may be operation
control signals or power supply control signals for the first
and second camera modules 11 and 12, respectively, but are
not limited thereto.

Thereafter, the internal communication interface 110 of
the host device 30 transmits the first control signal to the first
camera module 11 in operation S405-1 and transmits the
second control signal to the second camera module 12 in
operation S405-2.

Meanwhile, the processor 130 of the host device 30
generates a piece of combined image data based on the first
and second image data, which are respectively obtained by
the first and second camera modules 11 and 12, in operation
S407.

At this time, the processor 130 may scale the first image
data and the second image data and combine first scaled
image data with second scaled image data, thereby gener-
ating the combined image data that has a resolution required
in the client terminal 50.

Thereafter, the external communication interface 120 of
the host device 30 transmits the combined image data to the
client terminal 50 in operation S409.
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According to the current embodiment, the monitoring
system 1 that efficiently processes high-resolution image
data without using separate expensive hardware may be
provided.

FIG. 5 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 5, the internal communication interface
110 of the host device 30 receives at least one of image data
and camera setting information from each of a plurality of
camera modules included in the network camera 10 in
operation S501.

For example, the internal communication interface 110
may receive at least one of first image data and first camera
setting information from the first camera module 11, at least
one of second image data and second camera setting infor-
mation from the second camera module 12, at least one of
third image data and third camera setting information from
the third camera module 13, and at least one of fourth image
data and fourth camera setting information from the fourth
camera module 14.

Thereafter, the processor 130 of the host device 30
generates a power supply control signal for each of the
plurality of camera modules based on the at least one of the
image data and the camera setting information in operation
S503.

For example, the processor 130 may generate a power
supply stop signal for a camera module that does not
transmit image data during a predefined time period.

For example, the processor 130 may generate a power
supply stop signal for a camera module in which a set frame
rate and/or a set bitrate is beyond a predefined range.

For example, the processor 130 may generate a power
supply stop signal for a camera module of which the actual
CPU usage and/or the actual memory usage is beyond a
predefined range.

Thereafter, the internal communication interface 110 of
the host device 30 transmits the power supply control signal
to each of the plurality of camera modules included in the
network camera 10 in operation S505.

The internal communication interface 110 may transmit
the power supply control signal to only a camera module for
which power supply needs to be controlled.

According to the current embodiment, the host device 30
controls power supply for each of a plurality of camera
modules, so that the monitoring system 1 capable of con-
tinuously monitoring a monitored area may be provided.

FIG. 6 is a flowchart for explaining an image providing
method according to an example embodiment.

The internal communication interface 110 of the host
device 30 receives camera setting information from each of
a plurality of camera modules included in the network
camera 10 in operation S601.

For example, the internal communication interface 110
may receive first state information through fourth state
information from the first through fourth camera modules 11
through 14, respectively.

The processor 130 of the host device 30 recognizes a
current version of firmware, which is installed in each of the
plurality of camera modules, based on the camera setting
information in operation S603.

For example, the processor 130 may recognize a current
version of firmware, which is installed in each of the first
through fourth camera modules 11 through 14, based on the
first state information through the fourth state information.

10

15

20

25

30

35

40

45

50

55

60

65

14

Thereafter, the processor 130 compares the current ver-
sion of the firmware, which is installed in each of the
plurality of camera modules, with the latest version in
operation S605.

When the current version is different from the latest
version in operation S605, the processor 130 generates a
firmware upgrade control signal for at least one camera
module, in which the current version is different from the
latest version, in operation S607.

For example, when the current version of the firmware
installed in the first camera module 11 is different from the
latest version, the processor 130 may generate a firmware
upgrade control signal for the first camera module 11.

When the current version is the same as the latest version
in operation S605, the processor 130 may not generate a
firmware upgrade control signal until receiving next camera
setting information.

For example, when the current version of the firmware
installed in each of the second through fourth camera
modules 12 through 14 is the same as the latest version, the
processor 130 may not generate a firmware upgrade control
signal for any one of the second through fourth camera
modules 12 through 14.

The internal communication interface 110 of the host
device 30 transmits the firmware upgrade control signal to
each of the plurality of camera modules included in the
network camera 10 in operation S609.

The internal communication interface 110 may transmit
the firmware upgrade control signal to only at least one
camera module in which the current version of the firmware
is different from the latest version.

According to the current embodiment, the host device 30
performs firmware upgrade control on each of a plurality of
camera modules, so that the monitoring system 1 is capable
of continuously monitoring a monitored area using some
camera modules even when other camera modules stop
operating.

If the first camera module 11 is in the firmware upgrade
process and is not able to capture a video during the
firmware upgrade process, the monitoring system 1 may
monitor the area using the second to fourth camera modules
12-14. The second camera module 12 and the fourth camera
module 14 may have view angles that (partially) overlap
with the view angle of the first camera module 11, and the
combination of a part of an image captured by the second
camera module 12 and a part of an image captured by the
fourth camera module 14 may cover the view angle of the
first camera module 11.

FIG. 7 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 7, the external communication interface
120 of the host device 30 receives a user input for selecting
a predefined resolution from the client terminal 50 in opera-
tion S701.

For example, the external communication interface 120
may receive a user input for selecting a resolution of 2
megapixels from the client terminal 50.

Thereafter, the internal communication interface 110 of
the host device 30 receives image data from each of a
plurality of camera modules included in the network camera
10 in operation S703.

For example, the internal communication interface 110
may receive first through fourth image data respectively
from the first through fourth camera modules 11 through 14.
In particular, each of the first through fourth image data may
have a resolution of 2 megapixels.
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Thereafter, the processor 130 of the host device 30
generates combined image data having a predefined resolu-
tion by combining a plurality of pieces of image data
respectively received from the plurality of camera modules
included in the network camera 10 in operation S705.

The processor 130 may generate the combined image data
having a predefined resolution by adjusting the resolution of
each of the plurality of pieces of image data and then
combining the pieces of image data. For example, the
processor 130 may scale down the first through fourth image
data such that each of the first through fourth image data has
a resolution of 0.5 megapixels and then combine first
through fourth scaled image data, thereby generating a piece
of combined image data having a resolution of 2 megapixels.

The processor 130 may adjust a resolution of a combined
image data obtained by combining a plurality of pieces of
image data to a predefined resolution. For example, the
processor 130 may generate the combined image data by
combining the first through fourth image data and then scale
the combined image data such that the combined image data
has a resolution of 2 megapixels.

The external communication interface 120 of the host
device 30 transmits the combined image data having the
predefined resolution to the client terminal 50 in operation
S707.

According to the current embodiment, the monitoring
system 1 that is capable of efficiently processing high-
resolution image data may be provided.

FIG. 8 is a flowchart for explaining an image providing
method according to an example embodiment.

FIG. 9 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 8, the internal communication interface
110 of the host device 30 receives at least one of image data
and camera setting information from each of a plurality of
camera modules included in the network camera 10 in
operation S801.

For example, the internal communication interface 110
may receive at least one of first image data and first camera
setting information from the first camera module 11, at least
one of second image data and second camera setting infor-
mation from the second camera module 12, at least one of
third image data and third camera setting information from
the third camera module 13, and at least one of fourth image
data and fourth camera setting information from the fourth
camera module 14.

The processor 130 of the host device 30 determines
whether the image data is normal based on the camera
setting information in operation S803 and detects a camera
module, with respect to which an error is detected, in
operation S805.

Referring to FIG. 9, the processor 130 determines whether
a dynamic frame rate setting or a dynamic bitrate setting has
been activated based on the camera setting information in
operation S901.

The processor 130 extracts a set frame rate or a set bitrate
from the camera setting information about a camera module,
in which the dynamic frame rate setting or the dynamic
bitrate setting has not been activated, in operation S903.

The processor 130 extracts an actual frame rate or an
actual bitrate from the image data of the camera module, in
which the dynamic frame rate setting or the dynamic bitrate
setting has not been activated, in operation S905.

Thereafter, the processor 130 determines whether the
actual frame rate is the same as the set frame rate or the
actual bitrate is the same as the set bitrate in operation S907.
In an example embodiment, the processor 130 may deter-
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mine that the actual frame rate/bitrate is the same as the set
frame rate/bitrate when the actual frame rate/bitrate is within
a predetermined range of the set frame rate/bitrate (e.g., the
set frame rate/bitrate—o.sthe actual frame rate/bitrate<the set
frame rate/bitrate+3, wherein o and [ are predetermined
positive numbers).

The processor 130 detects at least one camera module,
with respect to which the actual frame rate is different from
the set frame rate or the actual bitrate is different from the
set bitrate, as at least one camera module, with respect to
which an image data error is detected, in operation S909.

According to the current embodiment, a camera module
in which an error occurs may be accurately identified among
a plurality of camera modules included in the network
camera 10, so that the monitoring system 1 is capable of
quickly dealing with errors.

Referring back to FIG. 8, the processor 130 generates
error information with respect to the camera module, which
is detected in operation S805, in operation S807. The error
information may include at least one of identification infor-
mation about the camera module detected in operation S805,
an operation stop signal, and a power supply stop signal.

Thereafter, the external communication interface 120 of
the host device 30 transmits the identification information
about the camera module, which is detected in operation
S805, to the client terminal 50 in operation S809.

The internal communication interface 110 of the host
device 30 transmits at least one of an operation stop signal,
a power supply stop signal, and a rebooting signal to the
network camera 10 in operation S811. In particular, the
internal communication interface 110 may transmit at least
one of the operation stop signal and the power supply stop
signal to the camera module, which is detected in operation
S805.

FIG. 10 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 10, the internal communication inter-
face 110 of the host device 30 receives camera state infor-
mation from each of a plurality of camera modules included
in the network camera 10 in operation S1001.

The processor 130 of the host device 30 extracts actual
CPU usage from the camera state information in operation
S1003.

The processor 130 of the host device 30 may extract
actual memory usage from the camera state information.

Thereafter, the processor 130 compares the actual CPU
usage with reference CPU usage in operation S1005.

The processor 130 may compare the actual memory usage
with reference memory usage.

The processor 130 detects a camera module having the
actual CPU usage exceeding the reference CPU usage as at
least one camera module having a CPU error in operation
S1007 and generates error information with respect to the at
least one camera module in operation S1009.

Thereafter, the external communication interface 120 of
the host device 30 transmits identification information about
the camera module, which is detected in operation S1007, to
the client terminal 50 in operation S1011.

The internal communication interface 110 of the host
device 30 transmits at least one of an operation stop signal,
a power supply stop signal, and a rebooting signal to the
network camera 10 in operation S1013. At this time, the
internal communication interface 110 may transmit at least
one of the operation stop signal and the power supply stop
signal to the camera module, which is detected in operation
S1007.
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Hereinafter, descriptions of the same part as described
above will be omitted or made brief.

FIG. 11 is a diagram for explaining the monitoring system
1 according to an example embodiment.

Referring to FIG. 11, the monitoring system 1 includes the
network camera 10, the network switch 20, the host device
30, the network 40, and the client terminal 50.

The network camera 10 obtains audio data produced in a
monitored area.

The network camera 10 may be electrically connected to
a microphone 60 which is provided outside the network
camera 10 or may have the microphone 60 installed therein.

One of a plurality of camera modules included in the
network camera 10 may be connected to the microphone 60.
The microphone 60 may obtain audio data, which is sensed
in the shooting direction of the camera module connected to
the microphone. Accordingly, the network camera 10 may
obtain actual audio data in one direction.

For example, when, among the first through fourth camera
modules 11 through 14 included in the network camera 10,
only the first camera module 11 is connected to the micro-
phone 60, the network camera 10 may obtain actual audio
data sensed in the shooting direction of the first camera
module 11.

Hereinafter, audio data corresponding to the first camera
module 11 is referred to as first audio data, audio data
corresponding to the second camera module 12 is referred to
as second audio data, audio data corresponding to the third
camera module 13 is referred to as third audio data, and
audio data corresponding to the fourth camera module 14 is
referred to as fourth audio data. Here, the first audio data
may be actual audio data and the second through fourth
audio data may be virtual audio data.

The network camera 10 may encode audio data and
transmit an encoded audio data to the host device 30 via the
network switch 20.

The host device 30 transmits audio, which is obtained by
a plurality of camera modules and received from the net-
work switch 20, to the client terminal 50 at a user’s request.

The internal communication interface 110 of the host
device 30 may transmit a request for actual audio data to a
camera module connected to the microphone 60 and may
receive the actual audio data from the camera module
connected to the microphone 60.

The internal communication interface 110 of the host
device 30 may transmit a request for an actual audio
configuration setting to a camera module connected to the
microphone 60.

The internal communication interface 110 of the host
device 30 may transmit a request for a virtual audio con-
figuration setting to a camera module not connected to the
microphone 60.

According to the Open Network Video Interface Forum
(ONVIF) standard, a media profile includes a video encoder
configuration, a video source configuration, an audio
encoder configuration, an audio source configuration, an
audio decoder configuration, an audio output configuration,
a PTZ configuration, an analytics configuration, and a meta-
data configuration.

An audio configuration may include at least one of the
audio source configuration, the audio encoder configuration,
and the audio output configuration.

The audio source configuration may include references
for an audio source.

The audio encoder configuration may include encoding, a
bitrate, and a sample rate. The audio encoder configuration
may further include a codec and a gain.
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The audio output configuration may include a source
token, an output level, and send-primacy.

The external communication interface 120 of the host
device 30 may receive a request for audio data, which
corresponds to a camera module connected to the micro-
phone 60, from the client terminal 50 and transmit actual
audio data to the client terminal 50.

The external communication interface 120 of the host
device 30 may receive a request for audio data, which
corresponds to a camera module not connected to the
microphone 60, from the client terminal 50 and transmit
actual audio data to the client terminal 50.

The external communication interface 120 of the host
device 30 may receive a request for an audio configuration
setting, which corresponds to a camera module connected to
the microphone 60, from the client terminal 50.

The client terminal 50 may play or store audio data
transmitted from the host device 30.

FIG. 12 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 12, when the external communication
interface 120 of the host device 30 receives a request for first
audio data, which corresponds to the first camera module 11,
from the client terminal 50 in operation S1201, the internal
communication interface 110 of the host device 30 transmits
a request for actual audio data to the first camera module 11
in operation S1203.

Thereafter, the internal communication interface 110 of
the host device 30 receives the actual audio data from the
first camera module 11 in operation S1205, and the proces-
sor 130 of the host device 30 generates the first audio data
including the actual audio data in response to the request for
the first audio data in operation S1207.

Thereafter, the external communication interface 120 of
the host device 30 transmits the first audio data to the client
terminal 50 in operation S1209.

As such, as the client terminal 50 requests audio data of
the first camera module 11, which is connected to the
microphone 60, from the host device 30, the client terminal
50 may receive actual audio data, which is sensed in the
shooting direction of the first camera module 11, from the
host device 30.

When the external communication interface 120 of the
host device 30 receives a request for second audio data,
which corresponds to the second camera module 12, from
the client terminal 50 in operation S1211, the internal
communication interface 110 of the host device 30 transmits
the request for the actual audio data to the first camera
module 11 in operation S1213.

Thereafter, the internal communication interface 110 of
the host device 30 receives the actual audio data from the
first camera module 11 in operation S1215, and the proces-
sor 130 of the host device 30 generates the second audio data
including the actual audio data in response to the request for
the second audio data in operation S1217.

Thereafter, the external communication interface 120 of
the host device 30 transmits the second audio data to the
client terminal 50 in operation S1219. At this time, the host
device 30 may transmit the second audio data to the client
terminal 50 regardless of video data.

As such, as the client terminal 50 requests audio data of
the second camera module 12, which is not connected to the
microphone 60, from the host device 30, the client terminal
50 may receive actual audio data, which is sensed in the
shooting direction of the first camera module 11, from the
host device 30.
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According to the current embodiment, audio data of each
of the first through fourth camera modules 11 through 14
included in the network camera 10 may be provided even
though only one microphone 60 is connected to the network
camera 10, so that the monitoring system 1 that follows the
ONVIF standard may be provided.

FIG. 13 is a flowchart for explaining an image providing
method according to an embodiment.

Referring to FIG. 13, when the external communication
interface 120 of'the host device 30 receives a request for first
audio data corresponding to the first camera module 11 from
the client terminal 50 in operation S1301, the internal
communication interface 110 of the host device 30 transmits
the request for the first audio data to the first camera module
11 in operation S1303.

The first camera module 11 transmits the first audio data
to the client terminal 50 in response to the request for the
first audio data in operation S1305.

In other words, as the client terminal 50 requests audio
data of the first camera module 11, which is connected to the
microphone 60, from the host device 30, the client terminal
50 may receive actual audio data from the first camera
module 11.

When the external communication interface 120 of the
host device 30 receives a request for second audio data
corresponding to the second camera module 12 from the
client terminal 50 in operation S1311, the internal commu-
nication interface 110 of the host device 30 transmits a
request for the actual audio data to the first camera module
11 in operation S1313.

The first camera module 11 transmits the actual audio data
to the host device 30 in response to the request for the actual
audio data in operation S1315.

Thereafter, the processor 130 of the host device 30
generates the second audio data including the actual audio
data in response to the request for the second audio data in
operation S1317, and the internal communication interface
110 of the host device 30 transmits the second audio data to
the second camera module 12 in operation S1319. The
second camera module 12 may multiplex the second audio
data and video data. For example, the second camera module
12 may interleave the second audio data with the video data.

The second camera module 12 transmits the second audio
data to the client terminal 50 in response to the request for
the second audio data in operation S1321. In particular, the
second camera module 12 may transmit the video data
together with the second audio data to the client terminal 50.

In other words, as the client terminal 50 requests audio
data of the second camera module 12, which is not con-
nected to the microphone 60, from the host device 30, the
client terminal 50 may receive virtual audio data from the
second camera module 12.

FIG. 14 is a flowchart for explaining an image providing
method according to an example embodiment.

FIG. 15 is a diagram for explaining the audio configura-
tions of a plurality of camera modules, according to an
example embodiment.

Referring to FIG. 14, the external communication inter-
face 120 of the host device 30 receives a request for a first
audio configuration setting, which corresponds to the first
camera module 11 connected to the microphone 60, from the
client terminal 50 in operation S1401.

The processor 130 of the host device 30 generates a
request for an actual audio configuration setting and a
request for a virtual audio configuration setting in response
to the request for the first audio configuration setting in
operation S1403.
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Thereafter, when the internal communication interface
110 of the host device 30 transmits the request for the actual
audio configuration setting to the first camera module 11 in
operation S1405, the first camera module 11 updates the
actual audio configuration setting in operation S1407.

For example, referring to FIG. 15, the first camera module
11 may set an audio source configuration to an actual audio
configuration in response to the request for the actual audio
configuration setting. The actual audio configuration may
include a first audio source configuration, a first audio
encoder configuration, and a first audio output configuration.

Referring back to FIG. 14, when the internal communi-
cation interface 110 of the host device 30 transmits the
request for the virtual audio configuration setting to the
second camera module 12 in operation S1409, the second
camera module 12 updates the virtual audio configuration
setting in operation S1411.

For example, referring back to FIG. 15, each of the second
through fourth camera modules 12 through 14 may set an
audio source configuration to a virtual audio configuration in
response to the request for the virtual audio configuration
setting. The virtual audio configuration may include second
through fourth audio source configurations, second through
fourth audio encoder configurations, and second through
fourth audio output configurations.

At this time, the second through fourth audio source
configurations may be the same as the first audio source
configuration, the second through fourth audio encoder
configurations may be the same as the first audio encoder
configuration, and the second through fourth audio output
configurations may be the same as the first audio output
configuration.

According to the current embodiment, when there is a
request for an audio configuration setting with respect to a
camera module connected to the microphone 60, not only an
audio configuration setting of the camera module connected
to the microphone 60 but also an audio configuration setting
of'a camera module not connected to the microphone 60 are
simultaneously updated, so that the monitoring system 1 that
is suitable for the ONVIF standards may be provided.

FIG. 16 is a diagram for explaining a monitoring system
according to an example embodiment.

Referring to FIG. 16, the microphone 60 is connected to
the host device 30.

The microphone 60 may obtain actual audio data. Accord-
ingly, the host device 30 may obtain the actual audio data
sensed in a predetermined direction or in a direction selected
by a user.

The host device 30 may provide at least one of image data,
which is received from each of the first through fourth
camera modules 11 through 14 via the network switch 20,
and audio data obtained through the microphone 60 to the
client terminal 50.

The external communication interface 120 of the host
device 30 may receive a request for certain audio data,
which corresponds to a certain camera module included in a
plurality of camera modules, from the client terminal 50 and
may transmit the certain audio data to the client terminal 50.

The processor 130 of the host device 30 may generate the
certain audio data including the actual audio data in response
to the request for the certain audio data.

FIG. 17 is a flowchart for explaining an image providing
method according to an example embodiment.

Referring to FIG. 17, the host device 30 obtains actual
audio data through the microphone 60 in operation S1701.

When the external communication interface 120 of the
host device 30 receives a request for first audio data, which
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corresponds to the first camera module 11, from the client
terminal 50 in operation S1703, the processor 130 of the host
device 30 generates first audio data including the actual
audio data in operation S1705.

The external communication interface 120 of the host
device 30 transmits the first audio data to the client terminal
50 in operation S1707.

When the external communication interface 120 of the
host device 30 receives a request for second audio data,
which corresponds to the second camera module 12, from
the client terminal 50 in operation S1709, the processor 130
of the host device 30 generates second audio data including
the actual audio data in operation S1711.

The external communication interface 120 of the host
device 30 transmits the second audio data to the client
terminal 50 in operation S1713.

According to the current embodiment, the monitoring
system 1 may follow the ONVIF standards.

According to example embodiments, there may be pro-
vided an image providing apparatus and method for effec-
tively controlling the operation of a network camera includ-
ing a plurality of camera modules.

According to example embodiments, there may be pro-
vided an image providing apparatus and method for effi-
ciently transmitting a plurality of high-resolution image data
obtained by a plurality of camera modules.

According to example embodiments, there may be pro-
vided an image providing apparatus and method robust to
errors.

According to example embodiments, there may be pro-
vided an image providing apparatus and method for con-
tinuously monitoring a monitored area even in case of
emergency.

According to example embodiments, there may be pro-
vided an image providing apparatus and method capable of
quickly dealing with errors since a camera module having an
error may be accurately identified from among a plurality of
camera modules.

According to example embodiments, there may be pro-
vided an image providing apparatus and method suitable for
the ONVIF standards.

It should be understood that embodiments described
herein should be considered in a descriptive sense only and
not for purposes of limitation. Descriptions of features or
aspects within each embodiment should typically be con-
sidered as available for other similar features or aspects in
other embodiments.

While not restricted thereto, an example embodiment can
be embodied as computer-readable code on a computer-
readable recording medium. The computer-readable record-
ing medium is any data storage device that can store data
that can be thereafter read by a computer system. Examples
of the computer-readable recording medium include read-
only memory (ROM), random-access memory (RAM), CD-
ROMs, magnetic tapes, floppy disks, and optical data stor-
age devices. The computer-readable recording medium can
also be distributed over network-coupled computer systems
so that the computer-readable code is stored and executed in
a distributed fashion. Also, an example embodiment may be
written as a computer program transmitted over a computer-
readable transmission medium, such as a carrier wave, and
received and implemented in general-use or special-purpose
digital computers that execute the programs. Moreover, it is
understood that in example embodiments, one or more units
of the above-described apparatuses and devices can include

22

circuitry, a processor, a microprocessor, etc., and may
execute a computer program stored in a computer-readable
medium.

The foregoing exemplary embodiments are merely exem-
5 plary and are not to be construed as limiting. The present
teaching can be readily applied to other types of apparatuses.
Also, the description of the exemplary embodiments is
intended to be illustrative, and not to limit the scope of the
claims, and many alternatives, modifications, and variations
will be apparent to those skilled in the art.

What is claimed is:

1. An image providing apparatus comprising:

an internal communication interface configured to receive
image data and camera setting information from a
plurality of camera modules included in a network
camera housing, and transmit a control signal to the
plurality of camera modules;

a processor configured to generate the control signal to
control an operation of the plurality of camera modules,
control a power supply to each of the plurality of
camera modules based on comparison between an
actual bit rate of the image data and a set bit rate
included in the camera setting information, generate
combined image data by combining the image data
obtained from the plurality of camera modules; and

an external communication interface configured to trans-
mit the combined image data to a client terminal via an
Internet network.

2. The image providing apparatus of claim 1,

wherein the processor is further configured to recognize a
current version of firmware of at least one camera
module of the plurality of camera modules, based on
the camera setting information, and generate a firm-
ware upgrade control signal for the at least one camera
module in response to the current version being differ-
ent from a latest version, and

the internal communication interface is further configured
to transmit the firmware upgrade control signal to the at
least one camera module.

3. The image providing apparatus of claim 1, wherein the
external communication interface is further configured to
receive a user input for selecting a resolution from the client
terminal,

the processor is further configured to generate the com-
bined image data having the selected resolution by
adjusting a resolution of each of the image data
obtained from the plurality of camera modules and then
combining the image data, or adjust a resolution of the
combined image data to the selected resolution, and

the internal communication interface is further configured
to transmit the combined image data having the
selected resolution to the client terminal.

4. The image providing apparatus of claim 1, wherein the
plurality of camera modules comprise a first camera module
55 and a second camera module,
the first camera module is connected to a microphone that

generates first audio data, and the second camera mod-

ule is not connected to the microphone,

the external communication interface is further config-
ured to receive, from the client terminal, a request for
second audio data that requests the second camera
module to obtain the second audio data through the
microphone,

the internal communication interface is further configured
to transmit a request for the first audio data to the first
camera module, receive the first audio data from the
first camera module, and transmit the first audio data as
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the second audio data, to the second camera module, in
response to the request for the second audio data.

5. The image providing apparatus of claim 4, wherein the
external communication interface is further configured to
receive the request for the first audio data from the client
terminal, and

the internal communication interface is further configured
to transmit the request for the first audio data to the first
camera module.

6. The image providing apparatus of claim 1, wherein the
plurality of camera modules comprise a first camera module
and a second camera module,

the first camera module is connected to a microphone, and
the second camera module is not connected to the
microphone,

the external communication interface is further config-
ured to receive, from the client terminal, a request for
a first audio configuration setting corresponding to the
first camera module,

the processor is further configured to generate a request
for an actual audio configuration setting and a request
for a virtual audio configuration setting in response to
the request for the first audio configuration setting, and

the internal communication interface is further configured
to transmit the request for the actual audio configura-
tion setting to the first camera module and transmits the
request for the virtual audio configuration setting to the
second camera module.

7. The image providing apparatus of claim 6, wherein the
actual audio configuration setting comprises at least one of
an audio source configuration of the first camera module, an
audio encoder configuration of the first camera module, and
an audio output configuration of the first camera module.

8. The image providing apparatus of claim 1, further
comprising a microphone configured to obtain actual audio
data,

wherein the external communication interface is further
configured to receive a request for predetermined audio
data from the client terminal and transmit the prede-
termined audio data to the client terminal, wherein the
predetermined audio data corresponds to a predeter-
mined camera comprised in the plurality of camera
modules, and

the processor is further configured to generate the prede-
termined audio data including the actual audio data in
response to the request for the predetermined audio
data.

9. The image providing apparatus of claim 1, wherein
each of the plurality of camera modules comprises an image
signal processor that is independent of the processor.

10. An image providing apparatus comprising:

an internal communication interface configured to receive
image data and camera setting information from a
plurality of camera modules included in a network
camera housing, and transmit a control signal to the
plurality of camera modules;

a processor configured to generate the control signal to
control an operation of the plurality of camera modules,
control a power supply to each of the plurality of
camera modules based on at least one of the image data
and the camera setting information, generate combined
image data by combining the image data obtained from
the plurality of camera modules; and

an external communication interface configured to trans-
mit the combined image data to a client terminal via an
Internet network,
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wherein the processor is further configured to detect at
least one camera module that produces an error in the
image data, among the plurality of camera modules,
and generate error information with respect to the at
least one camera module,

the error information comprises identification information
about the at least one camera module, and at least one
of an operation stop signal, a power supply stop signal,
and a rebooting signal,

the internal communication interface transmits the at least
one of the operation stop signal, the power supply stop
signal, and the rebooting signal to the at least one
camera module, and

the external communication interface transmits the iden-
tification information to the client terminal.

11. The image providing apparatus of claim 10, wherein
the processor is further configured to extract a set frame rate
or a set bitrate from the camera setting information, extract
an actual frame rate or an actual bitrate from the image data,
determine whether the actual frame rate is equal to the set
frame rate or whether the actual bitrate is equal to the set
bitrate; and detects a camera module, which has the actual
frame rate different from the set frame rate or the actual
bitrate different from the set bitrate, as the at least one
camera module that produces the error is in the image data,
among the plurality of camera modules.

12. The image providing apparatus of claim 11, wherein
the processor is further configured to determine whether a
dynamic frame rate setting or a dynamic bitrate setting has
been activated based on the camera setting information and
determine normality or abnormality of the image data in
response to the dynamic frame rate setting or the dynamic
bitrate setting being deactivated.

13. An image providing apparatus comprising:

an internal communication interface configured to receive
image data and camera setting information from a
plurality of camera modules included in a network
camera housing, and transmit a control signal to the
plurality of camera modules;

a processor configured to generate the control signal to
control an operation of the plurality of camera modules,
control a power supply to each of the plurality of
camera modules based on at least one of the image data
and the camera setting information, generate combined
image data by combining the image data obtained from
the plurality of camera modules; and

an external communication interface configured to trans-
mit the combined image data to a client terminal via an
Internet network,

wherein the internal communication interface is further
configured to receive camera state information from
each of the plurality of camera modules,

the processor is further configured to extract actual central
processing unit (CPU) usage from the camera state
information, compare the actual CPU usage with ref-
erence CPU usage, detect at least one camera module
of which the actual CPU usage exceeds the reference
CPU usage, as having a CPU error, and generate error
information with respect to the at least one camera
module,

the error information comprises identification information
about the at least one camera module, and at least one
of an operation stop signal, a power supply stop signal,
and a rebooting signal,

the internal communication interface is further configured
to transmit the at least one of the operation stop signal,
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the power supply stop signal, and the rebooting signal
to the at least one camera module, and

the external communication interface is further config-
ured to transmit the identification information to the
client terminal.

14. An image providing apparatus comprising:

an internal communication interface configured to receive
image data and camera setting information from a
plurality of camera modules included in a network
camera housing, and transmit a control signal to the
plurality of camera modules;

a processor configured to generate the control signal to
control an operation of the plurality of camera modules,
control a power supply to each of the plurality of
camera modules based on at least one of the image data
and the camera setting information, generate combined
image data by combining the image data obtained from
the plurality of camera modules; and

an external communication interface configured to trans-
mit the combined image data to a client terminal via an
Internet network,

wherein the plurality of camera modules comprise a first
camera module and a second camera module,

the first camera module is connected to a microphone that
generates first audio data, and the second camera mod-
ule is not connected to the microphone,

the external communication interface is further config-
ured to receive, from the client terminal, a request for
second audio data that requests the second camera
module to obtain the second audio data through the
microphone,

the internal communication interface is further configured
to transmit a request for the first audio data to the first
camera module and receive the first audio data from the
first camera module, and

the processor is further configured to generate the second
audio data including the first audio data in response to
the request for the second audio data.

15. The image providing apparatus of claim 14, wherein

the external communication interface is further configured to
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receive the request for the first audio data and transmit the
first audio data to the client terminal,

the internal communication interface is further configured
to transmit the request for the first audio data to the first
camera module and receive, from the first camera
module the first audio data that is generated from the
microphone, and

the processor is further configured to generate the first
audio data in response to the request for the first audio
data.

16. An image providing method comprising:

receiving, by an internal communication interface, image
data and camera setting information from a plurality of
camera modules included in a network camera housing;

detecting at least one camera module that produces an
error in the image data, among the plurality of camera
modules, in response to a difference between an actual
bit rate of the at least one camera module and a pre-set
bit rate of the at least one camera module being greater
than a threshold value, or in response to a difference
between an actual frame rate of the at least one camera
module and a pre-set frame rate of the at least one
camera module being greater than a threshold value;

generating identification information about the at least
one camera module, and at least one of an operation
stop signal and a power supply stop signal;

transmitting the identification information to a client
terminal via an Internet network, by an external com-
munication module; and

transmitting the at least one of the operation stop signal
and the power supply stop signal to the at least one
camera module, by the internal communication inter-
face.

17. The image providing method of claim 16, further

comprising:

determining that a dynamic bitrate setting and a dynamic
frame rate setting are deactivated before performing an
operation of the detecting the at least one camera
module that produces the error in the image, among the
plurality of camera modules.
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