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In some embodiments, systems, apparatuses, methods, and processes are provided to control and allocate UASs. |In some
embodiments, a system to control unmanned aircraft systems (UAS), comprises: one or more wireless transcelvers configured to
communicate with the UAS; a control circuit coupled with the transceiver(s); and a memory coupled to the control circuit and
storing computer instructions that when executed by the control circuit cause the control circuit to perform the steps of:. recelve
sensor data captured by at least one sensor of a UAS; determine, from the sensor data, unique identification of an object at a
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(57) Abstract: In some embodiments, systems, apparatuses, methods, and processes are provided to control and allocate UASs. In
some embodiments, a system to control unmanned aircraft systems (UAS), comprises: one or more wireless transceivers configured to
communicate with the UAS; a control circuit coupled with the transceiver(s); and a memory coupled to the control circuit and storing

computer instructions that when executed by the control circuit cause the control circuit to perto:

'm the steps of: receive sensor data

captured by at least one sensor of a UAS; determine, from the sensor data, unique identification of an object at a predefined location;
and confirm, from the sensor data, that the identified object 1s an expected object expected at the predefined location.
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UNMANNED AIRCRAFT SYSTEMS AND METHODS TO INTERACT WITH
SPECIFICALLY INTENDED OBJECTS

{Cross-Reterence To Related Application

(G001} This application claims the benefit of U.S. Provisional Application Number

62/308.140, filed March 14, 2016, which 1s incorporated herein bv reference in s entirety.

Technical Field

{0002] This mvention relates generally to unmanned aircraft systems (LUAS).
Backoround
THEIRY in a modern retatl environment, there 1s a need to improve the customer service

and/or convenience tor the customer. One aspect of customer service 1s the delivery of products.
There are numerous ways to delivery products to customers. (Getting the product to a delivery

iocation, however, can cause undesirable delays, can add cost and reduce revenue.

Briet Description of the Drawings

{3004} Dhsclosed heremn are embodiments of systems, apparatuses and methods
pertaiming to unmanned awcraft systems (UAS}. This description mcludes drawings, wherein:
{3005} FIG 1 sHustrates a simplhified block diagram of an exemplary UAS control
system, 1 accordance with some embodiments.

{3006} FIG 2 stlustrates a simphified block diagram of an exemplary task confrol system,
in accordance with some embodiments.

{3007 FIG 3 sllustrates a simphified block diagram of an exemplary UAS, in accordance
with some embodiments.

{B008] FIG 4 sllustrates a simplified block diagram of an exemplary pilot control system,
in accordance with some embodiments.

{3009} FIG S rdlostrates a simplified tlow diagram of an exemplary process of
controlling one or more UASs, in accordance with some embodiments.

{001 0] Elements 1n the figures are illustrated for ssmplictty and clanty and have not

necessarily been drawn o scale. For example, the dunensions and/or relative positioning of
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some of the elements in the figures may be exaggerated relative to other elements o help to
improve understanding of various embodiments of the present invention. Also, common but
well-understood elements that are useful or necessary in a comumercially teasible embodiment are
often not depicted 1n order to facilitate a less obstructed view of these various embodiments of
the present invention. Certain actions and/or steps may be described or depicted 1n a particular
order of occurrence while those skilled 1n the art will understand that such specificity with
respect to sequence 18 not actually requured. The terms and expressions used herein have the
ordinary technical meaning as 15 accorded to such terms and expressions by persons skilled in the
technical field as set forth above except where different specific meanings have otherwise been

set forth herein.

1001 1] The following description 15 not to be taken 1in a limiting sense, but 1s made
merely for the purpose of describing the general principles of exemplary embodiments.
Reference throughout this specification to “one embodiment,” “an embodiment,” “some
embodiments”, “an imnplementation”, “some implementations”, or sunilar language means that a
particular feature, structure, or characteristic described in connection with the embodiment is
included in at least one ermnbodiment of the present invention. Thus, appearances of the phrases
“1n1 one embodiment,” “in an embodiment,” “in some embodiments”, “in some
implementations”, and sumular language throughout this specification may, but do not

necessarily, all reter to the same embodiment

{0012] {enerally speaking, pursuant to various embodiments, systems, apparatuses,
methods and processes are provide to utilize unmanned aircraft systems {(UAS) 1n delivering
packages to customers at scheduled locations and/or preforming other tasks at predefined
locations. Some embodiments utiitze sensors on UASS to detect objects that are mntended {0 be
interacted with n addition (o detecting objects that the UAS should avoid In some
ermnbodiments, a system recognizes objects so that UASs can interact with intended objects.
UASs are contigured with one or more sensors {e.g., cameras, distance measurement Sensors,
signal strength sensors, beacon detectors, and the like) that can capture corresponding sensor
data. This UAS detected sensor data can be utilized to determine a unigue identitication of an

object mtended to be mnteracted with at a predefined location, such as an mtended delivery
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location where a UAS 1s to deliver a package. Further, using the sensor data the identified object
can be confirmed as an expected object that 15 expected at the predetined location. Some
embodiments mclude a control circuit that communicates through one or more transceivers. The
control circutt can recerve the sensor data captured by one or more sensors of a UAS. From the
sensor data the confrol circuit can determine a unique identification of an object at a predetined
location, and confirm that the identified object 15 an object expected at the predefined location

and typically an object with which the UAS 1n ntended to interact.

1001 3] FIG. 1 illustrates a simplified block diagram of an exemplary UAS control system
100, n accordance with some embodiments. The exemplary UAS control system 100 includes
one or more task control systems 102 and multiple unmanned aircraft systems {UAS) 104, The
UASs are in communication over one or more distributed communication and/or computer
networks 106 with the task control system 102, The task control system controls the distribution
and/or provides flight path information to the UASs 1 implementing one or more tasks, such as
but not limited to dehivering packages, capturing video, obtaining mspection data, and other such
tasks. It 1s noted that the below description generally describes a task of perfornmung deliveries of
products, however, the systern 18 not lumited to performing delivertes and instead can be applied
to numerous other tasks. Some embodiments mclude one or more prlot control systems 103 that
allow a remote pudot to provide fhight commands to be maplemented by the UAKX, The thght
commands can be g simgle simple command (e g., change course}, a series of commands, or

allowing the remote pilot to take over full control of a UAX for at least a period of time.

001 4] {One or more retaster and/or product distribution center systems 110 may be
accessible over the one or more distributed networks 106 by customers using user nterface unuts
112 (e g., computer, laptop, smart phones, fablets, and other such devices} and/or other such
customer devices. {ustomers can access a retatler syvstem and purchase one or more products.
Further, the customers may elect to have the purchased products delivered. The system inchudes
and/or 1s accessible by multiple user interface units 112, each associated with at least one
customer. The user mnterface units can communicate via the communication network 106 with
the retatler system 110, and in some applications can communicate with the task control system
102 and/or a UAN. Some embodiments further utilize one or more distribution and/or launch
vehicles 118 that transport one or more UASs, and when relevant packages to be delivered by

those UASs, to strategic launch locations from which one or more UANs can be launched to
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implement the intended task {e.g., unmanned aenal delivery, video capture, establish wireless

network, etc. ).

K4

1001 5] The task control system 102 1s configured to coordinate the tasks performed by
the UASs 104, such as coordinate the delivery of packages and/or products ordered by
customers. This can include determining and/or providing delivery scheduling, tlight schedules,
tlight route plans, alternate route information, identification of no-fly zones, and/or other such
tunctions. In some applications, product orders are recerved from the retailer systems 110, The
retailer systems may include Internet market retatler sources, in-store order systems, and/or other
such sources. Further, the product orders may designate and/or request that one or more
products of the order are to be delivered by an UAS. Additionally or alternatively, customers
may register with a retadl entity that maintains a customer profile or record, and during the

registration the customer mayv have authorized and/or requested products be delivered using the

UAN.

{3016} Based on the received orders and/or other tasks scheduled to be performed by one
or more UASs, the task control system can schedule deliveries {(and/or tasks) and provide
relevant routing and/or thight path mformation to a corresponding one of the UASs 104 The
determined flight path 1s determined based on a designated delivery location received from the
customer and/or a task location where the UAS 13 to perform or assist in performing the task. In
some embodiments, the customers may use thewr portable user 1nterface umts 112 to specity a
delivery location. Based on the specitied delivery location, the task control system can
determune a scheduled delivery based on one or more factors, along with g tlight path or route
that an UAS 15 to travel while carrying the one or more packages for delivery. Accordingly, some
ernbodiments enable an UAS to be able to deliver a payload to a determuned delivery location

and/or perform other tasks at predetined task locations.

{0017} fn operation, sensor data 18 recerved corresponding to the task being performed
and/or the deliverv of the package. The sensor data typically mcludes sensor data captured by
one or more sensors of a UUAS 104, Other sensor data may be recetved from other devices, such
as but not limited to user interface units 112, fixed cameras, other UASs, and/or other such
devices. Based on the sensor data, an object can be identified as being within a class ot objects,

a unique entification ot an object at a predetined location can be wdentified, and other such
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identification. This object may be a delivery and/or landing pad at an intended delivery location,
a delwvery locker at an intended delivery location, a customer, a building, a particular vehicle, a
UAS launch svstem, a UAS hanger, or other such obiject at the predefined location. The
recognition can be based on image processing, RFID detection, optical bar code scan, text
capture and compare, beacon detection, other such recognition methods, or combination of two
or more of such recognition methods. For example, one or more unages and/or video of an area
corresponding to a delivery location may be captured by one or more cameras of a UAS while in
the process of delivering a package. Image and/or video processing can be performed to detect
an mtended delivery pad where the package 1s to be delivered. In some instances, for example, a
delivery pad or other object to be recognized may include a predefined color pattern,
alphanumeric characters, barcode, etc. that can be detected through 1mage recogrition of images
and/or video captured by a UAS while the UAS 15 flying over the area corresponding to the
dehiverv location. As another example, unage processing can detect a person located in an area
corresponding to the delivery location, and using facal recognition can confirm the person 1s an
individual with which the UAK 1s intended to mteract in delivering the package {e.g., a customer
to recerve the package and/or a person associated with the customer, such as a spouce, chld,
neighbor, etc.}. Additronally or alternatively, some embodiments may receive one or more
communications from the object or a device associated with an object (e g, smartphone
associated with a customer). The systern may use this communication in wentifving and/or
confirming the object. In some instances, the UAS may mitiate the communication exchange by
sending a communication to the intended object and/or a device associated with the object (e.g.,

a user mnterface umt 112 associated with a customer).

{0018} FI(: 2 tllustrates a ssmplified block diagram of an exemplary task control system
102, in accordance with some embodiments. The task control system includes one or more
control circuits 202, memory 204, and mput/output (1/0) intertaces and/or devices 206. Some
embodiments turther mclude one or more user intertaces 208. The control circuit 202 typacally
COMPIiSEs one Or more processors and/or microprocessors. The memory 204 stores the
operational code or set of instructions that 1s executed by the control circuit 202 and/or processor
to tmplement the tunctionality of the task control system 102, In some embodiments, the
memory 204 may also store some or all of particular data that may be needed to schedule

deliveries, determine delivery locations, confirm delivery locations, determine thight paths, cause
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tlight paths and/or tlight instructions to be communicated to the UAS 104, and make any of the
associations, deternunations, measurements and/or communications described heretn. Such data
may be pre-stored in the memory, received from an external source {e.g., retailer distribution
system 110, UASs 104, pilot control system 108, user mnterface units 112, etc.}, be determined,

and/or communicated to the task conirol system.

(0019} it 15 understood that the control circuit 202 and/or processor may be implemented
as one Or more processor devices as are well known 1n the art. Sumailarly, the memory 204 may
be implemented as one or more memory devices as are well known n the art, such as one or
more processor readable and/or computer readable media and can include volatile and/or
nonvolatile media, such as RAM, ROM, EEPROM, flash mermory and/or other memory
technology. Further, the memory 204 1s shown as internal to the task control system 102;
however, the memory 204 can be internal, external or a combination of internal and external
memory. Additionally, the task control system typically includes a power supply (not shown)
that 15 typreally rechargeable, and/or 1t may receive power from an external source. While FiG
2 tlustrates the various components being coupled together via a bus, it 1s understood that the
vartous components may actually be coupled fo the control circut 202 and/or one or more other

components directly.

{3020} {enerally, the control circust 202 and/or electronic components of the task control
system 102 can comprise fixed-purpose hard-wired platforms or ¢can comprise a partially or
wholly programmable platform. These architectural options are well known and understood in
the art and require no further description here. The task control system and/or control circuit can
be configured (for example, by using corresponding programmung as will be well understood by
those skitled in the art} to carry out one or more of the steps, actions, and/or tunctions described
herein. In some mmplementations, the control circuit 202 and the memory 204 may be integrated
together, such as in a microcontrolier, application specification integrated circust, field

programmable gate array or other such device, or may be separate devices coupled together.

(0021} The VO interface 206 allows wired and/or wireless communication coupling ot
the task control system 102 to external components, such as the UASs 104, retatler system 110,
pilot control systems 108, user interface units 112, databases 114, and other such devices or

systems. Typically, the I/O interface 206 provides wired and/or wireless communication {e.g.,
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Wi-F1, Bluetooth, cellular, R¥, and/or other such wireless communication}, and in some
instances may mclude any known wired and/or wireless interfacing device, circuit and/or

connecting device, such as but not limited to one or more transmitter, recetver, transceiver, €tc.

(B022] The user mterface 208 may be used for user mput and/or output display. For
example, the user intertace 208 may include any known input devices, such one or more buttons,
knobs, selectors, swiiches, keys, touch input surfaces, audio input, and/or displays, etc.
Additionally, the user interface 208 include one or more output display devices, such as lights,
visual mdicators, display screens, etc. to convey information to a user/worker, such as but not
limited to product orders, product information, thght path mapping, thight path information, UAS
parameter data, customer mformation, images, video, communication information {(e.g., text
messages, emails, etc.), status information, mapping information, operating status information,
notifications, errors, conditions, and/or other such mformation. Similarly, the user interface 203
in some embodunents may include audio systems that can receive audio commands or requests

verbally 1ssued by a worker, and/or output audio content, alerts and the like.

[ 0023] FIG. 3 illustrates a ssmplified block diagram of an exemplary UAS 104, 1n
accordance with some embodiments. The UAS includes one or more UAS control circuats 302,
memory 304, mput/output (1/O) interfaces and/or devices 3006, motors and motor control curcuitry
3038, location detection systems 310, and one or more cameras 312, Some embodiments further
include one or more sensors 314, a crane system 316, a user interface 318, and/or other such
systermns. The UAS control circust 302 comprises one or more processors and/or microprocessors
and couples with the memory 304 that stores operational codes or sets of mstructions that are
executed by the UAS control circust 302 and/or processor to implement the functionality of the
JAS 104, In some embodiments, the memory 304 may also store some or all of particular data
that may be needed to navigate to dehivery locations and deliver one or more products. It is
understood that the UJAS control circuit 302 may be implemented as one or more processor
devices as are well known n the art. Sumilarly, the memory 304 mav be implemented as one or
more memory devices as are well known in the art, such as those described above. Further, the
memory 304 s shown as mnternal to the UAS 104, however, the memory 304 can be internal,
external and wirelessly accessible, or a combination of internal and external memory.
Additionally, the UAS typically inciudes a power supply {not shown} that s typically

rechargeable, and/or it mayv receive power from an external source. Whle FIG. 3 illustrates the
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various components being coupled together via a bus, 1t 15 understood that the various
components may actually be coupled to the UAS control circuit 302 and/or one or more other

components directly.

(0024} The UAS control circuit 302 and/or electronic components of the UAS 104 can
comprise fixed-purpose hard-wired plattorms or can comprise a partially or wholly
programmable platform. These architectural options are well known and understood 1n the art
and require no further description here. The UAS and/or UAS control circuit can be configured
{for example, by using corresponding progranmumning as will be well understood by those skilled
in the art) to carry out one or more of the steps, actions, and/or functions described herein. In
some implementations, the UAS control circuit 302 and the memory 304 may be mntegrated
together, such as 1 a microcontrolier, application specification integrated circuit, field

programmable gate array or other such device, or may be separate devices coupled together.

302 5] The /O intertace 306 allows wired and/or wireless communication coupling of
the UAS 104 to external components, such as task control system 102, the retailer system 110,
pilot control system 108, in some mstances one or more user interface unuts 112, and other such
devices or systems. Typically, the [/O interface 306 provides at least wireless communication
{e.g., Wi-F1, Bluetooth, cellular, RE, and/or other such wireless communication), and in some
instances may mclude any known wired and/or wireless interfacing device, curcust and/or

connecting device, such as but not imited to one or more transmtiter, recetver, fransceiver, eic.

{3026} The location detection system 310 obtains location information to determmne a
current location of and track the location and movements of the UAS. The UAS control circust
302 utilwzes the location mformation i controthing the movements of the UAN. In some
instances, the location detection system may mnchude a global posttioning detection system and/or
systern that received global positioning coordinate tnformation, Wi-I'1 signal triangulation and/or
evaluation system, cellular tower tniangulation system, beacon detection, and/or other such
iocation detection system. Further, the location detection system may use information provided
by one or more sensors 314 1in determiming and/or tracking location information. The sensors
can mchude substantially any relevant sensor such as, but not limited to, one or more inertial
sensors, accelerometers, altimeters, gyroscopes, compasses, distance measurement systems {e.g.,

-~

ultrasound, laser, etc.), and/or other such sensor information. Other sensors 314 may be included
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that mav or may not be used for location detection, such as but not limited to wireless signal
strength sensor, weather sensors, magnetic radiation detection sensors, movement detector (e.g.,

detecting movement within a threshold distance of the delivery location}, and the like.

(00271 Tvpically, the UAS 104 includes one or more cameras 312 that capture images
and/or video that can be evaluated by the UAN control circuit 302 of the UAS and/or
communicated to the task control system 102 for processing. In operation, the UAS control
circutt 302 of the UAS can activate one or more ot the cameras 312, which may be in response to
a command from the task control system, in response to a pilot command receiwved from the pilot
control system, the UAS control circuit activates one or more cameras based on a predefined
delivery sequence {e.g., when within a threshold distance of the delivery location activate a
camera to capture images and/or video, when hovering over the delivery site, while lowering the
UAS, while lowering the package by a crane system 316, and the like), and the like. Some
ermmbodiments include ditterent cameras directed 1in different general directions {e.g., up, down,
torward, backwards}, additionaily or alternatively, one or more cameras may be cooperated with
camera directional control systems {e.g., motors, tracks, gimbals, etc.) that can control the
movement of one or more cameras. In some embodiments, the one or more cameras provide
ommdirectional imaging and/or video capablities. As miroduced above, in some embodiments
one or more pictures and/or video captured by the camera/s 312 of the UAS can be evaluated in
detecting and/or identifying one or more objects with which the UAS 15 supposed to mteract,
Further, m some apphcations video can be commumicated to the pilot control system to aliow a

pilot to see the conditions at and/or around the delivery location.

{3028} In some implementations, a UAS 104 may include a crane system 316 that allows
a product being delivered to be lowered to the delivery site while the UAS hovers over the
delivery stte, and tvpically hovers at or above a threshold height above the dehivery site. The
crane system and/or a package release system may in some embodiments be implemented in
accordance with or simular to the crane systems, and/or release system described 1 U.S.
Provisional Application No. 62/222.572, tor Nathan (3. Jones et al., filed September 23, 2013,
and entitied SYSTEMS AND METHODS OF DELIVERING PRODUCTS WITH
UNMANNED DELIVERY AIRCRAFTS, and U.S. Provisional Application No. 62/222.575, for
Nathan . Jones, filed September 23, 20135, and entitled PACKAGE RELEASE SYSTEM FOR
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USE IN DELIVERY PACKAGES, AND METHODS OF DELIVERING PACKAGES, which

are incorporated herein by reference in their entirety.

{0029} In some implementations, the UAS may include one or more user interfaces 318
that can be used for user input and/or output display. For example, the user interface 318 may
include any known input devices, such one or more buitons, knobs, selectors, swiiches, keys,
touch input surfaces, audio mput, and/or displays, etc. Additionally, the user intertace 318
includes one or more cutput display devices, such as hights, visual indicators, display screens,
etc. to convey mformation to a user. Simularly, the user mterface 3138 in some embodiments may
include audio systems that can receive audio commands or requests verbally 1ssued by a worker,

and/or output audio content, alerts and the like.

| 3030] FIG. 4 illustrates a simplified block diagram of an exemplary pilot control system
108, 1n accordance with some embodiments. The pilot control system includes one or more pilot
system control circuits 402, memory 404, wput/output (I/0) interfaces and/or devices 406, user
interfaces 408. The pilot system control circuit 402 typically comprises one or more processors
and/or microprocessors, and couples with the memory 404 {0 access operational code or set of
instructions that are executed by the control circunt 402 to implement the functionality of the
pilot control system 108, In some embodiments, the memory 404 may also store some or all of
particular data that may be needed to remotely control the UASs 104, and make any of the
associations, determinations, measurements and/or communications described herein. 1t is
understood that the control cirawnt 402 and/or memory 404 may be implemented as one or more
processor devices and memory as are well known i the art, such as those described above.
Further, the memory 404 13 shown as internal to the pilot control system 108, however, the
memory 404 can be internal, external or a combination of mnternal and external memory. Whule
FI(G 4 dllustrates the various components being coupled together via a bus, 1t 15 understood that
the various components may actually be coupled to the pilot system control circuit 402 and/or
one or more other components directly. In some implementations, the piiot system control
circuit and the memory 404 may be mtegrated together, such as m a microcontroller, application
spectfication mtegrated circuit, field programmable gate array or other such device, or may be

separate devices coupled together.
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10031} The /O intertace 406 allows wired and/or wireless communication coupling of
the pilot control system 108 to external components, such as the UAS 104, task control system
102, retailer system 110, databases 114, and other such devices or systems. Typically, the /O
interface 406 provides at least wireless communication {e. g., cellular, satellite, Wi-Fi, Bluetooth,
RF, and/or other such wireless communication), and in some mstances may mclude any known
wired and/or wireless interfacing device, circutt and/or connecting device, such as but not limaited
to one or more transmutier, receiver, transceiwver, etc. The user mitertace 408 1s used for user
mput and/or output display. For example, the user mnterface 408 may include any known input
devices, such one or more buttons, knobs, selectors, swiiches, kevs, touch input surfaces,
joysticks, dials, audio mput, and/or displays, etc. Additionally, the user interface 408 further
includes one or more output display devices, such as lights, visual indicators, display screens,
etc. to convey mformation {0 a user/worker, such as but not lumited to video data, 1mages,
dehiverv location parameters and/or statistics, product information, flight path mapping, flight
path information, UAS parameter data, customer information, communication mformation {e.g.,
text messages, emails, ete.), status mtormation, mapping imformation, operating status
information, notifications, errors, conditions, and/or other such intormation. Similarly, the user
interface 408 1 some embodiments may mnclude audio systems that can receive audio commands

or requests verbally 1ssued, and/or output audio content, alerts and the like.

3032} Further, some embodiments provide a bank of pdot control systems 108 with one
or more pulots manning the pilot control systems while UJAKs are scheduled to and/or while
UJAKs are performung tasks. Through the pilot control system a pilot can remotely take over at
ieast some of the controls of a UAN. The pilot system control circuit can recerve a notification
that pilot assistance 15 requested while the UAS 15 within a threshold milot control distance of the
task location {e.g., delivery location}. Remote control over at least some ot the controls of the
{JAKS can be established through the transceiver. As such, commands can be received through
the user interface 408 from a pilot, and be communicated to the UAS to implement the
commands such that the pilot controls at least some aspects of the UAS and/or takes over total
control of the UASN. Tvpically, the pilot can take over control during any time the UAS 15 1n
operation {e.g., the UAS is preparing for flight, in thight, and/or shortly atter tlight begins, etc.}).
For example, 1n some mnstances, a pilot may take over at least partial control at least during a

depositing of the product at the delivery location.
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13033} As described above, some embodiments uttlize distribution vehicles 118, One or
more UAS 104 and products to be delivered can be loaded into the launch vehicles. Based on
scheduled deliveries, the launch vehicles can be routed to predeternuned launch locations that are
within a predetined thight distance {e.g., based on battery power, weight of the package being
delivered, weather conditions, etc.} of one or more scheduled delivery locations. The one or
more UASs, which may be cooperated with one or more of the products to be delivered, can then
be launched from the launch vehacles. The distribution vehicle 118 can travel to multiple
difterent launch locations to implement multiple different scheduled deliveries. Further, after
launch, a distribution vehicle may proceed 1o a subseqguent launch location to launch one or more
other UASs and then subsequently refurn to a first launch location {o retrieve one or more

previously launched UASs.

[3034] Some embodiments provide systerns that enable UASs to implement tasks and to
recogruze an intended object at a task location. Sensor data i1s captured by at least one sensor of
a UAS. Agam, the sensor data may be image and/or video content, text recogrution, REFID
signal, bar code detection, other such sensor data, or combmation of two or more of such sensor
data. From the sensor data a unugue identification can be determuned of an object at a predetined
location. Based on the identification and the sensor data, the system can confirm that the
identitied object 1s an expected object expected at the predefined location. The confirmation of
the object allows the system o take one or more actions to allow the UAS to mteract with the
object. The UAX, a pilot, and/or a task control system can further detect potential objects that
are to be avoided {e.g., trees, elevated electrical lings, burldings, and the tike). However, the
system uses sensor data to additionally identify an object at an expected 1ocation that i1s intended

to be interacted with allowing the UAS to eftectively perform a task with a level of confidence.

{0035] The UAS control circuit 302 can receive, in some applications as at feast part of
the sensor data, image data captured by a camera on the UUAS. Tvpically, the UAS control circut
can orient a camera and/or the UAS to capture one or more images and/or video. The image
and/or video data can be processed (e.g., image processing, text capturing, and the like) to detect
one or more features that correspond to the expected object. This may be a patiern, detected
movement, other such features, or combination of such features. In some implementations, the
image processing and object identification is performed local on the UAS. Further, the UAS

may tdentity a location where the expected object 1s predicted to be detected. Accordingly, the
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UAS control circuit can limiut the evaluation of sensor data until the UAS 1s within a threshold
distance of the location. In some embodiments, the UAS control circuit can obtamn a unique
identification of the object from tmage processing sensor data. For example, 1n some
applications, the UAS may recognize a delivery pad based on a predefined pattern on the landing
pad. This pattern can be configured to be readily discernable from an image taking by a camera
at heights of hundreds or even thousands of feet above the landing pad. Simailarly, the image
processing mayv recognize a predefined number, bar code or other such unique identification on a
storage locker, a deliverv pad, a roof of a distribution vehicle, one or more flags at a location, or
other such objects. In some applications, the UAS control circuit, in obtaining the unmque
identification, obtains from the image processing a delivery pad identifier that 1s unique to the
delivery pad associated with the predefined location and distinct from other similar and different
delivery pads. As mtroduced above, the delivery pad 1s configured {0 recetve a package {0 be

delivered by the UAS.

{3036] In some embodiments, UAS control circuat 302 causes {acial recogrution
processing to be performed on one or more images and/or video of the predefined location. In
obtaining the unique identification, the UAS may obtamn an identification through the facial
recognition of a customer positioned proximate the predefined location. In some applications,
images and/or video content may be communicated 10 a remote 1mage and/or video processing
system {e.g., as part of the task control system). A database may be accessed of numerous
objects, customers, workers, and other such objects. Through a comparison of pre-gbtained
irnages with the irmage processing, the system may correlate a customer’s facial features with
teatures of a pre-obtained and processed image of the customer. For example, the customer may
have registered with a delivery service, with a retail entity, or the like, and provided one or more
images of themselves and/or other persons that may receive a delivery on their behalf. The
images and/or 1image processing can be associated with one or more predefined locations where
deliveries tor which that customer 1s to be associated (e g., home, vacation home, work location,
etc.). As such, the image processing can correlate the UAS captured image with a previously

obtained image and/or 1mage processing to confirm an expected person is at the location.

{30371 in some embodiments, the system can further confirm an object based on
communication from the object and/or a device previously associated with the object. For

example, the UAS 104 and/or the task control system 102 may further recerve a communication
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trom a user interface umit 112 preregistered to be associated with a customer or other person at
the predetined location. In some instances, the communication 1s recetved through a wireless
transcetver, and the UAS and/or the delivery system can detect comumunication from the user
interface untt assoctated with the customer who 1s associated with the predefined location.
Further, the UAS may mitiate a communication exchange by broadcasting a beacon signal,
generating an optical signal, and/or mnitiating an mntended direct communication {e.g., via cellular
communication or text message to a customer’s user mterface unit). The UAS control circuit,
confurnung the identified object 15 the expected object, can at least in part contirm the wdentified
object based on the recetved sensor data and the detected communication from the user interface
urt. Similarly, the control circuit, in determining the unique dentification of the object, may
receive g comunurnication from a distribution vehacle 118, In some implementations, for
example, the communication can comprise an wdenfification of the distribution vehicle. The
conirol circuit confirms that the identification of the distribution vehicle 1s consistent with an

expected distribution vehicle assigned o fransport the UAXN away from the predefined location.

| 0038] The sensor data may further be utilized 1n mnteracting with the object and/or in
preforming the task. For example, the sensor data may be used {0 confirm there s suthicient
space at a delivery location to deliver a package. This can mclude, for example, confurmung that
if there 1s something on a delivery pad there 15 still sufficient space to deliver a package. The
confirmation of sufficient space may be relevant, for example, when a customer 18 returning a
package via a UAS. In some mmstances, the control circust 15 further configured to receive
additional sensor data from the UAS. The control circuit may wdentify that a package 15 located
on the delivery pad, in the delivery locker or at another predefined location. Again, the delivery
pad or the like may be intended to recetve a package being delivered by the UAS. The control
circuit can evaluate the space surrounding the package on the delivery pad and contirm there 1s
sufficient space on the delivery pad, which i1s not occupied by the already placed package, to
receive a package being carried by the UAS. The UAS can inttiate delivery of the package in
response to contirmung there 1s sufficient space on the delivery pad to deliver the package. In
other instances, the camera data mav indicate that there i1s snow or other such obstruction that
blocks some or all of the delivery pad. The UAS can use the dimensions of package being
delivered to determine whether the package will fit. Some embodiments may detect markings,

measurements on the delivery pad, digital watermarking of a size of delivery area, and use this
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information to detect how much area 1s blocked to determine an amount of area available to
receive a package. In some mnstances, a pilot mayv be notitied to request confirmation and/or to
take over delivery controls. Additionally or alternatively, the customer may be notitied that there
18 1insutticient space and request the customer remove the items on the delivery pad or to select
an alternative delivery location. In other implementations, the UAS or another UAS may be

instructed to retrieve the returned package prior to delivering a subseqguent package.

13039} In some implementations, the sensor data can be used to verity a correct package
to be carried by the UAS 104, The control circutt, in determuning identification of an object,
may identify or determine a package wdentifier from the sensor data of an expected package to be
cooperated with the UAS. The package may be a package intended to be delivered by the UAS
to a delivery location, a package being returned by a customer, or the iike. The sensor data may
include reading a bar codes, detecting a size, shape and/or coloring, detecting one or more

predefined markers, RFID data, other such data, or a combination of two or more of such data.

{3040] FIG. 5 illustrates a sumplified flow diagram of an exemplary process 500 of
controiling one or more UASS, 1in accordance with some embodiments. In step 502, sensor data
captured by at least one sensor of a UAS 15 recerved. Agan, the sensor data may be RFID sensor
data, unage and/or video data, distance measurement data, beacon data, and/or other such sensor
data. In step 504, a umque dentification of an object at a predefined location 1s determuned at
least 1o part from the sensor data. Further, the unugue identification 1s specific to that object and

distinguishes that object from other objects.

0041} fn step 306, the systemn confirms, from the sensor data, that the 1dentified object 15
an expected object expected at the predefined location. In some mstances, the object and/or
characteristics of the object are registered with the task control system, the retasier system 110,
and/or other such system or database. Accordingly, in confirming the identification of the
object, the system can it the number of objects that are considered. This limited number of
objects can greatly increase the speed of confirmation. Similarly, in some applications, the

limited number of ttems can reduce the amount of data that 1s communicated o the UAS in

evaluating the sensor data and with which s to be compared to the sensor data.

{3042} Some embodiments 1in recerving the sensor data recerve image data captured by a

camera on the IJAS. The UAS and/or the task control system can use this image data to obtain
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the unique 1dentification of the object from umage processing. The object mayv be a person, a
deliverv locker, a delivery pad, a flag, or other such object. For example, 1n some instances, a
control circuit can obtain from the image processing a delivery pad dentifier that 1s unique to a
deliverv pad associated with the predefined location. Tvpically, the delivery pad identifier is
distinct from other similar and ditterent delivery pads. Again, the delivery pad can be a location,
marker, bin, mat or the like that 15 configured to receive a package to be delivered by the UAS.
Additionally or alternatively, i1 some implementations the sensor data 1s utilized to obtain an
identification through facial recognition of a customer positioned proximate the predetfined

iocation.

304 3] Some embodiments further receive additional sensor data from the UAS. Using
this additional sensor data, the system can detect a first package 1s located on the delivery pad.
Based on this detection, the UAS and/or the task control system can confirm there 1s sufficient
space on the delivery pad, which 15 not occupied by the first package, to receive a second
package being carried by the UAKN. Based in part on the confirmation that there 1s sufficient
space on the delivery pad to deliver the second package, the UAS can imitiate delivery of the

second package.

0044 The UAS and/or the task control system may be in communmication with the
customer, a distribution vehicle, and/or other objects that may affect the routing, thight and/or
task implementation. In some implementations, for example, a detected communication {rom a
user intertace unit 112 associated with a customer who s associated with the predetined location.
The detected communication from the user interface unit can be used 1o cooperation with the
received sensor data n conhirmung the identified object. For example, facial recogmtion can be
used to identify a customer at a task location, and communication from a user mnterface umit 112
that has been previously associated with that customer can be used as at least part of the
contirmation of the identification of the customer, a delivery pad associated with the customer,
or other such object. Further, communications from an object can mclude receiving a
communication from a distribution vehicle 118, The communication from the distribution
vehicle can include an identification of the distribution vehicle. Using the identification, the
system can confirm the identification of the distribution vehicle 15 consistent with an expected
distribution vehicle assigned to transport the UAS away from the predefined location. Sensor

data may turther be used to contirm the accuracy of a package to be delivered by the UUAK,
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picked up by a UAS or the like. In some embodiments, the determination of the unique
identification of the obiect can include determining, from the sensor data, a package wdentifier of
an expected package to be cooperated with the UAS and to be delivered by the UAS to a delivery

iocation.

1004 5] Accordingly, the UASs can ufilize sensor data, 1n part, to remove governmental
restrictions {e.g., requiring line of sight operation}, and can safely and effectively complete
autonomous tasks such as bevond hne ot sight (BLOS) package delivery, video capture of an
event or building, counting objects, and other such tasks. The sensor data not only allows the
UAS to autonomously avoid obstacles in the UAS s flight path or s delivery area, but also the
ability to identify classes, types and specific instances of objects {e.g., buildings, people, and
other objects). A package delivery task can involve a package loading, UAS launch, arrborne
waypoint navigation using the global positioning system (GPS) or sumilar technology coupled
with object avoidance, delivery location ranging and wdentification, package delivery, which may
include specific object and behavior recoguttion along with avoidance and mteraction based on
those objects and behaviors, return to airborne waypomt navigation, return location {e.g ,
warehouse, store, distribution vehicle, eic.) ranging and identification, and UAS landing at return
location.  In some cases, the UAS may also be used to pick up a package {e.g., to elimunate a

manual package loading step or for customer returns).

3046} The UAS control system 100 takes advantage of identitying a collection of
classes, types and/or specific objects and response to these objects. The responses may include
avoidance, mteraction, observation, recording or other functions depending on the class and
spectiic mstance of the encountered object as well as the portion of the task the UAS 15 currently
performing. In some embodiments, the UAS 1dentity an object as being within a class of objects.
The classes can mclude, tor example: packages, task/delivery locations, vehicles, people, pets,
buildings, obstructions {e.g., trees, poles, power lines, and other obstructions). Packages may be
items that the UAS may be used to deliver. Some embodiments may utilize several iterations of
genertc package identitication, ranging from identifyving specific tvpes of packages by size,
shape, color, marking, bar codes, digital watermarks, RFID tags or other methods. Some
implementations may sumphify an iteration by using a small set of possible options. For example,
a tote or box with specific markings that are easily 1dentifiable might be used to contain the items

to be delivered. This would limit the need for the UAS to determine how to pick up the package
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(only a pre-determined, finite number of possibilities would be oftered), balance 1t and carry 1t
The one variable that the UAS would take into account would be differences in weight between
packases. The weight could be measured by the UAS, or encoded in digital format on the tote,
package labeling, etc. The UAS are typically provided with a flight path to a task location. In
some instances, the UAS can identity a task iocation based on GPS coordinates and using other
sensor data. Additionally, the UAS may be able to detect the task location based on a clearly
marked landing zone, a delivery receptacle, other easily distinguishable landmark, and the hike.
Further, 1n some implementations, the system and/or the UAS can determine whether
obstructions exist at a task location and/or on the delivery location {e.g., a previously delivered
package that has not been retrieved by a customer). In some applications, the UAS may be able
to alert the customer when an obstruction 15 detected requesting the customer to clear the
delivery location and/or lading location. Sumularly, the UAS may determine whether there 1s
sufficient room 1o place the new package, use an alternative delivery method (e.g., drop the
merchandise from a height rather than placing it directly on the landing zone and releasing 1t),

rescheduling delivery time or location, eic.

{3047} In some embodiments, the UAS may further wdentify various classes of vehicles,
including delivery trucks from which the UAS may be launched for last mule delivery, passenger
automobiles, emergency vehicles, other aircratt including UASKs, helicopters and airplanes,
bicycles, motorcycles, boats, etc. Further, the UAS may implement a thight path and perform
3eNSOr processing to return to a distribution vehicle, either while the vehicle 1s stationary or in
motion. Sumidarly, the UAS may preform processing to identify vehicles to avoid, as other such
tratfic {e.g., naval, airborne traffic). In some implementations the UAS control system and/or
JAS 15 able to identity a class of people (e.g., adults versus children, UAS operators, customers,
bystanders, etc. }, and/or individual people. The recognition of people can be used in part to avoud
contact with and injury to people during flight operations. In other instances, as described above,
the UAS may identity a specific person in order to interact with that identified person. Still
further, 1n some mnstances, the UAS control system and/or UAS may recognize pets and other

animals avoid contact with, mjury to or damage from them during tlight operations.

{3048} The UAS system and/or UASs are typically further configured to detect structures
and/or 1dentity bulldings, mncluding those that host delivery locations {e.g., personal residences,

apartments, ottice bunldings, etc. ) as well as inventory sources for tts packages to be dehivered
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{e.g., distributions centers, warehouses, retail outlets, etc.}. The UAS can automatically avoid
contact with buildings to prevent damage to itself, while aiso being able to navigate to specific
portions of a buitlding {e.g., to deliver a package, return to a warehouse, etc.}. Other obstacles,
such as but not limited to trees, poles, power lines, guyv-wires, and other obstructions can be

detected during tlight operations to prevent contact with them and damage to the UAS.

(30491 Some embodiments identify classes of objects to building out capabilities for
tiioht operations, satety, and task performance. The UAS system is turther typically configured
to identify a specific imstance of one of those classes. For example, the UAS may identify a
specific package beyond simply wdenfitving that an object 1s a package. This can mclude
identitying a specific package that 1s scheduled for delivery. In some mstances, multiple
packages may be situated within a distnibution center or on a delivery truck. The UAS may be
configured to pick a specific package from amongst several others, attach to it, hift it and deliver
it to 1ts rightful destination. Similarly, in some mstances, the UAS may recognize and/or identify
a speciiic package for return services. Further, the UAS system and/or UAS may identity a
specific delivery location. Some embaodiments, for example, may mcorporate a standard design
tor delivery (e g, a fanding pad or secure locker to which the UAS will deliver a package).
Additionally or alternatively, the UUAS system can further wdentify a specific location from others
to provide correct debivery. In some 1nstances, unique dentifies can be detected at the location,
Further, sensor data may be used o cooperation with location wdentitying mformation as further

conhirmation of location

LHESTH: The UAS system and/or the UAS may i some embodiments {urther identidy
spectiic people, for example a customer to whom a package 1s 10 be delivered. For example,
tacial recogmition can be used to compare facial features to a database of tacial data to identify a
person. Similarly, the UAN system and/or UAS may identity specific vehicles {e. g, distribution
and/or delivery vehicles). For example, a distribution vehicle that the UASN 1s to locate to be
retrieved after performing a task. As a further example, the UAS may recognize a distribution
vehicle from which the UAS was launched so that the UAS can return to pick up additional
packages for delivery if possible, or to be recovered in order to be re-charged/re-fueled and to be
loaded with additional packages or stored tor the duration of the ground-based delivery route.
Still further, the UAS system and/or UAS can identify specific building {e g., store, distribution

center, warehouse, etc. ) from which 1t was launched and to which it returns. As with the
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previous use case, the UAS may pick up additional specific packages and begin a new delivery

route, or iand to be re-charged/re-fueled or stored until further use.

10051} In some embodiments, the UASs are configured to detect and/or lock mto a
signal coming trom the distribution vehicle, delivery pad, delivery locker or other location. This
enables the UAS to utilize autonomous flight to the distribution vehicle or other location.
Additionally or alternatively, the task control system 102 or other central computer system
(CCS) to provide routing instructions and/or guide the UAS, such as by GPS in real time, to is
area of operations. The UASs can further be instructed and configured to make multiple stops
without needing time 1o re-route after each task location {e.g., atter each deliverv). In operation,

the UAS can activate onboard awareness upon activation or after reaching a threshold elevation.

B0S2] The UASs include object wdentification sensors, including for example mulii- or
ommdirectional video, sonar, ultrasonic, laser ranging, LIDAR (light detection and ranging),
infrared detection systems, other such sensor systems, or combination of two or more of such
sensor svstems. These sensor systems enable the UAS to avoud other objects durning thght, and
can further be used i navigation and detecting expected objects. When an object comes within
detection range, the UAS may take actions to avoid contact such as raise or drop elevation or
turn to avoid the obstacle and recalculate its route to its destination. Data from sensors ¢an be
ted directly to a distribution vehicle and/or the task control system tor tracking. Some or all of
the information fed to the task control system may further be communicated to 4 pilot control
system or thight center. The pilot control systems can mounttor sensor status and GPS location
status, and can allow Flight center associates {e.g., pilots} to take action and/or take over thight
control of a UAS. The flight center associates can further relingquish conirol of a UAS when
appropriate (e.g., out of danger, unidentified object 15 bevond a threshold distance, etc. ). Unce
control 15 relinquished the UAS automatically resumes where the pilot or ground station left oft

Typically, the flight center associates have capability to override current path and divert UASs.

{3053} Sensors witl help determine elevation above ground level and other objects for
accurate delivery. A distance measuring system can coordinate with other object 1dentification
systems for more protection and awareness. For example, if an object 1s detected by sonar, a
laser distance measuring system can be activated to find this object and measure where and at

what degree from the UAN the object 15 located. When delivering a package, the distance
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measuring system will assist in determining the distance from the ground to enable accurate
package delivery. After the UAS delivers a package, 1t will resume elevation of flight. The UAS
will finish a route based upon information fed from the task control system and/or flight center.
Unce the UAS 1s finished with delivery, 1t can return to its launch location and/or a distribution
vehicle. In some embodiments, the UAS may use signals from the distribution vehicle {e.g.,

using sonar, GPS, optical beacon, other radio beacon, RFID, and/or other such signals}.

13054} some embodiments 1dentity specific instances of one or more objects of one or
more classes of objects. For example, a UAS and/or the UAS control system may identify that
an object 1n a targeted delivery zone 1s a landing pad or storage locker, but further validation may
be achieved in order to deternune that the landing pad or storage locker is the correct one. As
another example, with attended delivery the UAS may identity a specific person(s) to whom 1o
deliver a package. This may be done, for example, through facial recognition or a combination of
object recognition {e.g., a person has been recogmized) along with electronic vahidation of night
to recerve the delivery (e.g., with a smartphone, beacon or other device whose 1dentity can be
independently corroborated with onboard devices of the UAS). For unattended delivery, the UAS
can confirm the correct delivery location has been reached and to record for verification the
delivery of the package. In some cases, this will be 1nto a secured storage enclosure that can be
opened with credentials mamtamed by the UAS and associated central computer system.

Further, in some nstances with unatiended delivery, the UAS can determine whether there 13
sufficient space at the delivery location {e.g., on a landing pad or 1n a secured storage contamer}
to deliver a new package, especially tn cases where previous deliveries have been made,

x

packages are being returned, and the hke. With unattended package pickup {(e.g., for customer
returns} the UAS can be configured to identify a specific package that it 1s to pick up {e.g.,
through bar code, RFID, etc. In some instances, the UAS determine a best way to cooperate with
the package, and may video record the incident for verification. In some cases, the package may
be stored in a secure storage container, and the UAS will remotely unlock and open it 1n order to

retrieve the package.

{3055} In some embodiments, systems, apparatuses, methods, and processes are provided
to control and allocate UASs. In some embodiments, a system to control unmanned aircratt
systems {UAS), comprises: one or more wireless transceivers configured to communicate with

the UAN; a control circutt coupled with the transceiver{s); and a memory coupled to the control
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circuit and storing computer mstructions that when executed by the control circuit cause the
control circutt to perform the steps of’ receive sensor data captured by at least one sensor of a
UAS:; determine, from the sensor data, a unique identification of an object at a predefined
location; and confirm, from the sensor data, that the identified object 15 an expected object

expected at the predefined location.

[0056] Further, some embodiments provide methods of controlling unmanned aircratt
systemis {UAS), comprising: receiving sensor data captured by at least one sensor of 3 UAS;
determining, from the sensor data, a unuque identification of an object at a predefined location;
and confirming, from the sensor data, that the identified object 1s an expected object expected at

the predefined location.

[B057] Those skilled 1n the art will recognize that a wide variety of other modifications,
alterations, and combinations can also be made with respect to the above described embodiments
without departing from the scope of the invention, and that such modifications, alterations, and

combinations are to be viewed as bemg withun the ambit of the inventive concept.
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CLAIMS

What 1s claimed 1s:

I. A system to control unmanned aircraft systems (UAS), comprising:

one or more wireless transceivers configured to communicate with the UAS;

a control circuit coupled with the transceiver(s); and

a memory coupled to the control circuit and storing computer instructions that when
executed by the control circuit cause the control circuit to perform the steps of:

recerve sensor data captured by at least one sensor of a UAS;

determune, from the sensor data, a unique identification of an object at a predefined
location; and

confirm, from the sensor data, that the identified object 15 an expected object expected at

the predefined location.

2. The system of claim 1, wheremn the control circutt in receiving the sensor data, receives
image data captured by a camera on the UAS and obtains the unique dentification of the object

from mmage processing.

3. The system of claum 2, wheremn the conirol circutt, 1 obtaining the umque
identification, obtamns from the tmage processing a first dehivery pad identifier that 1s umique to
the first dehivery pad associated with the predefined location and distinct from other similar and
different delivery pads, wherein the delivery pad 1s contigured to receive a package to be

delivered by the UAS.

4. 'The system of claim 3, wherein the control circuit 18 turther contigured to:

recetve additional sensor data from the UAS;

detect a first package 18 located on the first delivery pad;

confirm there 1s sufficient space on the first delivery pad, not occupied by the first
package, to receive a second package being carried by the UAS; and

inittate delivery of the second package in response to confirming there is sufficient space

on the first delivery pad to deliver the second package.
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5. The system of claim 2, wherein the conirol circuit further receives, through the
wireless transceiver, a detected communtcation from a user interface unit associated with a
customer who 15 associated with the predefined location, wherein the control circuit, in
confirming the identified object 1s the expected object, confirms the dentified object based on

the recerved sensor data and the detected comununication from the user mterface unit.

6. The system of claim 2, wherein the control circust, in obtaining the unigue
identification, obtains an identification through facial recogrution of a customer positioned

proximate the predetined location.

7. The system of claimm 1, wherein the control circust, in determmning the unique
identification of the object, recerves a communication from a distribution vehicle wherein the
communication comprises an wdentification of the distribution vehicle, and the control circuit
confirms that the identitication of the distribution vehicle 1s consistent with an expected

distribution vehicle assigned to transport the UAS away from the predefined location.

8. The system of claim 1, wheremn the control circust, i determining the unique
identification of the object, determines a package wdentifier from the sensor data of an expected

package to be cooperated with the UAS and to be delivered by the UAS 1o a delivery location.

9. A method of controlling unmanned aircratt systems {UAN), comprising:

receiving sensor data captured by at least one sensor of a UAN;

determining, from the sensor data, a unigue 1dentification of an object at a predefined
location; and

confirming, from the sensor data, that the identified object is an expected object expected

at the predefined location.
10. The method of claim 9, wherein the recerving the sensor data comprises receiving

image data captured by a camera on the UAS; and the determining the unique identification of

the object comprises obtaining the unique identification of the object from image processing.
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11. The method of claim 10, wherein the obtaining the unique 1dentification comprises
obtaining from the image processing a first delivery pad identifier that 1s unique to the first
deliverv pad associated with the predefined location and distinct from other similar and different
delivery pads, wherein the delivery pad 1s configured {o receitve a package to be delivered by the

UAS.

12. The method of claim 11, further comprising:

recerving additional sensor data from the UAS;

detect a first package 1s located on the first dehivery pad;

confirming there 1s sufficient space on the first delivery pad, not occupied by the first
package, to recerve a second package being carnied by the UAS; and

mitiating delivery of the second package i response to confirmung there i1s sutficient

space on the {irst delivery pad to deliver the second package,

13. The method of claim 10, further comprising:

recetving a detected commurucation from a user imterface unut associated with a customer
who 1s associated with the predetined location; and

wherein the confirming the identified object 13 the expected object comprises confirming
the 1dentified object based on the received sensor data and the detected communication from the

user intertface unit.

14 The method of claim 10, wherein the obtaining the unique 1dentification comprises
obtaiing an identification through tacial recognition of a customer positioned proximate the

predefined location.

15. The method of claim 9, wherein the determining the unique 1denttfication of the
object further comprises receiving a communication from a distribution vehicle, wherein the
communication from the distribution vehicle comprises an dentification of the distribution
vehicle; and

wherein the confirming that the identified object 1s the expected object comprises
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confirming that the 1dentification of the distribution vehicle 15 consistent with an expected

distribution vehicle assigned to transport the UAS away from the predefined location.
16, The method of claim 9, wherein the determining the unique 1dentification of the

object comprises determining, from the sensor data, a package identifier of an expected package

to be cooperated with the UAS and to be delivered by the UAS to a delivery location.
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