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(57) ABSTRACT 
An electronic controller for conducting trusted lightweight 
e-commerce transactions. A trusted transactional cache and 
the associated transactional protocol allow e-commerce 
transactions to be committed to a remote Server extremely 
quickly and with little network overhead. The end-to-end 
transactions are completed is just a few Seconds or less. The 
invention operates equally well on robust private networks 
as on unpredictable Internet or wireleSS networks. The 
transaction is automatically completed following a tempo 
rary communication failure with the central Site or following 
a temporary local controller failure. The invention can 
advantageously be used in embedded Internet products Such 
as fixed or mobile Internet kiosks, transactional terminals, 
and Internet Appliances. 
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TRUSTED WATCHDOGMETHOD AND 
APPARATUS FOR SECURING PROGRAM 

EXECUTION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is related to co-pending and com 
moniy assigned application XX/XXX,XXX filed on s 
attorney reference CYBS5738 entitled “Trusted Transac 
tional Set-Top Box” and co-pending and commonly 
assigned application XX/XXX,XXX filed on , attorney 
reference CYBS5739 entitled “Trusted Transactional 
Kiosk, the disclosures of each being incorporated herewith 
by reference. 

BACKGROUND OF THE INVENTION 

0002) 1. Field of the Invention 
0003. The invention generally pertains to the field of 
electronic commerce and the merging of technology and 
personal Services. 
0004 2. Description of the Related Art 
0005 Electronic commerce (e-commerce) is traditionally 
practiced using a Web browser running on a personal 
computer (PC) connected to the Internet. Although online 
goods and Services providers can offer attractive, practical, 
efficient and reliable e-commerce Via the Internet, a typical 
end-to-end e-commerce transaction can take Several minutes 
to complete. 
0006 Moreover, existing e-commerce methods can leave 
the consumer wondering whether the online transaction was 
Successfully completed. At times, the consumer may not be 
certain that the online transaction was Successfully com 
pleted until the goods actually show up at the door. A good 
practice is for the e-commerce provider to Send an acknowl 
edgment of the consumer's order by email, the email con 
taining all of the details needed to allow the user to check the 
current Status of the order. E-commerce Sites Such as Ama 
Zon.com have refined the proceSS in order to provide an 
excellent quality of Service that almost everyone has come 
appreciate and trust. For example, the “I-click” purchase 
model patented by Amazon.com considerably Speeds up the 
purchase of items for already registered users, and the user 
need not wait online for a confirmation that the credit card 
payment was accepted. Moreover, easy account acceSS 
allows the user to check the Status of a pending order and the 
Status of the delivery. Every change made either by the user 
or by the provider is automatically acknowledged in an 
email message posted to the user. 
0007 Removing the issue of bad or non-payment, such a 
transactional model for executing an online transaction is 
essentially biased in favor of the provider, in that the 
provider always knows whether the purchase request is valid 
or is invalid. In contrast, the Shopper may have doubts as to 
the Success of his or her purchase request until Such time as 
an explicit acknowledgment is provided, which may not 
occur until a quite a significant time after the online order 
has been Submitted. Typically, the acknowledgment is Sup 
plied as a displayed message, a printed receipt or an email. 
This is because e-commerce Servers are not optimized to 
provide an instantaneous acknowledgment, especially when 
a clearing bank is involved in validating a credit card 
purchase. 
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0008 Consequently, because of the lack of a reliable, 
Speedy and trusted e-commerce transactional model, con 
Sumer-oriented Internet appliances optimized to carry out 
e-commerce are quasi-inexistent. 

SUMMARY OF THE INVENTION 

0009. It is, therefore, an object of the present invention to 
provide a robust, Speedy and trusted e-commerce transac 
tional model. It is another object of the present invention to 
provide a trusted transactional controller that will enable the 
development of Internet appliances for the mass consumer 
market that are optimized for e-commerce. 
0010 Another object of the present invention, therefore, 
is to offer a method for conducting trusted lightweight 
e-commerce transactions whereby the e-commerce transac 
tion is performed in Seconds or even mere fractions of a 
Second. In this manner, the user need not be concerned by 
the possible failure of the transaction commitment to the 
e-COmmerce remote SerVer. 

0011 AS wireless networking is rapidly developing 
because of the convenience that it brings, it is a further 
object of the invention to offer a robust transactional method 
that is not affected by temporary communication outages 
that may occur frequently due to uncontrolled Radio Fre 
quency (RF) noise Sources. 
0012. In accordance with the above-described objects 
and those that will be mentioned and will become apparent 
below, a controller for controlling a device, includes a 
processor adapted to execute a program, and a trusted cache, 
the trusted cache being coupled to the processor and includ 
ing: a nonvolatile memory; a context data Save engine 
adapted to Selectively Save the context of the program to the 
nonvolatile memory, and a context data recovery engine 
adapted to recover the Saved context from the nonvolatile 
memory, the processor being adapted continue execution of 
the program from the recovered Saved context of the pro 
gram upon failure of one of the controller, the program and 
the host device. 

0013 The processor and the trusted cache may be formed 
together on a single chip integrated circuit, disposed on a 
Single piece hybrid circuit or disposed on a single electronic 
board, for example. The controller may further include a 
hardware random number generator coupled to the proces 
Sor, the hardware random number generator being config 
ured to provide the processor with random encryption keys 
or random numbers. The trusted cache may further include 
a watchdog timer, the watchdog timer being configured to 
timeout and generate an alert Signal unless periodically reset. 
The controller may also include a restart engine configured 
to initiate a controller restart cycle upon receiving the alert 
Signal. The restart engine may be configured to initiate a 
three phase controller restart cycle comprising a Software 
reboot cycle, a hardware reset cycle and a power of cycle, 
the hardware reset cycle only being initiated upon failure of 
the Software reboot cycle and the power off cycle only being 
initiated upon failure of the hardware reset cycle. The 
controller may also include a hardware random number 
generator. The processor, the trusted cache and the hardware 
random number generator may be formed together on a 
Single chip integrated circuit, disposed on a single piece 
hybrid circuit or disposed on a single electronic board, for 
example. 
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0.014. The present invention is also a method of securely 
executing a Software program, comprising the Steps of 
retrieving a timeout value and a Secret key from an entry in 
a table, Setting a counter to the timeout value and Starting the 
counter; receiving a Secret key provided by the Software 
program; determining whether the Secret key retrieved from 
the table matches the secret key received from the software 
program, and terminating an execution of the Software 
program if the counter indicates that the timeout value has 
been exceeded or if the secret key retrieved from the table 
does not match the Secret key received from the Software 
program. 

0.015. A step of returning to the retrieving step may also 
be carried out to retrieve a timeout value and a Secret key 
from a next entry in the table. The method may also include 
a step of allowing the Software program to continue execu 
tion if the secret key retrieved from the table matches the 
Secret key received from the Software program and the 
timeout value has not been exceeded. The Secret key 
retrieved from the table and received from the Software 
program may be encrypted and the determining Step may 
include a step of decrypting the Secret keys retrieved from 
the table and received from the software program. The 
terminating Step may include a step of cutting a power off 
from and returning power to a hardware executing the 
Software program. The Software program may be divided 
into a plurality of execution Sequences, each of the execution 
Sequences being divided by a checkpoint at which the Secret 
key is provided. Execution of each execution sequence may 
be contingent upon a timely provision of the Secret key at the 
preceding checkpoint. 

0016. The present invention is also a method of carrying 
out an online transaction between a user device and a remote 
Server over a network. The method may include Steps of 
initiating a user transaction at the user device; Storing a copy 
of the user transaction in a trusted cache memory within the 
user device, Sending the user transaction to the remote Server 
under a control of the user device, and carrying a receiving 
Step to receive a confirmed acknowledgment of the user 
transaction from the remote Server and providing the con 
firmed acknowledgment or a generating Step to generate a 
provisional acknowledgment of the user transaction from the 
Stored copy of the user transaction in the trusted cache if the 
confirmed acknowledgment is not received within a prede 
termined period of time. 
0.017. The method may also include a step of receiving 
the confirmed acknowledgment from the remote Server after 
the predetermined period of time and Storing the received 
confirmed acknowledgment in the trusted cache. A step of 
providing the Stored confirmed acknowledgment upon 
request from a user of the user device may also be carried 
out. A Step of re-Sending the copy of the user transaction 
Stored in the trusted cache to the remote Server may be 
carried out upon failure to receive the confirmed acknowl 
edgment from the remote Server. The re-Sending Step may be 
carried out until a confirmed acknowledgment of the user 
transaction is received from the remote Server. The re 
Sending Step may be carried out a predetermined number of 
times. The generating Step may include a step of printing the 
provisional acknowledgment together with corresponding 
machine-readable indicia that uniquely identifies the user 
transaction. The generating Step may include a step of 
printing the provisional acknowledgment together with 
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machine-readable indicia uniquely identifying the user 
transaction and the method may further include a Step of 
reading the machine-readable indicia and providing the 
Stored confirmed acknowledgment that corresponds to the 
read machine-readable indicia. The Stored confirmation 
acknowledgment providing Step may include a step of 
printing the confirmation acknowledgment. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0018 FIG. 1 is a diagram of a connected universe 
suitable for a Trusted Transaction Controller (TTC) accord 
ing to an embodiment of the present invention. 
0019 FIG. 2 is a diagram of a device employing a TTC, 
according to the present invention. 
0020 FIG. 3 is a diagram of a trusted cache, according 
to an embodiment of the present invention. 
0021 FIG. 4 is a flow chart of an operation of a restart 
engine, according to an embodiment of the present inven 
tion. 

0022 FIG. 5 is a diagram of a TTC for a Transaction 
Service Provider (TSP), according to an embodiment of the 
present invention. 
0023 FIG. 6 is a diagram of a TTC for a TSP, according 
to a further embodiment of the present invention. 
0024 FIG. 7 is a flowchart of an execution of a trusted 
software for controlling a transaction, according to an 
embodiment of the present invention. 
0025 FIG. 8 is a graphical representation of a check 
table according to an embodiment of the present invention. 
0026 FIG. 9 is a flowchart of an exemplary operation of 
the watchdog according to an embodiment of the present 
invention. 

0027 FIG. 10 is a flowchart of a transactional model for 
providing “Provisional” and “Confirmed” receipts of a 
trusted lightweight e-commerce transaction, according to an 
embodiment of the present invention. 
0028 FIG. 11 is a diagram showing the timing of an 
immediate trusted lightweight transaction, according to an 
embodiment of the present invention. 
0029 FIG. 12 is a diagram showing the timing of a 
cached trusted lightweight transaction, according to an 
embodiment of the present invention. 
0030 FIG. 13 is a diagram showing the timing of a failed 
trusted lightweight transaction, according to an embodiment 
of the present invention. 
0031 FIG. 14 is a flowchart of a request for a confirmed 
acknowledgment, according to an embodiment of the 
present invention. 
0032 FIG. 15 is a diagram showing an in-cache confir 
mation of a trusted lightweight transaction, according to an 
embodiment of the present invention. 
0033 FIG. 16 is a diagram showing the timing of an 
out-of-cache confirmation of a trusted lightweight transac 
tion, according to an embodiment of the present invention. 
0034 FIG. 17 is a flowchart of a transaction session, 
according to an embodiment of the present invention. 
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0.035 FIG. 18 is a flowchart of a user session, according 
to an embodiment of the present invention. 
0.036 FIG. 19 is a flowchart of a server session, accord 
ing to an embodiment of the present invention. 
0037 FIG. 20 is a flowchart showing the timing of the 
Saving of the critical States of a trusted lightweight transac 
tion, according to an embodiment of the present invention. 
0038 FIG. 21 is a flowchart illustrating the recovery 
from a temporary failure of a TTC, according to an embodi 
ment of the present invention. 

DESCRIPTION OF THE INVENTION 

0039 FIG. 1 is a diagram of a universe 100 of intercon 
nected devices Suitable for a Trusted Transaction Controller 
(TTC) according to an embodiment of the present invention. 
A TTC, according to the present invention may operate 
within a universe 100 of interconnected devices Such as a 
home network 102 and/or the Internet 104, a factory net 
work, a Small busineSS network or a large enterprise net 
work, for example. In a home network 102, for example, a 
TTC according to the present invention may be found 
integrated in an alarm System 106, a meter, Such as a gas 
meter or an electricity meter 108, an air-conditioning System 
110, a refrigerator 112, a television set-top box 114, a 
lighting management System (controlling the lights for 
mood, occupancy, etc.), a window management System 
(providing motorized shutters and curtains, motorized air 
vents, etc.), within kitchen (may be Internet-connected) 
appliances 116 Such as a microwave oven, coffee maker, 
toaster and the like, within a Security System 106, and/or a 
grounds watering System, to name a few applications. 
0040. In addition, the TTC according to the present 
invention may coexist in a home network 102 that includes 
personal computers 120 having Internet access to a variety 
of Service providerS Such as online grocerS 122, Security 
Service providers 118, energy management Service providers 
124 and/or other service providers, collectively referenced 
by numeral 126. 
0041 FIG. 2 is a block diagram of a TTC, according to 
an embodiment of the present invention. As shown, the TTC 
200 may include a CPU 202, memory 204 (such as Static 
Random Access Memory-SRAM or Dynamic Random 
Access Memory-DRAM, for example) to execute a pro 
gram and to Store working data, mass Storage 206 Such as 
hard disk or flash memory for example, internal interfaces 
208 Such as graphics controller and communication control 
lers for example, external interfaces 210 Such as a display 
monitor, mouse, keyboard for example, a trusted cache 212 
to automatically recover from a temporary failure and a 
hardware Random Number Generator (RNG) 214 for gen 
erating true random numbers for maximum entropy encryp 
tion keys. Each of the elements 202,204, 206, 208,210, 212 
and 214 are advantageously coupled to one another via a 
common bus structure, as shown at reference 216. 
0.042 FIG. 3 is a diagram of a trusted cache 212, accord 
ing to an embodiment of the present invention. AS Shown, 
the trusted cache 212 of the present invention may include 
a Non-Volatile Random Access Memory (NVRAM) 302 
such as a “battery backed up” static memory or “Flash 
backed up' Static memory (for example). Suitable memories 
for the NVRAM302 are available from Simtek Corporation 
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(www.simtek.com). The trusted cache 212 may also include 
a Context Data Save Engine 304 that is adapted to save the 
State and context of the current transaction being executed 
from the program memory 204 (Dynamic or Static RAM) 
into the NVRAM. 302 as soon as power failure is sensed. A 
Context Data Recovery Engine 306 restores the transaction 
execution context from NVRAM. 302 back into the DRAM 
or SRAM 204 as soon as the power supply is properly 
restored. A watchdog timer 308 may also be included in the 
trusted cache 212, the watchdog timer 308 being regularly 
reset as long as the executing Software runs properly. If a 
time-out occurs, however, the watchdog timer 308 will alert 
the restart engine 310. The restart engine 310, according to 
an embodiment of the present invention, may then enter a 
recovery cycle (such as a three-stage recovery cycle, for 
example) as Soon as an alert is received from the watchdog 
timer 308. The restart engine 310 may be configured to store 
State information of timing operations and to drive a power 
ON signal even when the main power is cut or removed, 
using electrical energy Supplied by a temporary DC Storage 
device Such as a capacitor or a Small battery. The invention 
is particularly well adapted to offer automatic recovery after 
temporary failure of the device containing the TTC of the 
present invention. Indeed, when the watchdog timer 308 is 
not timely reset by a normally executing program, the restart 
engine 310 may enter a predetermined recovery cycle, Such 
as the 3-stage system recovery cycle illustrated in FIG. 4. 
0043 FIG. 4 is a flow chart of an exemplary operation of 
a restart engine (such as shown at 310 in FIG. 3), according 
to an embodiment of the present invention. According to the 
present invention, trusted hardware (that is, hardware that 
includes a TTC according to the present invention) may 
feature a 3-stage recovery cycle, whereby following a failure 
to reset the watchdog timer 308, the recovery engine 310 
may automatically make up to 3 attempts(for example) to 
recover from the failure. As shown at S41 in FIG. 4, when 
the restart engine 310 receives an alert from the watchdog 
timer 308, the restart engine 310 may first initiate step S42, 
which sets the first recovery attempt at “Soft Reboot' and 
calls for a soft reboot of the system (such as shown at 200 
in FIG. 2), which may be thought of as the equivalent of 
pressing the "Ctrl-Alt-Del” keys on a personal computer, for 
example. The soft reboot is executed at step S43. If it 
determined in step S44 that step S43 succeeded in restoring 
the system 200, the recovery process ends at S413. If the soft 
reboot is determined in step S44 to have been unsuccessful, 
step S45 may be carried out, whereby the second recovery 
attempt is set at “Hardware Reset' in step S45, which may 
be thought of as the equivalent of pressing the “Reset' 
button on a personal computer, for example. The System 
hardware is then hard reset at S46. If it is determined that the 
hardware reset was successful in step S47, the recovery 
process ends at S413. Otherwise, a third recovery attempt is 
carried out. Indeed, upon failing to recover from either a Soft 
reboot or a hardware reboot, the third recovery attempt may 
be set at “Power Off” in step S48 and the power to the 
system 200 is turned off at S49 and turned on again at step 
S410 after a predetermined time period (such as a few 
Seconds, for example). This may be thought of as the 
equivalent of turning a personal computer of for a few 
Seconds and then turning it back on again, for example. 
When in the power-OFF state following step S49, the 
recovery engine 310 will force the power ON signal at S410 
after a predetermined time period. When a recovery from 
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power-OFF is determined to have been unsuccessful at 
S411, the recovery engine 310 may automatically increase 
the time period between power down at S49 and power up 
at S410, as shown at S412. This is a valuable recovery 
technique, as the underlying cause of the failure may be 
attributable to overheating. ASuccessful recovery may occur 
after the equipment has had a chance to cool off. Counter 
and/or failure logs may keep track of the Success and/or 
failure of each recovery attempt and may be accessible by 
the application software running on the system 200. Such 
information may be extremely valuable to the organization 
in charge of maintenance of the device incorporating the 
system 200 in assisting them in their determination of the 
cause of abnormal repeated recovery cycles. Recovery is 
also Successful following an accidental power off during the 
execution of a transaction. FIG. 4 is but an illustrative 
example of a recovery proceSS and modifications may be 
made to the above described methodology, as those of Skill 
may recognize, and all Such modifications are deemed to fail 
within the Scope of the present invention. The auto-recovery 
feature shown in FIG. 4 is believed to be advantageous, as 
the tendency to use non-proven but nevertheless mission 
critical software on Point Of Sale (POS) terminals and 
Internet appliances (to name a few representative examples) 
is growing, as the new generation of Software developerS 
favor Internet environments and techniqueS Such as Java 
over typically feature-poor embedded Software. Using the 
recovery methodology shown in FIG. 4 or variants thereof, 
POS terminals or Internet appliances may automatically 
resume normal operation following a failure, and do So 
without any user awareness or intervention. 
0044 FIG. 5 is a diagram of a TTC 500 for a Transaction 
Service Provider (TSP), according to an embodiment of the 
present invention. The no-battery NVRAM technology 
developed by Simtek Corporation is the result of combining 
Flash technology with standard SRAM technology on the 
Same Silicon process. Moreover, microprocessors with inte 
grated flash memory are becoming widely available. There 
fore, the trusted cache 212 may advantageously and easily 
be integrated together with the CPU 202 on the same silicon 
using a similar process, as shown at 218. 

004.5 FIG. 6 is a diagram of a TTC 600 for a TSP, 
according to a further embodiment of the present invention. 
The hardware random number generator (RNG) technology 
developed by Intel Corporation (http://developerintel.com/ 
design/security/rng/rng.htm) is embedded within a Flash 
memory on the same Silicon process. The thermal noise from 
a resistor (Johnson Noise) may be used to generate a true 
random, non-deterministic Stream of bits. Therefore, a hard 
ware RNG 214 may be advantageously and easily integrated 
together with the CPU 202 and the trusted cache 212 on the 
Same Silicon using Similar process, as shown by the dashed 
lines referenced at 220. 

0046) Trusted Cache 
0047 As discussed hereunder, the trusted cache 212 may 
be used to continually Store the critical States of a transaction 
Session (Such as an e-commerce transaction Session, for 
example) into non-volatile memory. Moreover, the trusted 
cache 212 may advantageously feature means for automatic 
recovery of transaction execution following a temporary 
failure; that is, a Software crash, a hardware latch-up or an 
accidental power-off, for example. 

May 5, 2005 

0048 Preferably, the critical states are written to the 
trusted cache 212 without delay and very frequently, and are 
retained in case of temporary failure of the TTC, either due 
to power outage, Software crash, hardware latch-up or 
Simply accidental user initiated power down. Saving Such 
critical States on media Such as a magnetic hard disk is 
believed to be too slow and too unreliable. Likewise, Saving 
the critical states on Flash Memory is also believed to be too 
slow, and the writing life may be too limited (Such as on the 
order of 100,000 to 1 million cycles, for example). 
0049. The cache technology for the trusted cache 212, 
therefore, is preferably chosen from either non-volatile 
SRAM or magnetic core memory, for example. Battery or 
capacitor backed-up SRAM may be included in the trusted 
cache 212, but the battery life and reliability may become 
problematic, and capacitor retention may be unduly limited 
(to a period of only a few days, for example). 
0050 A technology that is well Suited for the trusted 
cache 212 is the NVRAM technology developed by Simtek, 
Inc. (www.simtek.com). NVRAM caches are typically used 
for mission critical Systems. Such as Spacecrafts, missiles, 
defense Systems and also in lottery terminals, for example. 
Using such NVRAM technology, the entire content of the 
program memory 204 (DRAM or SRAM) is automatically 
copied into in Flash memory at once, as Soon as a cata 
Strophic failure is detected. Moreover, no external electrical 
Source is required to retain the data stored in the NVRAM 
302 (FIG. 3) and data retention is guarantied for at least 10 
years. When power is re-applied, the content of the Flash 
memory may be automatically rewritten into the program 
memory 204 SRAM or DRAM and ready for access. The 
critical states saved to the NVRAM. 302 may be encrypted 
to prevent tampering during the transaction recovery pro 
CCSS. 

0051 Trusted Watchdog 
0.052 The watchdog 308 integrated within the trusted 
cache 212 is adapted to access encrypted data Stored in the 
NVRAM. 302, to decrypt the stored and encrypted data and 
to compare the decrypted data with a predetermined value 
Supplied by a given program. If the Supplied value does not 
match the decrypted data retrieved from the NVRAM. 302, 
the watchdog 308 may activate a Power-Down cycle and/or 
may take Some other predetermined action to maintain or 
restore Security. Such a mechanism may form the basis for 
implementing a trusted watchdog 308 to prevent un-autho 
rized or rogue Software from executing. The trusted Software 
for controlling the transactions to be carried out should 
preferably access the trusted watchdog 308 at predetermined 
checkpoints, as shown in FIG. 7. 

0053 As shown therein, any trusted (secure) software for 
enabling and controlling Secure (e-commerce, for example) 
transactions, according to an embodiment of the present 
invention, may begin execution at S71. At a predetermined 
number of watchdog checkpoints within its execution cycle 
(three Such watchdog checkpoints being shown in the illus 
trative example of FIG. 7), the trusted software must supply 
a secret key to the watchdog 308 and must supply this secret 
key within a Selectable and/or predetermined period of time. 
As shown at S72, the trusted software is called upon to 
supply a first secret key to the watchdog 308, at a first 
predetermined point in its execution cycle. The watchdog 
308 receives this first secret key and retrieves a correspond 
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ing first encrypted secret key from the NVRAM 302 of the 
trusted cache 212. The watchdog 308 then decrypts the 
encrypted key retrieved from the NVRAM 302 and com 
pares it with the first secret key received from the trusted 
Software. If the first secret -key received from the trusted 
Software matches the decrypted first key retrieved from the 
NVRAM. 302, the trusted Software is allowed to execute a 
first execution sequence, as shown at S73. As shown at S74, 
the trusted Software may then be called upon to Supply a 
Second Secret key to the watchdog 308, at a Second prede 
termined point in its execution cycle. The watchdog 308 
receives this Second Secret key and retrieves a corresponding 
second encrypted secret key from the NVRAM. 302 of the 
trusted cache 212. The watchdog 308 then decrypts the 
second encrypted key retrieved from the NVRAM. 302 and 
compares it with the Second Secret key received from the 
trusted Software. If the second secret key received from the 
trusted Software matches the decrypted Second key retrieved 
from the NVRAM. 302, the trusted Software is allowed to 
execute a Second execution Sequence, as shown at S75. 
Likewise, as shown at S76, the trusted Software may be 
called upon to supply a third secret key to the watchdog 308, 
at a third predetermined point in its execution cycle. The 
watchdog 308 receives this third secret key and retrieves a 
corresponding third encrypted secret key from the NVRAM 
302 of the trusted cache 212. The watchdog 308 then 
decrypts the encrypted key retrieved from the NVRAM. 302 
and compares it with the third Secret key received from the 
trusted software. If the third secret key received from the 
trusted software matches the decrypted third key retrieved 
from the NVRAM. 302, the trusted Software is allowed to 
execute a third execution (and possibly final) sequence, as 
shown at S77, whereupon the trusted Software may allow the 
transaction to complete and end, as shown at S78. 
0.054 FIG. 8 is a graphical representation of a check 
table 800 according to an embodiment of the present inven 
tion. The check table 800 is preferably encrypted and may be 
advantageously stored in the NVRAM 302 of the trusted 
cache 212. Preferably, the check table 800 is loaded into the 
NVRAM. 302 in a secure manner (by a high security 
software utility, for example) before the execution of the 
trusted Software controlling the transaction. The check table 
800 may be unique to the trusted Software controlling the 
transaction, and may identify the trusted Software by a 
program ID 802. In the illustrative example of FIG. 8, the 
program ID is 12345. The check table 800, according to an 
embodiment of the present invention, includes a list of 
checkpoints 804 (5 such checkpoints being shown in FIG. 
8), a corresponding number of timeout values (in millisec 
onds in the example of FIG. 8) and a corresponding number 
of secret keys, which may be encrypted. FIG. 9 is a 
flowchart of an exemplary operation of the watchdog 308, 
according to an embodiment of the present invention. Con 
sidering now FIGS. 8 and 9 collectively, the watchdog 308 
continually monitors the operation of the trusted Software 
controlling the execution of the transaction by looping at 
least through the steps S91-S95. As shown at step S90, the 
trusted Software Supplies a Secret key. At Step S92, as long 
as the watchdog timeout value is greater than Zero, a 
watchdog alert (see FIG. 4) is not generated and the Secret 
key presented by the trusted Software is compared to the 
corresponding decrypted secret key 808 obtained from the 
check table 800 whose program ID matches the program ID 
of the executing trusted software. As shown at S93, if the 
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secret key presented by the trusted software at step S90 
matches the corresponding decrypted secret key 808 
obtained from the watchdog table 800, the trusted software 
is allowed to continue its execution and the next entry 
(timeout value and corresponding Secret key) is selected 
from the check table 800. The watchdog 308 is then reset to 
the timeout value of the selected entry in the check table 800, 
as shown at S95. The method then reverts to step S91. 
Thereafter, as long as the trusted Software controlling the 
transaction supplies the next secret key(s) 808 before the 
timeout period obtained from the check table 800 elapses, 
the trusted Software will be permitted to continue execution. 
However, as indicated at S92, if the appropriate secret key 
is not supplied by the trusted Software before the expiry of 
the watchdog timeout value 806, a power down of the device 
incorporating the present invention may be forced, as indi 
cated at S96. Alternatively or in addition to the initiation of 
the power down cycle, Some other measure(s) may be taken 
to insure or maintain Security of the device and/or the 
transaction in progreSS. The power may be withheld from the 
device incorporating the present invention for a predeter 
mined and/or selectable period of time, as indicated at S97. 
At S98, the power may be restored after the power off 
timeout has expired, and the device incorporating the 
present invention may be reset, rebooted or otherwise re 
initialized. Subsequent to a restart cycle, according to an 
embodiment of the present invention, the CPU 202 may 
reboot and force an extensive integrity check in order to 
locate corrupted data and/or virus-infected data and to 
initiate any necessary corrective action(s). 

0.055 Hardware Random Number Generator (RNG) 
0056. A hardware RNG such as shown at 916 in FIG. 9 
is extremely desirable in order to ensure maximum entropy 
of encryption of the Secret keys Such that the encrypted keys 
are formed of true random bits, thereby rendering a brute 
force attack thereon to its maximum theoretical level of 
difficulty. 

0057. An embedded true RNG based on diode noise, for 
example, enables Systematic use of the highest encryption 
Strength for the encryption algorithms and key length 
allowed by government. Flaws in RNGs and badly chosen 
encryption keys are responsible for highly publicized 
cracked Systems. Such as Netscape Navigator 1.1, European 
GSM phones, Russian systems, etc. Although 128-bit 
encryption Such as RSA, 3DES, etc. requires a considerable 
theoretical computer power to crack, a badly chosen encryp 
tion key may result in the Secret keys being cracked within 
hours. 

0058 Because of all the sensitive and personal data that 
home users may have on their PCs and other devices 
connected to the Internet 104 and/or to other networks via 
the home network (for example), there is a need to provide 
the TTC with almost “Military Defense class” security. 
Virtual private Networks (VPNs), Secure Socket layer (SSL) 
and other Secure communication protocols that rely on 
locally generated encryption keys are Solutions that are 
widely available today. The resilience of Such encryption 
protocols to attack depend on the quality of the encryption 
keys or their maximum entropy, Such as discussed in 
Schneider, Secrets and Lies. Digital Security in a Networked 
World, Wiley & Sons, Inc. (C) 2000, pages 102-106, which is 
incorporated herein by reference. 
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0059 Trusted e-commerce Transactions 
0060. It is generally recognized that the reliability of 
embedded computing hardware Such as Internet Appliances 
is far greater than the reliability of Internet and of wireless 
networks. The Internet 104 is a very cost effective medium 
for Viewing rich information and for performing purchases 
in a Secure manner, using Smart cards and encryption tech 
niques, for example. However, the availability of the Inter 
net 104 is often unpredictable. Furthermore, an e-commerce 
transaction may take minutes to complete and any failure 
between the Internet 104 Appliance and the remote e-com 
merce Server 534 may leave the transaction in an unknown 
State and the user frustrated or mislead. 

0061 The present invention, therefore, offers methods, 
Systems and transaction models for conducting trusted light 
weight e-commerce transactions via a TTC according to the 
present invention, whereby the e-commerce transaction is 
performed in Seconds or even fractions of Seconds. More 
over, the user of the present invention need not be concerned 
by the possible failure of the transaction commit to the 
remote server 534. Moreover, deployment of very large 
numbers of Such TTCS according to the present invention 
(such as 10 millions units), will not slow the connected 
e-commerce remote server 534 or servers 534 to a crawl 
when all the TTCs are committing transactions Simulta 
neously because of a particular event. The remote Servers 
534 may be configured to accept the lightweight transac 
tional model and easily handle on the order of 1,000,000 
transactions per Second. A Suitable remote Server is 
described in commonly assigned U.S. application Ser. No. 
09/565,579 filed on May 4, 2000 and entitled “Fast Web 
Interface Server, Network Architectures and Systems. Using 
Same”, the disclosure of which is incorporated herewith in 
its entirety. 

0062) The lightweight e-commerce transactions 
described herein are an effective and low cost way to provide 
ultra fast and Secure micro-payment or e-microcommerce 
(wherein the terms refers to low valued and/or frequent 
transactions-although the applicability of present invention 
is not limited to Such micro-transactions) Solutions for a 
multitude of competitive providers (with whom the user 
need not necessary have an open account). Such e-mi 
crocommerce transactions may include transactions related 
to on-demand music listening or delivery, on-demand 
HDTV music video clips or concerts, charm Videos, maga 
Zine articles, betting, casino gambling, and Voting, to name 
only a few representative candidates for Such a micro 
payment model. 

0063 “Provisional” and “Confirmed” Receipts 
0064. The transactional model proposed herein for con 
ducting trusted lightweight e-commerce transactions via the 
TTC of the present invention is applicable to transactions 
such as occur in large lotteries, whereby the TTC is the 
transaction “master'. 

0065 FIG. 10 is a flowchart of a transactional model for 
providing “Provisional” and “Confirmed” receipts of a 
trusted lightweight e-commerce transaction, according to an 
embodiment of the present invention. AS shown therein, the 
transaction starts at S101 and the user (not shown) selects a 
product and/or Services provided by provider of Such prod 
ucts and/or services, as shown at S102. At S103, the user 
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provides any requested credentials, Such as any requested 
and/or required authentication and/or payment instrument 
information, as shown at S103. The user may then be 
presented with an opportunity to confirm the Selected prod 
uct(s) and/or services at S104. 
0066 Transactions that are accepted by the remote server 
534 in a predetermined and/or selectable short period of time 
(Such as on the order of 1 Second for example) are named 
“immediate transactions' herein. When it is determined at 
step S105 that the current transaction is an immediate 
transaction (Such as when a transaction confirmation is 
received from the remote server 534 within the predeter 
mined and/or Selectable short period of time), the user is 
given a “confirmed acknowledgement” (or receipt, as the 
terms acknowledgment and receipt are used interchangeably 
herein) as shown at S106. When immediate transactions are 
not possible (Such as when a transaction confirmation is not 
received from the remote server 534 after expiry of the 
predetermined and/or selectable short period of time), the 
user is given a “provisional acknowledgment' or receipt, as 
shown at S107. The transaction may then end at S108. If the 
user has received a provisional acknowledgment, the user 
may request a confirmed acknowledgment at Some later 
point in time, if the user So desires. Very quickly, the user 
will trust the reliability of the transaction Strategy proposed 
herein, and will not bother to Systematically request a 
confirmed acknowledgement/receipt when a provisional 
receipt has been issued. If in doubt, the user always has the 
option and ability of requesting a confirmed acknowledge 
ment/receipt. 

0067. In the case of non-immediate transactions accord 
ing to the present invention, the actual time to complete the 
overall transaction is preferably masked from the user. The 
user (person initiating the transaction) remains Satisfied with 
the transaction because of the short period of time needed to 
complete the transaction. The reliability and the Speed of 
completion of the Overall transaction is ensured by relying 
on the “transaction master” model and the use of the trusted 
cache 212, as explained below. 

0068) 
0069 FIG. 11 is a diagram showing the timing of an 
immediate trusted transaction as the transaction progresses 
from the user to the server 534 and back to the user, as a 
function of time, according to an embodiment of the present 
invention. When an immediate transaction is possible, the 
transaction may proceed as follows. When initiating a trans 
action, the user may Supply one or more of the following: an 
identification of the desired product and/or Service, the 
identity of the Supplier(s), the user's personal information 
and/or payment instrument information (which may be 
inputted by the user or retrieved automatically from Secured 
personal storage), for example. As shown at (1), the TTC 
according to the present invention may encapsulate all the 
user-Supplied aforementioned information in a single packet 
(all Such sensitive data being preferably Secured in accor 
dance with a predetermined Security/encryption protocol), 
and may then Store a copy of the packet into the trusted 
cache 212, as shown at (2). The packet may then routed 
through the network (3) (including, for example, the Internet 
104) until it reaches the remote server 534. The information 
related to the item(s) chosen, together with the personal 
information and/or payment instrument information and the 

Immediate Transaction 
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delivery address are sent to the remote server 534 in the 
Same Single packet. The Sensitive information may be 
encrypted using, for example, the provider's public key that 
is automatically made available together with the rich con 
tent describing the product or Service, thereby avoiding the 
unnecessary overhead of establishing a full SSL or Transport 
Layer Security (TLS) session. The remote server 534 may 
then complete the transaction (4) and may return a con 
firmed acknowledgment packet back through the network 
(5). A copy of the returned confirmed acknowledgment 
packet may then be copied to the trusted cache 212 (6), and 
a receipt may be generated by the TTC (7) that is then 
displayed or printed or otherwise provided to the user. 

0070 Cached Transaction 
0071. When an immediate transaction is not possible, a 
cached transaction is executed. FIG. 12 is a diagram Show 
ing the timing of a cached trusted lightweight transaction as 
the transaction progresses from the user to the server 534 
and back to the user, as a function of time, according to an 
embodiment of the present invention. When initiating a 
transaction, the user Supplies one or more of the following: 
an identification of the desired product and/or Service, the 
identity of the Supplier(s), the user's personal information 
and/or payment instrument information (which may be 
inputted by the user or retrieved automatically from Secured 
personal storage), for example. The TTC, as shown at (1), 
may the encapsulate all of the aforementioned information 
in a single packet (all Such Sensitive information being 
Secured in accordance with a predetermined Security/en 
cryption protocol), and may then store a copy of the packet 
in the trusted cache 212 (2), such as shown at 212 in FIGS. 
2 and 3. The packet may then be routed through the network 
(3) (including, for example, the Internet 104). 
0072 After a predetermined time-out (4), a provisional 
acknowledgement packet (5) is produced based on the user 
transaction request already committed to the trusted cache 
212. The TTC of the present invention may then generate a 
provisional acknowledgement (6) that is viewed or printed 
or otherwise made available or provided to the user. 

0073. After a certain amount of time, the remote server 
534 completes the transaction (7) and may return a con 
firmed acknowledgment packet back through the network 
(8). A copy of the returned confirmed acknowledgment 
packet may then be copied to the trusted cache 212 (9), and 
the confirmed acknowledgment may be retained in the 
trusted cache 212 (10). This execution flow has the advan 
tage of providing the user with a provisional acknowledg 
ment very shortly after the user has initiated the transaction, 
even if a confirmed acknowledgment is not available until 
Some later time. The user retains the option of returning to 
the device that incorporates the TTC of the present invention 
and requesting a confirmed acknowledgment corresponding 
to the previously provided provisional acknowledgment. 

0074 Failed Transaction 
0075 FIG. 13 is a diagram showing the timing of a failed 
trusted lightweight transaction as the transaction progresses 
from the user to the server 534 and back to the user, as a 
function of time, according to an embodiment of the present 
invention. When initiating a transaction, the user may Supply 
one or more of the following: an identification of the desired 
product and/or Service, the identity of the Supplier(s), the 
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user's personal information and/or payment instrument 
information (which may be inputted by the user or retrieved 
automatically from Secured personal storage), for example. 
The TTC (1) may the encapsulate all of the aforementioned 
information in a single packet (all Such sensitive information 
being Secured in accordance with a predetermined Security/ 
encryption protocol), and may then Store a copy of the 
packet in the trusted cache 212 (2), Such as shown at 212 in 
FIGS. 2 and 3. The packet may then be routed through the 
network (3) (including, for example, the Internet 104). 
0076 After a predetermined time-out (4) has elapsed 
without the generation of a confirmed acknowledgment 
packet by the Server 534, a provisional acknowledgement 
packet (5) may be produced by the TTC itself, based on the 
user transaction request already committed to the trusted 
cache 212. The TTC of the present invention may then 
generate a provisional acknowledgement (6) that is viewed 
or printed or otherwise made available or provided to the 
USC. 

0077. When the cached transaction packet (3) fails to 
reach the remote server 534, a first retry packet (7) is sent 
through the network after a predetermined and/or Selectable 
period of time. If no acknowledgement is received from the 
remote server 534 after a predetermined and/or selectable 
period of time, a second retry packet (8) is sent to the 
network. The Same Scenario may be repeated forever or 
(preferably) for a selectable number or retries or period of 
time or until an acknowledgement is received from the 
remote server 534. 

0078. In the example illustrated in FIG. 13, the third retry 
packet (9) reaches its destination (the remote server 534) and 
the transaction is Successfully executed (10). A confirmed 
acknowledgment is routed back through the network (11). A 
copy of the returned acknowledgment packet is copied to the 
trusted cache 212 (12), and a confirmed acknowledgment 
may be retained in the trusted cache 212 (13) and optionally 
provided to the user upon request. 

0079. Such a transaction model, whereby the TTC is the 
transaction “master that initiates the transaction with the 
remote server 534 and repeats forever or for a predetermined 
number of times until a valid transaction acknowledgment 
from the remote server 534 is received, is extremely robust 
albeit lightweight (the transaction consists of Single forward 
packet and a single return packet). This enables a the remote 
Server 534 to handle a great many Such transactions Simul 
taneously without becoming overwhelmed by the data traffic 
necessary to complete Such a great number of transactions. 
Moreover, there is no need to identify the exact location and 
type of failure or to initiate a specific recovery. Indeed, any 
failure, whether on the outbound network path (i.e., toward 
the remote server 534), at the remote server 534 or on the 
network return path (from the remote server 534 back 
toward the user) may be automatically recovered according 
to this transaction model. Any duplicate packet that may be 
received at either end may simply be ignored. 

0080. It is to be noted that the user is not aware of the 
possible delay in receiving the acknowledgement from the 
remote server 534. This feature is expected to be appreciated 
by users, especially when performing numerous micro 
payments, as Servers conventionally take a long time to get 
approval from clearing banks. 
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0.081 Confirmed Acknowledgment Request 
0082 FIG. 14 is a flowchart of a request for a confirmed 
acknowledgment, according to an embodiment of the 
present invention. Whenever the user is given a provisional 
acknowledgment, the user may, at Some later time, request 
a corresponding confirmed acknowledgment. If the device 
incorporating the TTC according to the present invention is 
equipped with a ticket or receipt printer and a barcode 
Scanner (or other machine vision System), the user may 
initiate a request for a confirmed acknowledgment at S140 
in FIG. 14 by simply presenting the previously received 
provisional acknowledgment to the bar code Scanner and 
Scan a barcode (or other machine readable indicia) printed 
on the provisional acknowledgment as shown at S141 and 
the device prints out a confirmed acknowledgment (a ticket 
or receipt) as shown at S142 to complete the request at S143, 
in accordance with the procedures detailed below. 
0083) 
0084 FIG. 15 is a diagram showing an in-cache confir 
mation of a trusted lightweight confirmation, according to an 
embodiment of the present invention. Depending on the time 
taken by the remote server 534 to complete the transaction, 
the confirmed acknowledgment may already be available in 
the trusted cache 212. In that case, the user need only present 
the previously received provisional acknowledgment to the 
device incorporating the trusted controller of the present 
invention and the request (I) may be immediately responded 
to with the relevant data contained in the trusted cache 212 
(2), and a confirmed acknowledgment generated (3) and 
printed, displayed or otherwise made available to the user. 
0085 
0.086 FIG. 16 is a diagram showing the timing of an 
out-of-cache confirmation of a trusted lightweight transac 
tion, according to an embodiment of the present invention. 
If the confirmed acknowledgement is not present in the 
trusted cache 212 (for whatever reason), the request therefor 
is forwarded to the remote server 534 via the outbound path 
(1) (2) and (3) through the controller, trusted cache 212 and 
the network, whereupon the remote server 534 sends back a 
transaction confirmed acknowledgment (4) that is routed 
back to the TTC via the return path (5) (6) and (7). If the 
remote server 534 does not respond due to some failure 
along the way, the TTC of the present invention may 
continuously repeat the request for confirmed acknowledg 
ment until a reply is received. When the remote server 534 
has completed the earlier-initiated e-commerce transaction, 
it will cache the confirmed acknowledgment Such that a 
Subsequent request from the TTC can be immediately 
responded to and the confirmed acknowledgment Sent from 
the remote server's 534 cache to the trusted cache 212 of the 
trusted controller of the present invention. If the confirmed 
acknowledgement is not ready, it will Simply ignore the 
request therefor, thereby forcing the TTC to repeat the 
request after a predetermined time until the confirmed 
acknowledgment is received. In the end, a confirmed 
acknowledgment is generated and provided to the user, the 
confirmed acknowledgment indicating either Success of the 
transaction or failure thereof (due, for example, by the user's 
payment instrument being declined). 
0087 Transaction Session 
0088 FIG. 17 is a flowchart of a transaction session, 
according to an embodiment of the present invention. The 
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overall trusted transaction Session called a “Transaction 
Session” that begins at S170 and ends at S173 that is 
executed by the TTC control software comprises two ses 
sions; namely a User Transaction Session S171 followed by 
a Remote Server Transaction Session 172, the details of 
which are discussed below. 

0089. User Session 
0090 FIG. 18 is a flowchart of a user session, according 
to an embodiment of the present invention. The user Session 
begins at S180 and ends at S185 and may include one or 
more of the following intervening steps. As shown at S181, 
a display may invite the user to initiate a purchase for a 
product and/or Service. The user may then confirms his or 
her intention to initiate a purchase. The user's personal 
and/or financial information (identity, payment instrument 
details, etc.) may then be captured and/or inputted into the 
device incorporating the TTC according to the present 
invention, as shown at S182. The TTC thus captures the 
user's personal and/or payment credentials using Some 
means of interaction, or alternatively from Secured personal 
storage accessible to the TTC control software. The TTC 
control Software may then commit the transaction to the 
non-volatile trusted cache 212, as shown at S183, after 
which the TTC may provide, display or print a provisional 
acknowledgment for the user, as shown at S184. According 
to the present invention, the user need only be involved 
during the user session S180-S185, which may take only a 
few seconds or even less if bar-coded (or machine readable) 
items are Scanned by the barcode (for example) reader. 
0091) Server Session 
0092 FIG. 19 is a flowchart of a server session from its 
initiation at S190 to the conclusion thereof, at S195, accord 
ing to an embodiment of the present invention. According to 
the present invention, the Server Session may include one or 
more of the following steps. As shown at S191, the TTC 
control Software retrieves the transaction committed in the 
non-volatile trusted cache 212 during the user Session. The 
TTC then sends the transaction to the remote server 534 over 
a computer network or other communication channel, as 
shown at S192. If no acknowledgement is received from the 
remote server 534 by a predetermined and/or selectable 
timeout period, the TTC of the present invention may 
continually (or for a predetermined period of time or for a 
predetermined or Selectable number of attempts) resend the 
transaction packet to the remote Server 534, as indicated at 
S193. If the acknowledgment is indeed received by the TTC 
before the timeout period has elapsed, the received acknowl 
edgment may be stored in the NVRAM. 302 of the trusted 
cache 212. As is apparent from FIG. 19, the user of the TTC 
of the present invention (or the user of the device incorpo 
rating the present TTC) is not involved in the remote server 
534 session. Optionally, the TTC control software may 
notify the user of the Successful completion of the transac 
tion by printing or otherwise providing the confirmed 
acknowledgment automatically, Such as by Sending an email 
to the user or by activating an alert message, to name a few 
possibilities. 

0093. In order for a transaction session to complete 
Successfully without involving the user, it is necessary to 
examine all the failure Situations that may interfere with the 
completion of the transaction. A formal methodology called 
Failure Modes, Effects and Criticality Analysis (FMECA) is 
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useful in exhaustively identifying all possible failure possi 
bilities, their impact and the effectiveness of the remedies. 
0094. The most common cause of transaction failure may 
be caused by the remote server 534 failing to timely respond 
with an acknowledgment of the transaction, for whatever 
reason (including, for example, a failure at Some point along 
the communication path outside the TTC). An effective 
remedy to Such a failure is the transaction model described 
above, whereby the TTC is the transaction master” that 
initiates and maintains control over the transaction with the 
remote server 534. Advantageously, the TTC according to 
the present invention may repeatedly Send the transaction to 
the remote server 534 until a valid transaction acknowledg 
ment is received from the remote server 534. The second 
common cause of transaction failure may be attributed to 
failure of the TTC, due to mains power-failure, user power 
down, Software crash and/or hardware latch-up, for 
example. An effective remedy to Such failures is the use of 
a non-volatile data cache 302 of the trusted cache 212 in 
which the critical States of the transaction are frequently 
saved. The control software of the TTC may then recover the 
context of the transaction from the critical State information 
Stored in the trusted cache 212, and then resume its execu 
tion and control over transaction until completion thereof. 
0.095 Transaction Critical States 
0096 FIG. 20 is a flowchart showing the timing of the 
Saving of the critical States of a trusted lightweight transac 
tion, according to an embodiment of the present invention. 
The essential critical states are Statei 1, Statei2, Statei3, 
and Stateia, as shown in the flowchart. The present inven 
tion provides for the saving in the trusted cache 212 of all the 
data necessary to describe the context of the transaction at 
that particular instant, including the State number itself. This 
Saving of the critical States may carried out four times per 
transaction as shown in FIG. 20, or more or less often as 
necessary. Following a failure of the transaction, the TTC 
and/or the remote server 534 occurring between any of these 
critical states, the present TTC may retrieve the last saved 
State information from the trusted cache 212 and Seamlessly 
resume and complete the execution from the Saved State 
onward. As shown in FIG. 20, the method beings at S200, 
whereupon the present TTC captures (or retrieves) the user's 
personal and/or financial information. In step S202, after the 
user has Selected products and/or Services and committed to 
a transaction, the details of the user's transaction are com 
mitted to the NVRAM. 302 of the trusted cache 212. The 
TTC of the present invention may then save all of the 
information necessary to reconstruct and continue the trans 
action to non-volatile memory 302, as shown at Stateff1. At 
S203, the TTC may print, display or otherwise provide the 
user with a provisional acknowledgment or receipt. This 
State of the transaction (Statei2) may then also saved to 
non-volatile memory 302. The user's transaction may then, 
as shown at S204, be sent to the remote transaction server 
534, and the current State information may then again Saved 
to non-volatile memory 302, as shown at Statei3. As indi 
cated at S205, step S204 may be repeated (indefinitely if 
necessary) until a timely acknowledgment is received from 
the remote server 534. Alternatively, step S203 may be 
omitted between steps S202 and S204 and carried out only 
when the remote server 534 initially fails to send a timely 
acknowledgement back to the present TTC. Upon receiving 
an acknowledgment from the remote server 534, the present 
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TTC may store the received acknowledgement and all 
necessary contextual information to the non-volatile 
memory 302, as shown at Stateh-4, whereupon the method 
ends at S207. 

0097. Recovery from Trusted Transaction Controller 
Temporary Failure FIG. 21 is a flowchart illustrating the 
recovery from a temporary failure of a TTC, according to an 
embodiment of the present invention. ASSuming a Successful 
recovery cycle following a temporary failure whereby the 
TTC is successfully re-started, the TTC may execute the 
steps S210-S218 shown in the flowchart of FIG. 21. 
Namely, the operating System of the present TTC may 
reboot as shown at S211 and the application may start-up or 
boot as shown at S212. Thereafter, the CPU 202 (see FIGS. 
5 and 6) may examine the contents of the trusted cache 212, 
as shown at S213. If the last saved critical state (see FIG.20) 
indicates that a user Session is not completed at S214, the 
TTC may abort the user session, as shown at S215 and end 
the recovery, as shown at S218. If it is determined step in 
S216, however, that the last critical state saved shows that a 
remote Server 534 Session is incomplete, the Saved State 
information may be retrieved from the trusted cache 212 and 
the transaction committed (sent) to the remote server 534, as 
shown at S217. The content of the trusted cache 212 may be 
encrypted or digitally signed, in order to prevent tampering 
during the transaction recovery process, by Service people 
(for example) if the present TTC is sent for repair or service. 
0098. It is to be noted that the user may choose not to 
receive a provisional acknowledgment (ticket). In that case, 
only the confirmed acknowledgment will be printed or 
otherwise provided whenever the acknowledgement is 
received from the remote server 534. In either case, the user 
need not wait in front of the display screen for the overall 
transaction to complete, and would therefore be afforded 
additional time to fully enjoy the shopping and/or entertain 
ment experience provided by the present TTC. 

0099. As noted above, the present TTC (and not the 
remote server 534) is the transaction “master”. Therefore, 
user personal and payment instrument information and the 
like are supplied to the remote server 534 under the full 
control of the TTC, including recovery from failure. Con 
Sequently, users will very quickly come to trust Such a 
System, especially when many Small merchants are involved 
in Such e-microcommerce transactions that depend upon 
frequent micro-payments. 

0100. It is not recommended, within the context of the 
present invention, to encapsulate the transaction model 
described within XML, because of the large overhead cre 
ated by XML. Instead, the transaction model proposed 
herein may advantageously be used as a means to efficiently 
and Securely process the transaction “payload’ while the 
asSociated rich and “free” content may be handled according 
to traditional protocols, such as HTML, Java, XML, for 
example. It should be apparent that the transactional model 
and trusted transactional controller proposed herein may be 
initiated by a user from any client PC or client TTC 
connected to a home network. 

0101 While the foregoing detailed description has 
described preferred embodiments of the present invention, it 
is to be understood that the above description is illustrative 
only and not limiting of the disclosed invention. Those of 
skill in this art will recognize other alternative embodiments 
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and all Such embodiments are deemed to fall within the 
Scope of the present invention. Thus, the present invention 
should be limited only by the claims as set forth 

1-8. (canceled) 
9. A method of Securely executing a Software program, 

comprising the Steps of: 
retrieving a timeout value and a Secret key from an entry 

in a table; 
Setting a counter to the timeout value and Starting the 

counter, 

receiving a Secret key provided by the Software program; 
determining whether the secret key retrieved from the 

table matches the secret key received from the software 
program, and 

terminating an execution of the Software program if the 
counter indicates that the timeout value has been 
exceeded or if the secret key retrieved from the table 
does not match the Secret key received from the Soft 
Ware program. 

10. The method of claim 9, further comprising the step of 
returning to the retrieving Step to retrieve a timeout value 
and a Secret key from a next entry in the table. 

May 5, 2005 

11. The method of claim 9, further comprising the step of 
allowing the Software program to continue execution if the 
Secret key retrieved from the table matches the Secret key 
received from the Software program and the timeout value 
has not been exceeded. 

12. The method of claim 9, wherein the secret key 
retrieved from the table and received from the Software 
program are encrypted and wherein the determining Step 
includes a step of decrypting the Secret keys retrieved from 
the table and received from the Software program. 

13. The method of claim 9, wherein the terminating step 
includes a Step of cutting a power off from and returning 
power to a hardware executing the Software program. 

14. The method of claim 9, wherein the Software program 
is divided into a plurality of execution Sequences, each of the 
execution Sequences being divided by a checkpoint at which 
the Secret key is provided and wherein execution of each 
execution Sequence is contingent upon a timely provision of 
the Secret key at the preceding checkpoint. 

15-23. (canceled) 


