US 20150179219A1

a9 United States

a2y Patent Application Publication o) Pub. No.: US 2015/0179219 A1l

Gao et al.

43) Pub. Date: Jun. 25, 2015

(54)

(71)

(72)

(73)

@
(22)

(60)

SELECTION AND TRACKING OF OBJECTS
FOR DISPLAY PARTITIONING AND
CLUSTERING OF VIDEO FRAMES

Applicant: QUALCOMM Incorporated, San
Diego, CA (US)
Inventors: Dashan Gao, San Diego, CA (US); Xin
Zhong, San Diego, CA (US);
Ananthapadmanabhan Arasanipalai
Kandhadai, San Diego, CA (US); Scott
Beith, Carlsbad, CA (US); Steven
Douglas Laver, San Diego, CA (US)

Assignee: QUALCOMM INCORPORATED, San

Diego, CA (US)
Appl. No.: 14/575,945
Filed: Dec. 18, 2014

Related U.S. Application Data

Provisional application No. 61/919,627, filed on Dec.
20, 2013.

Publication Classification

(51) Int.CL

G11B 27/031 (2006.01)

HO4N 9/87 (2006.01)

GOG6K 9/00 (2006.01)
(52) US.CL

CPC ... G11B 27/031 (2013.01); GO6K 9/00664

(2013.01); HO4N 9/87 (2013.01)

(57) ABSTRACT

A method includes selecting at least two objects within a
primary video stream, generating a first video stream from the
primary video stream that includes a first of the selected
objects, and generating a second video stream from the pri-
mary video stream that includes a second of the selected
objects. The primary video stream has a primary field of view,
and the first and second video streams have respective first
and second fields of view that are more narrow than the
primary field of view. The first field of view includes a portion
of'the primary field of view that is not within the second field
of'view, and the second field of view includes a portion of the
primary field of view that is not within the first field of view.
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1200 \,\

f1 202

Receive, at a mobile device, a selection of a first object in a scene and a
second object in the scene, where the scene corresponds 1o a video
stream captured and displayed on a screen of the mobile device

/1 204

Partition the screen into at least a first window and a second window

/1 206

Y

Display a first portion of the scene that includes the first object in the first
window, wherein the first portion of the scene is determined based on a
location of the first object

/1 208

Y

Display a second portion of the scene that includes the second object in
the second window, where the second portion of the scene is determined
based on a location of the second object

FIG. 12
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1400 AN

1402

Receive, at a mobile device, a selection of a first object in a scene and a
second object in the scene, where the scene corresponds to a video
stream captured and displayed on a screen of the mobile device

1404

Partition the screen into a first window and a second window

1406

y

Initially display a first portion of the scene that includes the first object in
the first window, where the first portion of the scene is determined based
on a location of the first object

1408

Y

Initially display a second portion of the scene that includes the second
object in the second window, where the second portion of the scene is
determined based on a location of the second object

1410

Contro!l in which window the first object and the second object are
displayed, based on when a portion of the first object overlaps a portion of
the second object by a threshold amount

FIG. 14
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1600 A

f1 602

Receive, at a mobile device, a selection of a first object in a scene and a
second object in the scene, where the scene corresponds to a video
stream captured and displayed on a screen of the mobile device

/-1 604

A4

Partition the screen into at least a first window and a second window

If the first object was selected prior to selection of the second object
s 1606

Display a first portion of the scene that includes
the first object in the first window, where the first
portion of the scene is determined based on a
location of the first object

\ /1608

Display a second portion of the scene that
includes the second object in the second
window, where the second portion of the scene
is determined based on a location of the secand
object

v
if the second object was selected prior to selection of the first object

/-1610

Display the first portion of the scene in the
second window

i o~ 1612
Display the second portion of the scene in the
first window

FIG. 16
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1900\\

/1 902

Receive, at a mobile device, a selection of multiple objects in a scene,
where the scene corresponds to a video stream captured and displayed on
a screen of the mobile device

/1 904

Track a geometry between each object

Display an indication of the geometry on the screen

FIG. 19
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2000 N

2002

Receive, at a maobile device, a selection of multiple objects in a scene,
where the scene cotresponds to a video stream captured and displayed on
a screen of the mobile device

~2004

Track a geometry between each object

2008

Cluster frames of the video siream based on at least one parameter
associated with the geometry

2010
2012

Receive, at a mobile device, an indication of a particular geometry of
selected objects in a video stream

2014

Retrieve frames of the video stream based on the particular geometry

2016

Display the retrieved frames on a screen of the mobile device

FIG. 20
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2200 e

f2202

Receive, at a mobile device, a selection of a first object in a scene and a
second object in the scene, where the scene corresponds to a video
stream captured and displayed on a screen of the mobile device

y
If a size of the first object with respect to a size of the screen is greater
than a size of the second object with respect to the size of the screen

/2204

Display a first portion of the scene that includes

the first object in a first window, where the first

portion of the scene is determined based on a
location of the first object

/-2206

Display a second portion of the scene that
includes the second object in a second window,
where the second portion of the scene is
determined based on a location of the second
object, and where the first window is larger than
the second window

A

If the size of the first object with respect to the size of the screen is not

greater than the size of the second object with respect to the size of the
screen /2208

Display the first portion of the scene in the
second window

f2210

Display the second portion of the scene in the
first window

FIG. 22
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/2302

Track, at a rocbot, a geometry between multiple objects

/2304

Perform a processing function based on the geometry

FIG. 23
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2500 o
2502

Receive, at a mobile device, a selection of a first object in a scene, a
second object in the scene, and a third object in the scene, where the
scene corresponds to a video stream captured and displayed on a screen
of the mobile device

/2504

Partition the screen into at least a first window, a second window, a third
window, and a fourth window

2506

y

Display a first portion of the scene that includes the first object in the first
window, wherein the first portion of the scene is determined based on a
location of the first object

/2508

Display a second portion of the scene that includes the second object in
the second window, where the second portion of the scene is determined
based on a location of the second object

f2510

y

Display a third portion of the scene that includes the third object in the third
window, where the third portion of the scene is determined based on a
location of the third object

/2512

Display an indication of a geometry between each object in the fourth
window

FIG. 25
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2642
[nput
Display Device
222 j /S~ 2656
2610 / /' 2632
2626 N i
Display | Memory
Controller
Processor
2636 ﬂ 2634 ™ f— 2680
Speaker || Wireless RF Interface
Controller

CODEC
Microphone
2638 —J

- 2640
204 Power
Supply

FIG.

26
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SELECTION AND TRACKING OF OBJECTS
FOR DISPLAY PARTITIONING AND
CLUSTERING OF VIDEO FRAMES

1. CLAIM OF PRIORITY

[0001] This application claims priority from U.S. Provi-
sional Patent Application No. 61/919,627, filed on Dec. 20,
2013, the contents of which are incorporated herein in their
entirety.

II. FIELD
[0002] The present disclosure is generally related to object
tracking.
III. DESCRIPTION OF RELATED ART
[0003] Advances in technology have resulted in smaller

and more powerful computing devices. For example, there
currently exist a variety of portable personal computing
devices, including wireless computing devices, such as por-
table wireless telephones, personal digital assistants (PDAs),
and paging devices that are small, lightweight, and easily
carried by users. More specifically, portable wireless tele-
phones, such as cellular telephones and Internet protocol (IP)
telephones, can communicate voice and data packets over
wireless networks. Further, many such wireless telephones
include other types of devices that are incorporated therein.
For example, a wireless telephone can also include a digital
still camera, a digital video camera, a digital recorder, and an
audio file player. Also, such wireless telephones can process
executable instructions, including software applications,
such as a web browser application, that can be used to access
the Internet. As such, these wireless telephones can include
significant computing capabilities.

IV. SUMMARY

[0004] In a particular embodiment, a method includes
receiving, at a mobile device, a selection of a first object in a
scene and a second object in the scene. The scene corresponds
to a video stream captured and displayed on a screen of the
mobile device. The method also includes partitioning the
screen into at least a first window and a second window. The
method further includes displaying a first portion of the scene
that includes the first object in the first window. The first
portion of the scene is determined based on a location of the
first object. The method also includes displaying a second
portion of the scene that includes the second object in the
second window. The second portion of the scene is deter-
mined based on a location of the second object.

[0005] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. The processor is further config-
ured to partition the screen into at least a first window and a
second window. The processor is also configured to display a
first portion of the scene that includes the first object in the
first window. The first portion of the scene is determined
based on a location of the first object. The processor is further
configured to display a second portion of the scene that
includes the second object in the second window. The second
portion of the scene is determined based on a location of the
second object.

Jun. 25, 2015

[0006] In another particular embodiment, a method
includes receiving, at a mobile device, a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. The method also includes parti-
tioning the screen into a first window and a second window.
The method further includes initially displaying a first portion
of the scene that includes the first object in the first window.
The first portion of the scene is determined based on a loca-
tion of the first object. The method also includes initially
displaying a second portion of the scene that includes the
second object in the second window. The second portion of
the scene is determined based on a location of the second
object. The method also includes controlling in which win-
dow the first object and the second object are displayed, based
on when a portion of the first object overlaps a portion of the
second object by a threshold amount.

[0007] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. The processor is also configured
to partition the screen into a first window and a second win-
dow. The processor is further configured to initially display a
first portion of the scene that includes the first object in the
first window. The first portion of the scene is determined
based on a location of the first object. The processor also is
configured to initially display a second portion of the scene
that includes the second object in the second window. The
second portion of the scene is determined based on a location
of the second object. The processor is also configured to
control in which window the first object and the second object
are displayed, based on when a portion of the first object
overlaps a portion of the second object by a threshold amount.

[0008] In another particular embodiment, a method
includes receiving, at a mobile device, a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. The method also includes parti-
tioning the screen into a first window and a second window. If
the first object was selected prior to selection of the second
object, the method includes displaying a first portion of the
scene that includes the first object in the first window and
displaying a second portion of the scene that includes the
second object in the second window. The first portion of the
scene is determined based on a location of the first object. The
second portion of the scene is determined based on a location
of'the second object. If the second object was selected prior to
selection of the first object, the method includes displaying
the first portion of the scene in the second window and dis-
playing the second portion of the scene in the first window.

[0009] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. The processor is also configured
to partition the screen into a first window and a second win-
dow. If the first object was selected prior to selection of the
second object, the processor is configured to display a first
portion of the scene that includes the first object in the first
window and display a second portion of the scene that
includes the second object in the second window. The first
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portion of the scene is determined based on a location of the
first object. The second portion of the scene is determined
based on a location of the second object. If the second object
was selected prior to selection of the first object, the processor
is configured to display the first portion of the scene in the
second window and display the second portion of the scene in
the first window.

[0010] In another particular embodiment, a method
includes receiving, at a mobile device, a selection of multiple
objects in a scene. The scene corresponds to a video stream
captured and displayed on a screen of the mobile device. The
method also includes tracking a geometry between each
object. The method further includes displaying an indication
of the geometry on the screen.

[0011] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of multiple
objects in a scene. The scene corresponds to a video stream
captured and displayed on a screen of the mobile device. The
processor is also configured to track a geometry between each
object. The processor is also configured to display an indica-
tion of the geometry on the screen.

[0012] In another particular embodiment, a method
includes receiving, at a mobile device, a selection of multiple
objects in a scene. The scene corresponds to a video stream
captured and displayed on a screen of the mobile device. The
method also includes tracking a geometry between each
object. The method further includes clustering frames of the
video stream based on at least one parameter associated with
the geometry.

[0013] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of multiple
objects in a scene. The scene corresponds to a video stream
captured and displayed on a screen of the mobile device. The
processor is also configured to track a geometry between each
object. The processor is further configured to cluster frames
of'the video stream based on at least one parameter associated
with the geometry.

[0014] In another particular embodiment, a method
includes receiving, at a mobile device, a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. If a size of the first object with
respect to a size of the screen is greater than a size of the
second object with respect to the size of the screen, the
method includes displaying a first portion of the scene that
includes the first object in a first window and displaying a
second portion of the scene that includes the second object in
a second window. The first portion of the scene is determined
based on a location of the first object. The second portion of
the scene is determined based on a location of the second
object. The first window is larger than the second window. If
the size of'the first object with respect to the size of the screen
is not greater than the size of the second object with respect to
the size of'the screen, the method includes displaying the first
portion of the scene in the second window and displaying the
second portion of the scene in the first window.

[0015] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of a first
object in a scene and a second object in the scene. The scene
corresponds to a video stream captured and displayed on a
screen of the mobile device. If a size of the first object with
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respect to a size of the screen is greater than a size of the
second object with respect to the size of the screen, the pro-
cessor is configured to display a first portion of the scene that
includes the first object in a first window and to display a
second portion of the scene that includes the second object in
a second window. The first portion of the scene is determined
based on a location of the first object. The second portion of
the scene is determined based on a location of the second
object. The first window is larger than the second window. If
the size of the first object with respect to the size of the screen
is not greater than the size of the second object with respect to
the size of the screen, the processor is configured to display
the first portion of the scene in the second window and to
display the second portion of the scene in the first window.

[0016] In another particular embodiment, a method
includes tracking, at a robot, a geometry between multiple
objects. The method also includes performing a processing
function based on the geometry.

[0017] In another particular embodiment, a method
includes receiving, at a mobile device, a selection of a first
object in a scene, a second object in the scene, and a third
object in the scene. The scene corresponds to a video stream
captured and displayed on a screen of the mobile device. The
method also includes partitioning the screen into at a first
window, a second window, a third window, and a fourth
window. The method further includes displaying a first por-
tion of the scene that includes the first object in the first
window. The first portion of the scene is determined based on
a location of the first object. The method also includes dis-
playing a second portion of the scene that includes the second
object in the second window. The second portion of the scene
is determined based on a location of the second object. The
method further includes displaying a third portion of the
scene that includes the third object in the third window. The
third portion of the scene is determined based on a location of
the third object. The method also includes displaying an indi-
cation of a geometry between each object in the fourth win-
dow.

[0018] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive a selection of a first
object in a scene, a second object in the scene, and a third
object in the scene. The scene corresponds to a video stream
captured and displayed on a screen of the mobile device. The
processor is also configured to partition the screen into at a
first window, a second window, a third window, and a fourth
window. The processor is further configured to display a first
portion of the scene that includes the first object in the first
window. The first portion of the scene is determined based on
a location of the first object. The processor is also configured
to display a second portion of the scene that includes the
second object in the second window. The second portion of
the scene is determined based on a location of the second
object. The processor is further configured to display a third
portion of the scene that includes the third object in the third
window. The third portion of the scene is determined based on
alocation of the third object. The processor is also configured
to display an indication of a geometry between each object in
the fourth window.

[0019] In another particular embodiment, a method
includes receiving, at a mobile device, an indication of a
particular geometry of selected objects in a video stream. The
method also includes retrieving frames of the video stream
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based on the particular geometry. The method further
includes displaying the retrieved frames on a screen of the
mobile device.

[0020] In another particular embodiment, a mobile device
includes a memory and a processor coupled to the memory.
The processor is configured to receive indication of a particu-
lar geometry of selected objects in a video stream. The pro-
cessor is also configured to retrieve frames of the video
stream based on the particular geometry. The processor is also
configured to display the retrieved frames on a screen of the
mobile device.

[0021] A method of video processing according to a gen-
eral configuration includes selecting at least two objects
within a primary video stream that has a primary field of view;
in response to said selecting, generating, from the primary
video stream, a first video stream including a first of the
selected objects and having a first field of view that is nar-
rower than the primary field of view; and subsequent to said
selecting, generating, from the primary video stream, a sec-
ond video stream including a second of the selected objects
and having a second field of view that is narrower than the
primary field of view. In this method, after said generating the
first video stream and said generating the second video stream
begin, the first field of view includes a portion of the primary
field of view that is not within the second field of view and the
second field of view includes a portion of the primary field of
view that is not within the first field of view. Computer-
readable storage media (e.g., non-transitory media) having
instructions that cause a machine executing the instructions to
perform such a method are also disclosed.

[0022] An apparatus for video processing according to a
general configuration includes means for selecting at least
two objects within a primary video stream that has a primary
field of view; means for generating from the primary video
stream, in response to said selecting, a first video stream
including a first of the selected objects and having a first field
of view that is narrower than the primary field of view; and
means for generating from the primary video stream, subse-
quent to said selecting, a second video stream including a
second of the selected objects and having a second field of
view that is narrower than the primary field of view. In this
apparatus, after said generating the first video stream and said
generating the second video stream begin, the first field of
view includes a portion of the primary field of view that is not
within the second field of view and the second field of view
includes a portion of the primary field of view that is not
within the first field of view.

[0023] An apparatus for video processing according to
another general configuration includes a discriminator con-
figured to select at least two objects within a primary video
stream that has a primary field of view; and a video stream
generator configured to generate from the primary video
stream, in response to said selecting, a first video stream
including a first of the selected objects and having a first field
of' view that is narrower than the primary field of view, and to
generate from the primary video stream, subsequent to said
selecting, a second video stream including a second of the
selected objects and having a second field of view that is
narrower than the primary field of view. In this apparatus,
after said generating the first video stream and said generating
the second video stream begin, the first field of view includes
a portion of the primary field of view that is not within the
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second field of view and the second field of view includes a
portion of the primary field of view that is not within the first
field of view.

[0024] One particular advantage provided by at least one of
the disclosed embodiments is an improved visual display of
image tracking on mobile devices. Other aspects, advantages,
and features of the present disclosure will become apparent
after review of the entire application, including the following
sections: Brief Description of the Drawings, Detailed
Description, and the Claims.

V. BRIEF DESCRIPTION OF THE DRAWINGS

[0025] FIG. 1is a block diagram that depicts an electronic
device.
[0026] FIG. 2A is a block diagram that depicts a particular

illustrative embodiment of an object and detection module.
[0027] FIG. 2B is a block diagram that depicts a particular
illustrative embodiment of a processor implement compo-
nents within the object and detection module of FIG. 2.
[0028] FIG. 3 is a flowchart of a particular illustrative
embodiment of a method for performing motion-based track-
ing and object detection.

[0029] FIG. 4 is a flowchart of a particular illustrative
embodiment of a method for performing motion-based track-
ing.

[0030] FIG. 5 is a flowchart of a particular illustrative

embodiment of a method for estimating a tracking error in
motion-based tracking based on forward-backward error.
[0031] FIG. 6 is a flowchart of a particular illustrative
embodiment of a method for performing object detection.
[0032] FIG. 7 is a particular illustrative embodiment of an
image window having different window sizes.

[0033] FIG. 8 is a block diagram that depicts a particular
illustrative embodiment of an object tracking and detection
module.

[0034] FIG. 9 is a block diagram that depicts a particular
illustrative embodiment of a smoothing module.

[0035] FIG. 10 is a flowchart of a particular illustrative
embodiment of a method for smoothing jitter in motion track-
ing.

[0036] FIG. 11 is a particular embodiment depicting video

processing using object tracking.

[0037] FIG. 12 is a flowchart of a particular illustrative
embodiment ofa video processing method using object track-
ing.

[0038] FIG. 13 is another particular embodiment depicting

video processing using object tracking.

[0039] FIG. 14 is another flowchart of a particular illustra-
tive embodiment of a video processing method using object
tracking.

[0040] FIG. 15 is another particular embodiment depicting
video processing using object tracking.

[0041] FIG. 16 is another flowchart of a particular illustra-
tive embodiment of a video processing method using object
tracking.

[0042] FIG. 17 is another particular embodiment depicting
video processing using object tracking.

[0043] FIG. 18 is depicts particular embodiments of a
screen of a mobile device that is used to retrieve frames based
on clustering.

[0044] FIG. 19 is another flowchart of a particular illustra-
tive embodiment of a video processing method using object
tracking.
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[0045] FIG. 20 depicts flowcharts of particular illustrative
embodiments of a video processing methods using object
tracking.

[0046] FIG. 21 is another particular embodiment depicting
video processing using object tracking.

[0047] FIG. 22 is another flowchart of a particular illustra-
tive embodiment of a video processing method using object
tracking.

[0048] FIG. 23 is another flowchart of a particular illustra-
tive embodiment of a video processing method using object
tracking.

[0049] FIG. 24 is another particular embodiment depicting
video processing using object tracking.

[0050] FIG. 25 is another flowchart of a particular illustra-
tive embodiment of a video processing method using object
tracking.

[0051] FIG. 26 is a block diagram of a wireless device
including components operable to perform video processing
techniques.

[0052] FIGS. 27A-27E shows a field of view FV10 and
results of various operations on it.

[0053] FIG. 28A shows a flowchart of a method M100 of
video processing according to a general configuration.
[0054] FIG. 28B shows an example of a primary field of
view PFV10, and FIGS. 28B and 28C show examples of a first
field of view FV100 and a second field of view FV200.
[0055] FIG. 29 shows an example of a sequence of user
actions to select three objects.

[0056] FIG. 30 shows another example of a sequence of
user actions to select three objects.

[0057] FIG. 31 shows examples of objects within frames
and enhanced display of the objects.

[0058] FIG. 32A shows an example set of nine extraction
windows, and FIG. 32B shows a correspondence between
regions of a frame of a primary video stream and each of the
nine windows.

[0059] FIG. 33A shows a flowchart of an implementation
M110 of method M100.

[0060] FIG. 33B shows a flowchart of an implementation
M120 of methods M100 and M110.

[0061] FIG. 33C shows a flowchart of an implementation
M200 of method M100.

[0062] FIG. 33D shows a flowchart of an implementation
M300 of method M100.

[0063] FIGS. 34A-C show an application of method M300.
[0064] FIG. 35 shows an example of an application of
method M100.

[0065] FIGS. 36A-F show examples of default arrange-

ments of display windows.

[0066] FIG. 37A shows a flowchart of an implementation
M400 of methods M200 and M300.

[0067] FIG. 37B shows a block diagram of an apparatus
A100 according to a general configuration.

[0068] FIG. 37C shows a block diagram of an implemen-
tation A110 of apparatus A100.

[0069] FIG. 38A shows a block diagram of an implemen-
tation A200 of apparatus A100.

[0070] FIG. 38B shows a block diagram of an implemen-
tation A300 of apparatus A100.

[0071] FIG. 39A shows a block diagram of an implemen-
tation A400 of apparatus A200 and A300.

[0072] FIGS. 39B and 39C show block diagrams of appli-
cations of apparatus A100.
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[0073] FIG. 39D shows a block diagram of an application
of apparatus A300.

[0074] FIG. 39E shows a block diagram of an apparatus
MF100 according to a general configuration.

[0075] FIG. 40A shows a block diagram of an implemen-
tation MF110 of apparatus MF100.

[0076] FIG. 40B shows a block diagram of an implemen-
tation MF200 of apparatus MF100.

[0077] FIG. 40C shows a block diagram of an implemen-
tation MF300 of apparatus MF100.

[0078] FIG. 40D shows a block diagram of an implemen-
tation MF400 of apparatus MF200 and MF300.

[0079] FIGS. 41A and 41B show two examples of displays
of a portion of the field of view of the primary video stream
that includes the selected objects.

[0080] FIG. 42 shows an example of a frame of a display
video stream.
[0081] FIGS. 43A and 43C show windows displaying

frames of the primary video stream, and FIG. 43B shows an
example of a graphic that indicates a composite geometry of
the selected objects.

V1. DETAILED DESCRIPTION

[0082] A wireless telephone or other mobile device may
capture video streams with a camera and/or receive video
streams from another device and/or via a network. New and/
or improved features for tracking objects within the video
streams may be desired.

[0083] Unless expressly limited by its context, the term
“signal” is used herein to indicate any of its ordinary mean-
ings, including a state of a memory location (or set of memory
locations) as expressed on a wire, bus, or other transmission
medium. Unless expressly limited by its context, the term
“generating” is used herein to indicate any of its ordinary
meanings, such as computing or otherwise producing. Unless
expressly limited by its context, the term “calculating” is used
herein to indicate any of its ordinary meanings, such as com-
puting, evaluating, estimating, and/or selecting from a plural-
ity of values. Unless expressly limited by its context, the term
“obtaining” is used to indicate any of its ordinary meanings,
such as calculating, deriving, receiving (e.g., from an external
device), and/or retrieving (e.g., from an array of storage ele-
ments). Unless expressly limited by its context, the term
“selecting” is used to indicate any of its ordinary meanings,
such as identifying, indicating, applying, and/or using at least
one, and fewer than all, of a set of two or more. Where the term
“comprising” is used in the present description and claims, it
does not exclude other elements or operations. The term
“based on” (as in “A is based on B”) is used to indicate any of
its ordinary meanings, including the cases (i) “derived from”
(e.g., “Bis a precursor of A”), (ii) “based on at least” (e.g., “A
is based on at least B”) and, if appropriate in the particular
context, (iii) “equal to” (e.g., “A is equal to B”). Similarly, the
term “in response to” is used to indicate any of its ordinary
meanings, including “in response to at least.”

[0084] Unless indicated otherwise, any disclosure of an
operation of an apparatus having a particular feature is also
expressly intended to disclose a method having an analogous
feature (and vice versa), and any disclosure of an operation of
an apparatus according to a particular configuration is also
expressly intended to disclose a method according to an
analogous configuration (and vice versa). The term “configu-
ration” may be used in reference to a method, apparatus,
and/or system as indicated by its particular context. The terms
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“method,” “process,” “procedure,” and “technique” are used
generically and interchangeably unless otherwise indicated
by the particular context. The terms “apparatus” and “device”
are also used generically and interchangeably unless other-
wise indicated by the particular context. The terms “element”
and “module” are typically used to indicate a portion of a
greater configuration. Unless expressly limited by its context,
the term “system” is used herein to indicate any ofits ordinary
meanings, including “a group of elements that interact to
serve a common purpose.”

[0085] Unless otherwise indicated, the term “series™ is used
to indicate a sequence of two or more items. Unless initially
introduced by a definite article, an ordinal term (e.g., “first,”
“second,” “third,” etc.) used to modify a claim element does
not by itselfindicate any priority or order of the claim element
with respect to another, but rather merely distinguishes the
claim element from another claim element having a same
name (but for use of the ordinal term). Unless expressly
limited by its context, each of the terms “plurality” and “set”
is used herein to indicate an integer quantity that is greater
than one.

[0086] Referring to FIG. 1, a block diagram illustrating an
electronic device 102 is shown. The electronic device 102
may also be referred to as a wireless communication device,
a mobile device, a mobile station, a subscriber station, a
client, a client station, a user equipment (UE), a remote sta-
tion, an access terminal, a mobile terminal, a terminal, a user
terminal, a subscriber unit, etc. Examples of electronic
devices include laptop or desktop computers, cellular phones,
smart phones, wireless modems, e-readers, tablet devices,
gaming systems, etc. Some of these devices may operate in
accordance with one or more industry standards.

[0087] The electronic device 102, such as a smartphone or
tablet computer, may include a camera. The camera may
include an image sensor 114 and an optical system 118 (e.g.,
lenses) that focuses images of objects that are located within
the field of view of the optical system 118 onto the image
sensor 114. The electronic device 102 may also include a
camera software application and a display screen. When the
camera application is running, images of objects that are
located within the field of view of the optical system 118 may
be recorded by the image sensor 114. The images that are
being recorded by the image sensor 114 may be displayed on
the display screen. These images may be displayed in rapid
succession at a relatively high frame rate so that, at any given
moment in time, the objects that are located within the field of
view of the optical system 118 are displayed on the display
screen. Although the embodiments are described in terms of
captured frames (e.g., video frames), the techniques dis-
cussed herein may be used on any digital image. Therefore,
the terms “frame” and “digital image” may be used inter-
changeably herein.

[0088] A user interface 120 of the camera application may
permit one or more objects that are being displayed on the
display screen to be tracked. The user of the electronic device
102 may be permitted to select the object(s) that is/are to be
tracked. Further, the selected object(s) may be used as a
reference for later detecting the object.

[0089] In one configuration, the display screen is a touch-
screen 116 that receives input from physical touch, e.g., by a
finger, stylus or other tool. The touchscreen 116 may receive
touch input defining a target object to be tracked. For
example, if the electronic device 102 is capturing a nature
scene that includes an animal of interest, a user may draw a
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bounding box around the animal indicating a desire that the
animal be tracked, or detected, if necessary. Target objects
may be selected in any suitable way. For example, facial
recognition, pedestrian recognition, etc., may be used to
select a target object that is to be tracked, detected, or both. In
one configuration, multiple objects may be tracked. A user
interface 120 may allow a user to interact with an object
tracking and detection module 104, e.g., to select (i.e., define)
one or more target objects. The touchscreen 116 may include
aviewfinder 131. The viewfinder 131 may refer to the portion
of the touchscreen 116 that displays a video stream or a live
feed. For example, the viewfinder 131 may display the view
obtained by a camera on the electronic device 102.

[0090] The electronic device 102 may include an object
tracking and detection module 104 for tracking a selected
object and/or detecting the object in a video frame. The object
tracking and detection module 104 may include a motion
tracker 106 for tracking one or more objects. The motion
tracker 106 may be motion-based for tracking a motion of
points on an image (e.g., a video frame) from frame to frame
to estimate the location and/or change of location of a target
object between a previous video frame and a current video
frame.

[0091] The object tracking and detection module may also
include an object detector 108 for detecting an object in a
video frame. The object detector 108 may use an object
model, rather than a motion-based model, to detect an object
by comparing all or a portion of a current video frame to a
selected object or portion of a captured previous video frame
112 (e.g., in a sequence of video frames). The object detector
108 may be used for detecting multiple objects within a video
frame.

[0092] The object tracking and detection module 104 may
also include a memory buffer 110. The memory buffer 110
may store one or more captured frames and data associated
with the captured video frames. In one example, the memory
buffer 110 may store a previous captured video frame 112.
The object tracking and detection module 104 may use data
provided from the memory buffer 110 about a captured pre-
vious video frame 112 in performing motion-based tracking
and/or object detection. Data may be provided to the motion
tracker 106 or object detector 108 via feedback from the
memory buffer 110 in order to tailor motion-based tracking
and object detection to more accurately track and/or detect a
target object. For example, the memory buffer 110 may pro-
vide location and window size data to the motion tracker 106
and the object detector 108 to provide the motion tracker 106
and object detector 108 with one or more parameters that may
be used to more accurately pinpoint a location and size of an
object when tracking or detecting the object.

[0093] As stated above, the electronic device 102 may per-
form motion-based tracking. Motion-based tracking may be
performed using a variety of methods. In one example, track-
ing is performed by a median flow method in which the
motion tracker 106 accepts a pair of images [, [ +1 (e.g., video
frames) and a bounding box f, and outputs a bounding box
p+1. A set of points may be initialized on a rectangular grid
within the bounding box f3, and the points may be tracked to
generate a sparse motion flow between I, and [ +1. A quality of
the point prediction may be estimated and each point assigned
anerror. A portion (e.g., 50%) of the worst predictions may be
filtered out while the remaining predictions are used to esti-
mate the displacement of the whole bounding box. The
motion tracker 106 may perform motion-based tracking on
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each video frame captured by the electronic device 102. In a
similar method, motion-based tracking may be performed by
calculating one or more gradients (e.g., x and y gradients) and
using the difference between a pair of frames to calculate a
time gradient and using the multiple gradient values to accu-
rately track a target object within a current video frame.
Further details regarding motion-based tracking are provided
below.

[0094] When performing motion-based tracking, the
motion tracker 106 may determine a tracking confidence
value based on a calculated or estimated accuracy of the
motion-tracking method. In some configurations, the track-
ing confidence value may be a real number between 0 and 1
corresponding to a likelihood or probability that a target
object falls within a current video frame or a defined window
of the video frame. The tracking confidence value may be
compared to a tracking threshold. If the tracking confidence
value is greater than the tracking threshold, the likelihood
may be high that the target object is found within the current
video frame. Alternatively, if the tracking confidence value is
less than or equal to a tracking threshold, the likelihood may
be low or uncertain whether the target object is found within
the current video frame. Various methods for determining a
tracking confidence value may be used. In one configuration,
the tracking confidence value is determined by calculating a
normalized cross correlation (NCC) between a tracked win-
dow (e.g., a tracking patch window) in a current video frame
and previously stored image patches from previously cap-
tured video frames. Further details regarding determining a
tracking confidence value are provided below.

[0095] The electronic device 102 may also perform object
detection. Object detection may be performed using a variety
of methods. In one configuration, object detection is per-
formed using a sliding window method in which the content
of multiple subsets of windows within a video frame are
viewed to determine whether a target object is found in a
current video frame or within a particular window or subset of
windows of the current video frame. All or a subset of all
possible window locations and sizes may be searched in a
video frame. For example, each window may correspond to
pixels of data and the object detector 108 may perform one or
more computations using the pixels of data to determine a
level of confidence (e.g., a binary indicator) that the target
object is within a particular window or sub-window. Based on
the level of confidence associated with one or more windows,
a detector confidence value may be obtained for a current
video frame. Further, additional techniques may be used for
increasing the accuracy or efficiency of the object detection.
Some of these techniques are explained below.

[0096] In some configurations, the motion tracker 106 and
object detector 108 may operate sequentially rather than in
parallel. For example, the electronic device 102 may perform
motion-based tracking of a selected object (e.g., target object)
and sequentially perform object detection of the selected
object based on a tracked parameter. In one configuration, the
electronic device 102 may perform motion-based tracking on
a current video frame. The electronic device 102 may then
perform object detection on the current frame based on a
tracked parameter. In one configuration, the tracked param-
eter may be based on a comparison between a confidence
value and a threshold. For example, if a tracking confidence
value is below a tracking threshold, the electronic device 102
may perform object detection. Alternatively, if a tracking
confidence value is above a tracking threshold, the electronic
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device 102 may skip object detection for a current video
frame and continue performing motion-based tracking on a
next video frame based on the motion tracking results of the
current video frame. In other words, object detection may be
performed only when the motion-based tracking is not very
good, e.g., tracking confidence value is below a tracking
threshold. Other tracked parameters may be used when con-
sidering whether and/or how object detection is performed.
Examples of tracked parameters may include a region of a
target object, a window location, a window size, a scale level,
a target size, a tracking and/or detection confidence value or
other parameter that may be used to facilitate efficient track-
ing and/or detection of a target object.

[0097] Sequentially performing motion-based tracking and
object detection based on a tracked parameter may enable the
electronic device 102 to track and/or detect a target object
within a video frame without performing extensive computa-
tions. Specifically, because motion-based tracking may be
less computationally intensive than object detection, an elec-
tronic device 102 may skip performing object detection
where motion-based tracking may be used to accurately track
atarget object within a current video frame. For example, ifan
electronic device 102 determines that a tracking confidence
value exceeds a specific target threshold, the electronic device
102 may determine that object detection is not needed on a
current video frame to accurately determine the location or
presence of a target object within the current video frame.
Further, because object detection may be beneficial in many
cases, the electronic device 102 may determine cases in
which object detection may be used to more accurately detect
a target object or to perform object detection in cases where
motion-based tracking is inadequate based on a comparison
to a tracking threshold value.

[0098] In some configurations, rather than skipping object
detection on a current video frame, the results of the motion-
based tracking and/or additional information provided by the
memory buffer 110 may be used to narrow or tailor the pro-
cess of performing object detection. For example, where a
target object cannot be accurately tracked using a motion-
based tracking method, the electronic device 102 may still
estimate or obtain information about the location, window
scale or other tracked parameter associated with a target
object that may be used during object detection to more
accurately detect an object using less computational power
than without the parameters provided via motion-based track-
ing. Therefore, even in cases where the motion-based track-
ing does not provide a tracking confidence value exceeding a
tracking threshold, the results of the motion-based tracking
may be used when subsequently performing object detection.
[0099] The viewfinder 131 on the electronic device 102
may include a first tracking area 133 and a second tracking
area 135. Both the first tracking area 133 and the second
tracking area 135 may be specified by a user using the touch-
screen 116. For example, a user may drag a focus ring on the
touchscreen 116 to the desired locations of the first tracking
area 133 and the second tracking area 135. Although not
required, one of the tracking areas may be stationary. For
example, the first tracking area 133 may track an object (e.g.,
aperson walking) and the second tracking area 135 may cover
a stationary tree. In one configuration, the second tracking
area 135 may cover the entire touchscreen 116 on the elec-
tronic device 102.

[0100] The electronic device 102 may include a video pro-
cessing module 137. The picture processing module 137 may
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include an overlap 143. The overlap 143 may reflect the
amount of overlap between the first tracking area 133 and the
second tracking area 135. For example, the overlap 143 may
be 0% if the first tracking area 133 and the second tracking
area 135 do not overlap each other at all. Likewise, the overlap
143 may be 100% if the first tracking area 133 completely
overlaps the second tracking area 135 (or if the second track-
ing area 135 completely overlaps the first tracking area 133,
depending on which tracking area is larger). The video pro-
cessing module 137 may include a threshold 145. The overlap
143 may be compared with the threshold 145 to determine
whether video processing should be performed, as described
with respect to FIG. 13.

[0101] The video processing module 137 may also include
a screen partition 147 function. For example, the screen par-
tition 147 may partition the viewfinder 132 into multiple
windows to display individual video streams associated with
the first tracking area 133 and the second tracking area 135, as
described with respect to FIGS. 11,13, 15, and 21. The video
processing module 137 may also include a geometry tracking
149 function. For example, the geometry tracking 149 func-
tion may track a geometry between the first tracking area 133
and the second tracking area 135, as described with respect to
FIGS. 17 and 18. The geometry may be displayed on the
viewfinder 131. The video processing module 137 may also
include a cluster formation 151 function. The cluster forma-
tion 151 function may generate clusters based on at least one
parameter (e.g., a center of mass) associated with the geom-
etry. For example, each cluster may include video frames that
have a substantially similar geometry between the first track-
ing area 133 and the second tracking area 135, as describe
with respect to FIGS. 17 and 18.

[0102] Referring to FIG. 2A, a block diagram illustrating
an object tracking and detection module 204 is shown. The
object tracking and detection module 204 may be imple-
mented within an electronic or wireless device. The object
tracking and detection module 204 may include a motion
tracker 206 having an optical flow module 226 and a tracking
confidence value 228. The object tracking and detection mod-
ule 204 may also include an object detector 208 having a
scanner locator 230, scanner scaler 236, classifier 238 and a
detection confidence value 240. The memory buffer 210 may
store data associated with a captured previous video frame
212 that may be provided to the motion tracker 206 and object
detector 208. The object tracking and detection module 204,
motion tracker 206, object detector 208 and memory buffer
210 may be configurations of the object tracking and detec-
tion module 104, motion tracker 106, object detector 108 and
memory buffer 110 described above in connection with FIG.
1

[0103] The motion tracker 206 may be used to perform
motion-based tracking on a current video frame (N) 224. For
example, a previous video frame (N-1) 222 and a current
video frame (N) 224 may be received (e.g., by the electronic
device 102). The previous video frame (N-1) 222 may imme-
diately precede a current video frame (N) 224 in a sequence of
video frames. Additional video frames may be obtained and
processed by the object tracking and detection module 204.
The previous video frame (N-1) 222 may be provided to a
motion tracker 206. Further, the memory buffer 210 may store
data associated with the previous video frame (N-1) 222,
referred to herein as a captured previous video frame 212. In
some configurations, the memory buffer 210 may obtain
information about the previous video frame (N-1) 222
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directly from the electronic device 102 (e.g., from the cam-
era). The memory buffer 210 may also obtain tracking results
about the previous video frame (N-1) 222 from the fusion
module 260 which may specify where an object was tracked
and/or detected in the previous video frame (N-1) 222. This
information about the previous video frame (N-1) 222 or
other previously captured video frames may be stored in the
memory buffer 210.

[0104] The motion tracker 206 may subsequently receive a
current video frame (N) 224 in a sequence of video frames.
The motion tracker 206 may compare the current video frame
(N) 224 to the previous video frame (N-1) 222 (e.g., using
information provided from the memory buffer 210). The
motion tracker 206 may track motion of an object on the
current video frame (N) 224 using an optical flow module
226. The optical flow module 226 may include hardware
and/or software for performing motion-based tracking of an
object on a current video frame (N) 224. By comparing the
previous video frame (N-1) 222 and the current video frame
(N) 224, the motion tracker 206 may determine a tracking
confidence value 228 associated with the likelihood that a
target object is in the current video frame (N) 224. In one
example, the tracking confidence value 228 is a real number
(e.g., between 0 and 1) based on a percentage of certainty that
the target object is within the current video frame (N) 224 or
a window within the current video frame (N) 224.

[0105] The object detector 208 may be used to detect an
object on a current video frame (N) 224. For example, the
object detector 208 may receive a current video frame (N) 224
in a sequence of video frames. The object detector 208 may
perform object detection on the current video frame (N) 224
based on a tracked parameter. The tracked parameter may
include a tracking confidence value 228 corresponding to a
likelihood that a target object is being accurately tracked.
More specifically, a tracked parameter may include a com-
parison of the tracking confidence value 228 to a tracking
threshold 250. The tracked parameter may also include infor-
mation provided from the memory buffer 210. Some
examples of tracked parameters that may be used when
detecting an object include a region, a window location, a
window size, or other information that may be used by the
object detector 208 as a parameter when performing object
detection.

[0106] The object detector 208 may include a scanner loca-
tor 230. The scanner locator 230 may include a window
location selector 232 and a randomizer 234. The window
location selector 232 may select multiple windows within a
video frame. For example, a video frame may include mul-
tiple windows, each with an associated location and size. In
one configuration, each video frame is divided into multiple
(e.g., approximately 10,000) overlapping windows, each
including a fraction of the total pixels in the video frame.
Alternatively, there may be any suitable number of windows
and they may not overlap. The window location selector 232
within the scanner locator 230 may select the location of a
window in which to attempt to identify a target object. The
randomizer 234 may randomly select windows of varying
sizes and locations for detecting an object. In some configu-
rations, the randomizer 234 randomly selects windows within
a video frame. Alternatively, the randomizer 234 may more
precisely select windows based on one or more factors. For
example, the randomizer 234 may limit the selection of win-
dows based on a region, size or general location of where an
object is most likely located. This information may be
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obtained via the memory buffer 210 or may be obtained via
the motion-based tracking that, while not accurate enough to
be relied on entirely, may provide information that is helpful
when performing object detection. Therefore, while the ran-
domizer 234 may randomly select multiple windows to
search, the selection of windows may be narrowed, and there-
fore not completely random, based on information provided
to the object detector 208.

[0107] The object detector 208 may also include a scanner
scaler 236, which may be used to draw or select a window of
a certain size. The window size may be used by the scanner
locator 230 to narrow the sizes of windows when detecting an
object or comparing a selection of windows to an original
image to detect whether an image is within a specific window.
The scanner scaler 236 may select one or more windows of
certain sizes or scale levels initially when defining an object
or, alternatively, draw one or more windows of certain sizes or
scale levels based on information provided from the memory
buffer 210.

[0108] Theclassifier 238 may be used to determine whether
some or all of a target object is found in a specific window. In
some configurations, the classifier 238 may produce a binary
value for each window to indicate whether a target object is
detected within a specific window or sub-window. This clas-
sification (e.g., binary classification) may be performed for
each window searched by the object detector 208. Specifi-
cally, the classifier 238 may generate a binary 1 for each
window in which the object is detected and a binary 0 for each
window in which the object is not detected. Based on the
number or a combination ofis and Os, the object detector 208
may determine a detection confidence value 240 indicating a
likelihood that the target object is present within a current
video frame (N) 224. In some configurations, the detection
confidence value 240 is a real number between 0 and 1 indi-
cating a percentage or probability that an object has been
accurately detected.

[0109] The object detector 208 may perform object detec-
tion according to a variety of tracked parameters, including a
region, target size, window size, scale level, window location
and one or more confidence values. Once the windows of a
video frame or a subset of windows are searched and the
object detector 208 obtains a binary value for each searched
window, the object detector 208 may determine window size
as well as a location or region on the current video frame that
has the highest confidence. This location and window size
may be used in subsequent tracking and detecting to more
accurately track and/or detect a target object.

[0110] Various techniques may be used by the object detec-
tor 208 in detecting a target object. In one configuration,
detecting a target object may include performing a binary
classification for windows at every possible window location
and every possible window size. However, searching every
possible window is resource intensive. Thus, in another con-
figuration, the object detector may search a subset of window
locations and sizes, rather than all possible windows in a
video frame. For example, the object detector 208 may search
1% of all possible windows. Then, if detection is unsuccessful
(e.g., the detection confidence value 240 is less than a detec-
tion threshold 252), a higher percentage of window locations
may be searched in a subsequent captured frame, e.g., 2%.
The step in percentage of window locations searched may be
uniform, non-uniform, slow or fast, i.e., consecutive frames
may have 1%, 2%, 3%, 4% or 1%, 2%, 4%, 8%. In one
configuration, the percentage of searched frames may be set
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very high (e.g., 80%, 90%, 100%) in response to a high
detection confidence value, i.e., to ensure that the target
objectisin anext video frame. For example, the percentage of
searched frames may jump to at least 80% in response to a
detection and tracking confidence value that exceeds a detec-
tion and tracking threshold value 256. Alternatively, the per-
centage may jump to 60%, 70%, 90%, etc. Additionally, any
suitable value for the detection and tracking threshold value
may be used, e.g., 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, etc. Further-
more, the percentage of windows searched may be deter-
mined randomly, based ona randomizer 234 (random number
generator), e.g., a random percentage of windows between
1% and 15% may be searched in a captured frame. By search-
ing a subset of all the window locations, the object detection
may use fewer resources in the electronic device 102.

[0111] The techniques described herein may search a sub-
set of window sizes for each location. Each window size may
be referred to herein as a scale level, each scale level corre-
sponding to a specific window size. For example, there may
be 20 possible scale levels. Rather than searching all 20 scale
levels, a subset of scale levels or window sizes may be
searched at each window location.

[0112] The techniques described herein may also use feed-
back from the memory buffer 210 to tailor the window loca-
tions and sizes searched. In other words, the location and size
of'the last captured video frame in which the target object was
successfully detected and/or tracked may be used as a starting
point for searching a current video frame (N) 224. For
example, if the target object was detected and tracked in a
recent video frame (i.e., the detection and tracking confidence
value 256 for a recent captured video frame is above a detec-
tion and tracking threshold), the scanner locator may start
searching a current captured frame at the location and size
associated with the recent frame. For example, where a target
object moves out of the field of view of an optical system or
disappears at a distance, the target object may be more likely
to reappear at the same size as when the target object left the
field of view of the optical system or disappeared at a dis-
tance. Thus, a size or range of sizes may be predicted for
detecting the target object in subsequent video frames when
performing object detection.

[0113] The search range of window locations and window
sizes searched in the captured video frame (N) 224 may be
limited to those similar to the window location and window
size associated with the target object in a recent video frame
(e.g., the previous video frame (N-1) 222). As used herein,
the term “search range” refers to the set of candidate window
locations or candidate window sizes (or both) that may be
utilized when detecting and/or tracking a target object in a
video frame. For example, the subset of the window locations
searched may be selected from within a portion of the current
video frame (N) 224 based on where the target object was
found in a recent video frame, e.g., one of the quadrants or
halves of the current video frame (N) 224. In other words, the
search space may be limited to nearby where the target object
was last tracked or detected. Similarly, the sizes of frames
searched for each window location may be limited based on
the size of the window in which the targeted object was found
in a recent video frame. For example, if the object was
detected in a recent frame using a window with a scale level
of 8, the scanner scaler 236 may select only window scale
levels for the current video frame (N) 224 of 8, plus or minus
3, i.e., scale levels 5-11. This may further eliminate low
probability searching and increase the efficiency of object
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detection. Alternatively, if a recent (non-current) video frame
did not detect the target object (i.e., the detection and tracking
confidence value 256 for the recent video frame is below a
detection and tracking threshold), the object detector 208 may
expand the search space (window locations) that is searched,
e.g., a wider range of an image or the whole image may be
subject to search.

[0114] The object tracking and detection module 204 may
include a fusion module 260 to merge multiple windows to
form a single window. There are initially two confidence
values: a detection confidence value 240 from the object
detector 208 and a tracking confidence value 225 from the
motion tracker 206. The fusion module 260 may combine the
two confidence values (e.g., pick the one that is larger) into a
detection and tracking confidence value 256. The detection
and tracking confidence value 256 may indicate whether the
target object was identified on a video frame. In one configu-
ration, the detection and tracking confidence value 256 may
be a real number between 0 and 1, where O indicates the
lowest possible confidence that the target object was identi-
fied in a particular video frame and 1 indicates the highest
possible confidence that the target object was identified in a
particular video frame. In other words, the detection and
tracking confidence value 256 may serve as an overall indi-
cation ofthe likelihood that a target object was found. Further,
the detection and tracking confidence value 256 may be a
parameter used for determining a window location, window
size or percentage of windows to search in a next video frame.
The fusion module 260 may be used to provide information
about a current video frame (N) 224 to the memory buffer
210. In one example, the fusion module 260 may provide
information about the tracked window 242 (e.g., window
location 244, window size 246, etc.) and a detection and
tracking confidence value 256 to the memory buffer 210. The
fusion module 260 may use the tracking results (e.g., bound-
ing boxes) from the motion tracker 206 and object detector
208 to form a combined tracking result (e.g., bounding box)
and calculate the detection and tracking confidence value
256.

[0115] The memory buffer 210 may store one or more
values associated with the previous video frame (N-1) 222,
the current video frame (N) 224 or other captured video
frames. In one configuration, the memory buffer 210 stores a
captured previous video frame 212, which may include infor-
mation corresponding to the previous video frame (N-1) 222.
The captured previous video frame 212 may include infor-
mation about one or more windows 242, including the loca-
tion 244, window size 246 and a binary decision 248 (e.g.,
from the classifier 238) for each window 242. The captured
previous video frame 212 may also include a tracking thresh-
0ld 250, detection threshold 252 and a detection and tracking
threshold 254. The tracking threshold 250 may be provided to
the motion tracker 206 or circuitry on the object tracking and
detection module 204 (e.g., confidence level comparator) to
determine 258 whether the tracking confidence level is
greater than the tracking threshold 250. The detection thresh-
old 252 may be provided to the object detector 208 or other
circuitry on the object tracking and detection module 204 to
determine whether the detection confidence value 240 is
greater than the detection threshold 252. The detection and
tracking threshold 254 may be a combined value based on the
tracking threshold 250 and the detection threshold 252. The
detection and tracking threshold 254 may be compared to a
detection and tracking confidence value 256 to determine a
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combined confidence value for the motion-based tracking
and the object detection. Each of the thresholds may be based
on a likelihood that a target object is located within a video
frame. The object tracking and detection module 204 may
perform motion-based tracking and/or detection on a current
video frame (N) 224 until a specific detection and tracking
confidence value 256 is obtained. Further, the motion-based
tracking and object detection may be performed on each
video frame in a sequence of multiple video frames.

[0116] Performing motion-based tracking and object
detection may include sequentially performing motion-based
tracking followed by object detection based on a tracked
parameter. In particular, the present systems and methods
may implement a two-step tracking and detection approach.
Since motion-based tracking is based on the relative motion
of a scene, rather than actual object identification as used
object detection, the motion-based tracking may be less
resource-intensive in an electronic device than performing
object detection. Accordingly, it may be more efficient to use
the motion tracker 206 instead of the object detector 208,
where a target object may be accurately tracked without also
performing object detection.

[0117] Therefore, rather than using the motion tracker 206
in parallel with the object detector 208, the object tracking
and detection module 204 only uses the object detector 208
where the motion tracker 206 is insufficient, i.e., the motion
tracking and object detection (if performed at all) are per-
formed sequentially instead of in parallel. For each video
frame on which tracking is performed, the motion tracker 206
may produce a tracking confidence value 228, which may be
areal number between 0 and 1 indicating a likelihood that the
target object is in a current video frame (N) 224.

[0118] In one configuration of the two-step tracking and
detection approach, the motion tracker 206 may first perform
motion-based tracking on a current video frame (N) 224. The
motion tracker 206 may determine a tracking confidence
value 228 based on the motion-based tracking process. Using
the tracking confidence value 228 and a tracking threshold
250 provided by the memory bufter 210, circuitry within the
object tracking and detection module 204 (e.g., a confidence
level comparator) may determine 258 whether the tracking
confidence value 228 exceeds a tracking threshold 250. If the
tracking confidence value 228 is greater than the tracking
threshold 250, the object tracking and detection module 204
may skip performing object detection and provide the track-
ing result to a fusion module 260 to produce an output 262.
The output 262 may include an indication that a target object
is within a current video frame (N) 224. Further, the output
262 may include additional information about the target
object.

[0119] Ifthe tracking confidence value 228 does not exceed
the tracking threshold 250, the object detector 208 may sub-
sequently perform object detection on the current video frame
(N) 224. The object detection may be performed on all or a
subset of windows within the current video frame (N) 224.
The object detector 208 may also select a subset of windows,
window sizes or other detection criteria based on results of the
motion-based tracking and/or information provided from the
memory buffer 210. The object detection may be performed
using a more or less robust process based on one or more
tracked parameters provided to the object detector 208. The
object detector 208 may determine a detection confidence
value 240 and compare the detection confidence value 240 to
a detection threshold 252. If the detection confidence value
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240 is above a detection threshold 252, the object detector 208
may provide the detection result to the fusion module 260 to
produce an output 262. The output 262 may include an indi-
cation that a target object is within a current video frame (N)
224 and/or include additional information about the detected
object.

[0120] Alternatively, if the detection confidence value 240
is less than or equal to a detection threshold 252, the object
detector 208 may perform object detection again using amore
robust method, such as searching a greater number of win-
dows within the current video frame (N) 224. The object
detector 208 may repeat the process of object detection until
a satisfactory detection confidence value 240 is obtained.
Once a satisfactory detection confidence value 240 is
obtained such that a target object within the current video
frame is identified, the object tracking and detection module
204 may be used to perform tracking and detection on a next
video frame.

[0121] Referring to FIG. 2B, a particular illustrative
embodiment of a processor 264 implementing components
within the object tracking and detection module 204 is shown.
As shown in FIG. 2A, the object tracking and detection mod-
ule 204 may be implemented by a processor 264. Different
processors may be used to implement different components
(e.g., one processor may implement the motion tracker 206,
another processor may be used to implement the object detec-
tor 208 and yet another processor may be used to implement
the memory buffer 210).

[0122] Referring to FIG. 3, a flowchart of a particular illus-
trative embodiment of a method 300 for performing motion-
based tracking and object detection is shown. The method 300
may be implemented by an electronic device 102, e.g., an
object tracking and detection module 104. The electronic
device 102 may perform 302 motion-based tracking for a
current video frame (N) 224 by comparing a previous video
frame (N-1) 222 and the current video frame (N) 224. Track-
ing an object may be performed using a median flow method
by tracking points between pairs of images. Other methods of
motion-based tracking may also be used. Additionally, the
motion-based tracking may be performed for a current video
frame (N) 224 using information about a captured previous
video frame 112 provided via a memory buffer 110.

[0123] The electronic device 102 may determine 304 a
tracking confidence value 228. The tracking confidence value
228 may indicate a likelihood or certainty that a target object
has been accurately tracked. The electronic device 102 may
determine 306 whether the tracking confidence value 228 is
greater than a tracking threshold 250. If the tracking confi-
dence value 228 is greater than the tracking threshold 250, the
electronic device 102 may perform 308 motion-based track-
ing for a next video frame. Further, the electronic device 102
may skip performing object detection on the current video
frame (N) 224 based on the result of the motion-based track-
ing. In other words, object detection may be performed for the
current video frame (N) 224 only when the motion tracking is
not very good, i.e., if the tracking confidence value 228 is not
greater than a tracking threshold 250. If, however, the track-
ing confidence value 228 is not greater than the tracking
threshold 250, the electronic device 102 may perform 310
object detection for the current video frame (N) 224. The
electronic device 102 may perform the object detection in
sequence to the motion-based tracking. In some configura-
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tions, the object detection may be performed multiple times
with varying robustness to obtain a higher detection confi-
dence value 240.

[0124] Referring to FIG. 4, a flowchart of a particular illus-
trative embodiment of a method 400 for performing motion-
based tracking is shown. The method 400 may be imple-
mented by an electronic device 102, e.g., an object tracking
and detection module 104. The electronic device 102 may
identify 402 a target object using a bounding box. Identifying
402 an object may be performed manually using a touch-
screen 116 or other input method in which an object of inter-
est is selected. Multiple objects may be identified in a similar
way. Further, other input methods may be used to identify an
object to be tracked. In one example, an object is identified by
manually drawing a bounding box around the target object.

[0125] The electronic device 102 may initialize 404 points
on a grid within the bounding box. The points on the grid may
be uniformly spaced throughout the bounding box. Further,
the points may be tracked 406 on the grid between two images
(e.g., previous video frame (N-1) 222 and current video
frame (N) 224). In one example, the points are tracked by a
Lucas-Kanade tracker that generates a sparse motion flow
between images. The electronic device 102 may estimate 408
a tracking error between the two images (e.g., a previous
video frame (N-1) 222 and a current video frame (N) 224).
Estimating 408 a tracking error may include assigning each
point of the tracked points an error value. Further, estimating
408 a tracking error may be performed using a variety of
methods, including forward-backward error, normalized
cross correlation (NCC) and sum-of-square differences, for
example. The estimated tracking error may be used to obtain
atracking confidence value 228 and ultimately determining a
likelihood that a target object is in a current video frame (N)
224. In one configuration, the tracking confidence value 228
may be obtained by calculating a normalized cross correla-
tion (NCC) between a tracked window in a current video
frame (N) 224 and a previous video frame (N-1) 222. The
tracking error may also be estimated using additional tech-
niques, including a forward-backward error estimation
described in more detail below in connection with FIG. 5.
Further, the electronic device 102 may filter 410 out outlying
point predictions. For example, the electronic device may
filter out 50% of the worst predictions. The remaining pre-
dictions may be used to estimate the displacement of the
bounding box.

[0126] The electronic device 102 may update 412 the
bounding box. Updating 412 the bounding box may be per-
formed such that the updated bounding box becomes the new
bounding box for the next video frame. The motion-based
tracking process may then be repeated for a next video frame
or, if a tracking confidence value 228 is less than or equal to
a tracking threshold 250, the motion-based tracking process
may be discontinued for a next video frame until a target
object may be accurately tracked. In some configurations,
where the motion-based tracking for a current video frame
(N) 224 does not provide a satisfactory result, the electronic
device 102 may perform object detection on the current video
frame (N) 224 to obtain a higher level of confidence in locat-
ing a target object. In some configurations, where motion-
based tracking cannot produce satisfactory results (e.g., when
a target object moves out of range of a video frame), object
detection may be performed on any subsequent video frames
until a target object is detected.
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[0127] Referring to FIG. 5, a flowchart of a particular illus-
trative embodiment of a method 500 for estimating a tracking
error in motion-based tracking based on forward-backward
error is shown. The method 500 may be implemented by an
electronic device 102 (e.g., an object tracking and detection
module 104). In some configurations, the electronic device
102 may calculate a normalized cross correlation (NCC)
between tracked windows. The normalized cross correlation
(NCC) may be used to determine a tracking confidence value
228. The electronic device 102 may also use various tracking
error estimation techniques complementary to normalized
cross correlation (NCC) (e.g., forward-backward error, sum-
of-square difference). In an example using forward-backward
error estimation, an electronic device 102 may perform 502
forward tracking between a previous video frame (N-1) 222
and a current video frame (N) 224 to determine a forward
trajectory. Forward tracking may include tracking an image
forward for k steps. The resulting forward trajectory may be
equalto (X, X,,,,- .., X,,4), Where X, is a point location in time
and k indicates a length of a sequence of images. The elec-
tronic device 102 may perform 504 backward tracking
between a current video frame (N) 224 and a previous video
frame (N-1) 222 to determine a backward trajectory. The
resulting backward trajectory may be equal to (X,, X,,, - - - ,
)A(t+k)5 where )A(t+k:Xt+k'

[0128] The electronic device 102 may determine 506 a
forward-backward error between the forward trajectory and
the backward trajectory. The forward-backward error may be
defined as the distance between the forward trajectory and the
backward trajectory. Further, various distances may be
defined for the trajectory comparison. In one configuration,
the Euclidean distance between the initial point and the end
point of the validation trajectory may be used when determin-
ing the forward-backward error. In one configuration, the
forward-backward error may be used as the tracking error,
which may be used to determine a tracking confidence value
228.

[0129] Referring to FIG. 6, a flowchart of a particular illus-
trative embodiment of a method 600 for performing object
detection is shown. The method 600 may be implemented by
an electronic device 102 (e.g., an object tracking and detec-
tionmodule 104). The electronic device 102 may perform 602
object detection and motion-based tracking on a current video
frame (N) 224 by searching a subset of the window locations
and sizes in the current video frame (N) 224.

[0130] The electronic device 102 may determine 604 a
detection and tracking confidence value 256. The detection
and tracking confidence value 256 may provide a level of
confidence of whether the target object is found in a current
video frame (N) 224 or within a particular window. The
electronic device 102 may also determine 606 whether the
detection and confidence value 256 is greater than a detection
and tracking threshold 254. If the detection and confidence
value 256 is greater than a detection and tracking threshold
254, the electronic device 102 may perform 608 object detec-
tion on a next video frame using the subset (e.g., the same
subset) of windows and sizes in the next video frame. Alter-
natively, if the detection and confidence value 256 is less than
a detection and tracking threshold 254, the electronic device
102 may perform 610 object detection on a next video frame
using a larger subset of the window locations and sizes in the
next video frame. In some configurations, where the confi-
dence value 256 is less than a detection and tracking threshold
254, the electronic device 102 may perform 610 object detec-
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tion on a next video frame using the entire search space and/or
all windows of the next video frame.

[0131] Referring to FIG. 7, a particular embodiment of an
image window 700 having different window sizes 766 is
shown. Specifically, FIG. 7 illustrates a set of ten possible
window sizes 766a-j. Each window size 766 may correspond
to a scale level (e.g., 1-10). Although shown herein as rect-
angular, the windows that are searched may be any shape,
e.g., square, rectangular, circular, elliptical, user-defined, etc.
Furthermore, any number of window sizes 766 or scale levels
may be available, e.g., 5, 15, 20, 30, etc.

[0132] The search range may be denoted by a subset of
window sizes used for a particular location, e.g., the window
sizes that are searched in the current video frame (N) 224 may
be limited to those similar to the window location and window
size associated with the target object in the recent frame. For
example, without feedback, the object detector 208 may
search all ten window sizes 766a-; for each selected window
location. However, if the object was detected in a recent
(non-current) video frame using a window with the fifth win-
dow size 766¢, the scanner scaler 236 may select only win-
dow sizes for the current captured frame of 5, plus or minus 3,
i.e., window sizes 2-8. In other words, the windows with the
first window size 7664, ninth window size 766; and tenth
window size 766; may not be searched based on feedback
from a recent or previous video frame (N-1) 222. This may
further eliminate low probability searching and increase the
efficiency of object detection. In other words, using feedback
from a recent video frame may help reduce computations
performed. Alternatively, if a recent video frame did not
detect the target object (i.e., the detection and tracking con-
fidence value 256 for the recent captured frame is less than a
detection and tracking threshold 254), the object detector 208
may not limit the search range by using a subset of size levels.
[0133] Referring to FIG. 8, a particular illustrative embodi-
ment of an object tracking and detection module 804 is
shown. The object tracking and detection module 804 illus-
trated in FIG. 8 may include similar modules and perform
similar functionality to the object tracking and detection
module 204 illustrated in FIG. 2. Specifically, the object
detector 808, motion tracker 806, scanner locator 830, win-
dow location selector 832, randomizer 834, scanner scaler
836, classifier 838, fusion module 860, memory buffer 810,
captured previous video frame 812, window 842, location
844, size 846, binary decision 848, tracking threshold 850,
detection threshold 852, detection and tracking threshold
854, detection confidence value 840, tracking confidence
value 828 and detection and tracking confidence value 856
illustrated in FIG. 8 may correspond and have similar func-
tionality to the object detector 208, motion tracker 206, scan-
ner locator 230, window location selector 232, randomizer
234, scanner scaler 236, classifier 238, fusion module 260,
memory buffer 210, captured previous video frame 212, win-
dow 242, location 244, size 246, binary decision 248, tracking
threshold 250, detection threshold 252, detection and track-
ing threshold 254, detection confidence value 240, tracking
confidence value 228 and detection and tracking confidence
value 256 illustrated in FIG. 2.

[0134] The object tracking and detection module 804 may
include a smoothing module 861 that is used to reduce the
jittering effect due to target motion and tracking error. In other
words, the smoothing module 861 smooth the tracking
results, causing a search window to have a smoother trajec-
tory in both location (X, y) 844 and size (width, height) 846.
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The smoothing module 861 can be simple moving average
(MA) filters or auto regression (AR) filters. The smoothing
degree for the location 844 and size 846 can be different.
Predictive filters, such as a Kalman filter may also be suitable
for location 844 smoothing. Therefore, the smoothing mod-
ule 861 may receive an unsmoothed location 863 and an
unsmoothed size 865 as input and output a smoothed location
867 and a smoothed size 869.

[0135] Referring to FIG. 9, a particular illustrative embodi-
ment of a smoothing module 961 is shown. The smoothing
module 961 may be used to reduce the jittering effect due to
target motion and tracking error, i.e., so the tracking results
(bounding box) have a smoother trajectory in both location (x,
y) and size (width, height). In one configuration, the location
smoothing filter 971 and the size smoothing filter 973 are
implemented using an auto regression (AR) model to receive
an unsmoothed location 963 and an unsmoothed size 965 as
input and output a smoothed location 967 and a smoothed size
969.

[0136] In an auto regression (AR) model, assume X is the
variable to be smoothed, either the location or the size. Fur-
thermore, let X' be the output of X by the object tracker. In this
configuration, the smoothed filtering of X at time t, X, can be
described according to Equation (1):

X=X +1-)*X, M

where X', is the tracker output of X at time t, X, ;| is the
smoothed result of X at time t-1, and W (0<=W<=1) is a
smoothing weight that controls the smoothing effect. For
example, X', may be a window location or window size
selected for a current video frame (N) 224 and X, ; may be a
window location or window size used for a previous video
frame (N-1) 222.

[0137] A different smoothing weight, W, can be used for the
location smoothing filter 971 and the size smoothing filter
973. For example, in one implementation, W,,_,.. . =0.8 and
W,,..=0.4 so that there is less smoothing effect on the window
location but stronger smoothing effect on the window size.
This selection of smoothing weights will produce both less

tracking delay and less jittering.

[0138] The selection of smoothing weight may also be
reduced when the detection and tracking confidence value
856 falls below a certain threshold (e.g., the detection and
tracking threshold 854). This may cause stronger filtering
when potential tracking or detection errors are high. For
example, in response to low tracking confidence (e.g., the
detection and tracking confidence value 856 is below the
detection and tracking threshold 854), the smoothing weights
for location and size may be set to W, _, . .=0.65 and
W,,..=0.2, respectively. In other words, one or both of the
weights may be decreased, which may cause the window
location and size selection to lean more heavily on window
locations and sizes of previous video frames than those of a
current video frame.

[0139] The weighting may be based on a tracking confi-
dence value 828 or a detection confidence value 840 rather
than a detection and tracking confidence value 856. For
example, the smoothing weights, W, . and W, may be
decreased in response to a tracking confidence value 828
falling below a tracking threshold 850, i.e., stronger filtering
may be used in response to poor motion tracking. Alterna-

tively, the smoothing weights may be decreased in response to
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a detection confidence value 840 falling below a detection
threshold 852, i.e., stronger filtering may be used in response
to poor object detection.

[0140] In another configuration, Kalman filtering may be
used to smooth the window location. In such a configuration,
the filtering may be defined according to Equations (2)-(7):

X =E3%+wy ()]
2, =Hx;_+v; 3)

where x,_, is the previous state at time k-1, x, is the current
state defined by x,=[X, v, X, V|, where (x,y) are the bounding
box center location, (X, ) are the velocity in each direction.
Furthermore, the state transition model, F,, and the observa-
tion model, H, may defined by Equations (4)-(5), respec-
tively:

1, 0, A, 0 (]
0, 1, 0, Ar
Fi =
0,0, 1, 0
0, 0, 0, 1
1, 0, 0,0 5)
_[0 1, 0, 0}

where At is a tunable parameter. Additionally, w, is process
noise that is assumed to be drawn from a zero mean multi-
variate normal distribution with covariance Q (i.e., w,~N(0,
Q)) according to Equation (6):
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where 0, is a tunable parameter. Similarly, v, is observation
noise that is assumed to be zero mean Gaussian white noise
with covariance R (i.e., v,~N(0,R)) according to Equation
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where 0, is a tunable parameter.

[0141] Referring to FIG. 10, a flowchart of a particular
illustrative embodiment of a method 1000 for smoothing jitter
in motion tracking results is shown. The method 1000 may be
performed by an electronic device 102, e.g., an object track-
ing and detection module 804 in an electronic device 102. The
electronic device 102 may determine 1002 one or more win-
dow locations and one or more window sizes associated with
a current video frame 224, e.g., an unsmoothed location 863
and unsmoothed size 865. The electronic device 102 may also
filter 1004 the one or more window locations and the one or
more window sizes to produce one or more smoothed window
locations 867 and one or more smoothed window sizes 869.
For example, this may include using a moving average filter,
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an auto regression filter or a Kalman filter. In one configura-
tion, in response to low tracking confidence (e.g., the detec-
tion and tracking confidence value 856 is below the detection
and tracking threshold 854), the smoothing weights for loca-
tion and size may be reduced. Alternatively, the smoothing
weights may be reduced based on the detection confidence
value 840 or the tracking confidence value 828. The elec-
tronic device may also detect 1006 a target object within the
current video frame 224 using one or more windows defined
by the one or more smoothed window locations 867 and the
one or more smoothed sizes 869.

[0142] In the context of a scene being imaged, the term
“object” refers to a physical object within the scene. In the
context of a video stream, the term “object” refers to a repre-
sentation, within the video stream, of an object (e.g., images
of'the object in frames of the video stream). The term “mobile
device” as used herein includes devices in any of the follow-
ing form factors: holdables (e.g., smartphones), drivables
(e.g., vehicles or robots), wearables (e.g., clothing or acces-
sories), and flyables (e.g., drones). A mobile device may
include one or more screens (e.g., a touchscreen) and/or one
or more image-capturing devices (e.g., a camera).

[0143] It may be desirable to obtain, from a single optical
field of view, multiple different fields of view. Such capability
may be used to obtain a multi-camera effect with one camera.
For example, such capability may be applied to support
simultaneously zooming into two different parts of a scene
(possibly at different respective zoom rates) with only one
camera. Such capability may also be applied to support sec-
ondary fields of view that move (e.g., translate) independently
of one another within a larger primary field of view.

[0144] Systems, methods, and apparatus as described
herein may be implemented to operate on an input video
stream, also called the “primary video stream.” The primary
video stream describes a series of frames, where each frame
represents an image in a pixel coordinate space. The primary
video stream typically includes other information that may be
used to recover the frames from the stream (e.g., a corre-
sponding frame start code or packet and frame end code or
packet for each frame). A video stream may also include
embedded data (e.g., metadata), which may be associated
with a particular frame. The video stream may be produced by
a camera or other imaging device (which may be sensitive to
visible and/or other wavelengths), streamed from another
device, or produced by a decoder (e.g., from information
stored on a magnetic or optical medium), and may be in
compressed or uncompressed form. The primary video
stream may include depth information, such as a video stream
based onimages captured by a structured light imager or other
depth camera (e.g., Microsoft Kinect). Such a video stream
may be displayed on a touchscreen by, for example, mapping
the depth value of each pixel to a corresponding color. The
stream may be live, delayed, or retrieved from storage (e.g.,
pre-recorded).

[0145] The primary video stream has a field of view, which
may be expressed as an angle of view relative to a point of
view (e.g., a lens of the camera or other image capturing
device). The angular width of the field of view may change
over time as a result of an optical and/or digital zooming
operation. FIG. 27A shows an example of a field of view
FV10 in the context of a scene being imaged. In this figure,
field of view FV10 is indicated by the dotted lines, the point
of'view is indicated by the small circle, and the portion of the
scene that is imaged is indicated by a solid rectangle. FIG.
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27B shows a result of performing a zoom-out operation on
field of view FV10 as shown in FIG. 27A, which causes it to
widen. FIG. 27C shows a result of performing a zoom-in
operation on field of view FV10 as shown in FIG. 27A, which
causes it to narrow. In FIGS. 27B and 27C, the dashed rect-
angle and the solid rectangle show the portion of the scene
that is imaged before and after the zoom operations, respec-
tively. In all of FIGS. 27A, 27B, and 27C, field of view
FOV10 is relative to the same point of view.

[0146] A video stream depicts a scene that may include one
or more objects. Typically the objects are physical and tan-
gible objects (e.g., people). In FIG. 27A, for example, the
objects in the scene include three people, a star, and a tree.
However, it is also contemplated that the objects may be
virtual or otherwise artificial, as in a stream of drawn and/or
computer-generated content (e.g., avatars).

[0147] The direction of the field of view may be defined as
the direction of a central ray of the field of view (e.g., the
direction of the central axis of the view cone). This direction
may change over time as a result, for example, of movement
of the image capturing device and/or a digital translation
operation of a selected window within a larger captured
image. FIG. 27E shows a result of changing a direction of
field of view FV10 (as indicated by the dotted lines) relative
to the direction of field of view FV10 in FIG. 27D. Such a
change may be accomplished by, for example, rotating the
image capturing device at the point of view and/or applying a
digital translation operation to a selected window within the
captured image. In both of FIGS. 27D and 27E, field of view
FOV10 is relative to the same point of view.

[0148] FIG. 28A shows a flowchart of a method M100 of
video processing according to a configuration that includes
tasks T200, T300, and T350. Task T200 selects at least two
objects within a primary video stream that has a primary field
of view. In response to the selecting in task T200, task T300
generates a first video stream from the primary video stream
that includes a first of the selected objects. The first video
stream has a first field of view that is more narrow than the
primary field of view.

[0149] Subsequent to the selecting in task T200, task T350
generates a second video stream from the primary video
stream that includes a second of the selected objects. The
second video stream has a second field of view that is also
more narrow than the primary field of view. The first field of
view includes a portion of the primary field of view that is not
within the second field of view, and the second field of view
includes a portion of the primary field of view that is not
within the first field of view. Tasks T200, T300, and T350 may
be performed, for example, by the electronic device 102 of
FIG. 1, the object tracking and detection module 204 imple-
mented by the processor 264 of FIG. 2B, the object tracking
and detection module 804 of FIG. 8 implemented by a pro-
cessor, the smoothing module 961 of FIG. 9 implemented by
a processor, or any combination thereof.

[0150] Task T200 selects at least two objects within the
primary video stream. The selection may be performed in
response to a direct action by a user. In such a case, a screen
may be used to display the primary video stream to the user,
and the user may enter an indication to select the particular
desired objects among the objects that appear in the display. If
the display is performed on a touchscreen, the user may
indicate a selection by touching the screen to select a point
within a desired object.
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[0151] FIG. 29 shows an example of a sequence of user
actions to select three objects. Panel A shows a scene as
displayed on a touchscreen of a device. The device may be
manipulated by the user to initiate a selection mode. For
example, the touchscreen may be configured to enter the
selection mode when the user touches an appropriate icon.
Panel A shows an example ofa selection tool icon in the upper
right corner of the frame. In panel B, the user touches the
selection tool icon to initiate the selection mode. In panel C,
the tool icon is highlighted in response to the touch action to
indicate that the device is in the selection mode, and the user
touches the first object to select it. In panel D, the first object
is highlighted (e.g., silhouetted as shown, or outlined) in
response to the touch action to indicate that the object is
selected, and the user touches the second object to select it. In
panel E, the second object is highlighted in response to the
touch action to indicate that the object is selected, and the user
touches the third object to select it. In panel F, the third object
is highlighted in response to the touch action to indicate that
the object is selected, and the user touches the selection tool
icon again to terminate the selection mode. The device may be
configured to de-select a selected object if the user touches it
again in the selection mode.

[0152] FIG. 30 shows another example of a sequence of
user actions to select three objects. In this case, the device
operates differently in the selection mode than as shown in
FIG. 29. In panel A, the user touches the selection tool iconto
initiate the selection mode. In panel B, the tool icon is high-
lighted in response to the touch action to indicate that the
device is in the selection mode, and the user touches the first
object to select it. In panel C, the first object is highlighted in
response to the touch action to indicate that the object is
selected, and in response to the selection, the selection mode
is terminated and the highlighting is removed from the tool
icon. The user touches the selection tool icon again to initiate
the selection mode, and in panel D, the tool icon is highlighted
in response to the touch action to indicate that the device is in
the selection mode, and the user touches the second object to
select it. In panel E, the second object is highlighted in
response to the touch action to indicate that the object is
selected, and in response to the selection, the selection mode
is terminated and the highlighting is removed from the tool
icon. The user touches the selection tool icon again to initiate
the selection mode, and in panel F, the tool icon is highlighted
in response to the touch action to indicate that the device is in
the selection mode, and the user touches the third object to
select it.

[0153] Inanother example, the touchscreen may be config-
ured to enter the selection mode in response to a two-action
selection: a first action selects a menu mode (e.g., the user
touches a designated area of the screen to display a menu) and
a second action selects a selection mode from the menu. In a
further example, the touchscreen may be configured such that
the user selects an object by touching and holding a selection
tool icon, dragging the icon to the desired point on the screen,
and then releasing the icon to select the point. Alternatively,
the user may manipulate the touchscreen to indicate a selec-
tion by selecting an area of the image that includes at least a
portion ofthe desired object (e.g., a bounding box or ellipse or
a lasso). In such case, the user may select the desired objects
individually and/or as a group.

[0154] Itmay bedesirable to allow the user to manipulate a
field of view being displayed during selection mode (e.g., to
perform a pinch action to narrow the field of view, and a zoom
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action to widen the field of view). Besides manipulation of a
touchscreen, other possible modalities for direct user selec-
tion include actuating one or more buttons or other switches
and/or gesture recognition. As an alternative to such direct
action by a user, task T200 may perform the selection auto-
matically by applying one or more predetermined criteria to
information from the primary video stream. Such criteria may
include, for example, recognition of a player’s jersey number,
face recognition, and/or velocity detection (e.g., to identify a
fast-moving object, such as a ball in an athletic event).
[0155] Method M100 may be implemented to track an
object in response to its selection in task T200. FIG. 33C
shows a flowchart of an implementation M200 of method
M100 which includes a task T250 that tracks the selected
objects (e.g., as described above with reference to object
tracking and detection module 204 and/or object tracking and
detection module 804). Alternatively, object tracking may
begin prior to task T200. In such case, task T200 may be
implemented for selection from among a set of tracked
objects. For example, the user may select from among a
display of tracked objects. Examples of algorithms that may
be used for such object tracking (e.g., by task T250) include
the Lucas-Kanade method (and variants, such as the Kanade-
Lucas-Tomasi tracker) and mean-shift tracking. Tracking of
an object may include segmenting the object from the rest of
a frame of the primary video stream, although object tracking
may also be performed in the absence of such segmentation.
[0156] Segmentationofan object from the rest ofa frame of
the primary video stream may be used to support enhanced
display of the object relative to the rest of the frame (e.g.,
silhouetting or outlining). Segmentation may be performed
(e.g., by task T250 or by task T400 of method M300 as
described below) in response to selection of an object in task
T200. Such segmentation may be used to provide visual feed-
back to a user by confirming the object’s selection. Segmen-
tation may also be performed before selection begins. In such
case, selection in task T200 may be made from among a set of
objects that are already segmented (e.g., a display in which
the segmented objects are enhanced).

[0157] The left-hand panels in FIG. 31 show two examples
of frames from video streams that depict scenes which
include objects. Enhanced display of an object may be per-
formed before selection in task T200 or in response to such
selection (e.g., by task T250 or by task T400 of method M300
as described below). One example of enhanced display is a
silhouette of the object, which may be displayed in a color
that contrasts with the background (e.g., black or yellow, as
shown in the center panels of FIG. 31). This contrasting color
may be the same for all objects or may differ between objects
(e.g., in order to contrast with the local background of each
object). Other examples of enhanced display (which may
likewise be done in a contrasting color) include outlining of
the object and displaying a graphical element at, within, or
around the object (e.g., a triangle at the apex or centroid of the
object, an ellipse around the object as shown in the right-hand
panels of FIG. 31, etc.).

[0158] Using a display of the primary video stream as a
context for direct selection of objects by a user may be appro-
priate for slow-moving objects. Such an arrangement may be
frustrating for a user, however, if any ofthe desired objects are
moving quickly within the display. In cases of such quick
movement, it may be desirable instead to display a single
frame of the primary video stream as a context for direct
selection of objects by a user. As described above, selection
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may be made from a display in which the objects in the frame
are segmented and enhanced. If stream-display selection and
frame-display selection are both supported, selection among
these display modes may be performed by a user and/or
automatically. For automatic selection, a degree of motion in
the stream may be quantified using a measure such as, e.g.,
optical flow, motion vectors, pixel differences between
frames, etc. In such case, a frame-display mode may be
selected when the value of the measure is above a threshold,
and a stream-display mode may be selected when the value of
the measure is below the threshold.

[0159] Inresponse to the selecting in task T200, task T300
generates a first video stream from the primary video stream
that includes a first of the selected objects. The first video
stream has a first field of view that is more narrow than the
primary field of view. Subsequent to the selecting in task
T200, task T350 generates a second video stream from the
primary video stream that includes a second of the selected
objects. The second video stream has a second field of view
that is also more narrow than the primary field of view.
[0160] The first field of view includes a portion of the
primary field of view that is not within the second field of
view, and the second field of view includes a portion of the
primary field of view that is not within the first field of view.
FIG. 28B shows an example of a primary field of view
PFV10, and FIGS. 28B and 28C show examples of'a first field
of view FV100 and a second field of view FV200, respec-
tively, that are more narrow than primary field of view PFV10
and each of which include a portion of primary field of view
PFV10 that is not within the other field of view. The width
and/or direction of the first field of view within the primary
field of view may change over time. Likewise, the width
and/or direction of the second field of view within the primary
field of view may change over time.

[0161] A video stream is a time sequence of digital images
(“frames”). In one example, the sequence of images is cap-
tured at a particular frame rate (e.g., for presentation at the
same frame rate). A video stream may include information
that indicates the beginning and end of each frame. In one
example, the video stream includes a frame start code before
the first pixel of each frame and a frame end code after the last
pixel of each frame. In another example, the video stream
includes one or more data signals, which carry the pixel
information of the frames of the video stream, and one or
more synchronization signals, which indicate the start and
end of each frame of the video stream. Depending on the
particular format of the primary video stream, the primary
video stream may include additional information (e.g., head-
ers, metadata).

[0162] It is also possible for the primary video stream to
include data other than the frame data (i.e., the pixel values)
between the frame start and end codes. Such other data may
include, for example, sensor configuration details and/or
image statistics values.

[0163] Parsing ofavideo stream includes extracting frames
of'the video stream (e.g., using the frame start and end infor-
mation) and making them available for processing. For
example, parsing may include storing each frame to a corre-
sponding specified location, such as a buffer. FIG. 33 A shows
a flowchart of an implementation M110 of method M100
which includes a task T100 that parses the primary video
stream to produce a series of frames of the primary video
stream. Alternatively, another process may execute to parse
the primary video stream (e.g., for display), such that one or
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more frames of the primary video stream are available to
method M100 (e.g., in a buffer in memory) at any time.
[0164] Such a buffer (e.g., memory buffer 110) is typically
capable of storing at least one full frame at a time. Parsing of
the primary video stream may be configured to alternate
between multiple frame buffers. For example, one such frame
buffer may store a full frame for processing, while the fol-
lowing frame in the sequence is extracted and stored to
another frame buffer. Alternatively, task T100 or the parsing
process may be configured to store the parsed frames to a
circular buffer, such that the buffer is updated (and old frames
are overwritten) as new frames are extracted.

[0165] Parsing the primary video stream may include a
demultiplexing operation to separate the primary video
stream from one or more associated audio streams and/or
metadata streams. Alternatively, such an operation may be
performed upstream oftask T100 or the parsing process (e.g.,
the primary video stream may be provided by a demulti-
plexer).

[0166] Each of tasks T300 and T350 generates a corre-
sponding secondary video stream from the primary video
stream. Such a task may be implemented to produce frames of
a secondary video stream by extracting, for each frame ofthe
secondary video stream, a desired portion of one or more
corresponding frames of the primary video stream. The
desired frame portion may be extracted directly from the
stream (e.g., from a stream buffer) or from a parsed frame
(e.g., as stored in a frame buffer or circular buffer as described
above). It is possible to implement method M100 such that
task T300 generates a corresponding secondary video stream
in response to selection of the first object and prior to selec-
tion of the second object. FIG. 33B shows a flowchart of such
an implementation M120 of method M110, which demon-
strates that tasks T300 and T350 may respond independently
to the two selections T200A and T200B of task T200.
[0167] The desired frame portion may be determined by
parameters such as, for example, the position of a correspond-
ing object (e.g., the object’s center of mass), or of a bounding
box of such an object, and the desired width and aspect ratio
of'the corresponding field of view. The values of such param-
eters may be used, for example, to determine boundaries of
the desired frame portion as pixel coordinates within the pixel
coordinate space of the primary video stream (e.g., the coor-
dinates of the upper left and lower right pixels of the desired
frame portion).

[0168] The values of the width and/or aspect ratio of the
desired frame portion may be default values, may be indicated
by a user or process, and/or may be based on a size of the
object (e.g., a size of a bounding box of the object). For
example, the width and/or aspect ratio of the desired frame
portion may be indicated by a desired number of windows in
a display that includes the secondary video stream. It is
expressly noted that the secondary video stream may, but
need not, have the same aspect ratio as the primary video
stream and that each secondary video stream may, but need
not, have a unique aspect ratio.

[0169] With reference to a frame of the primary video
stream as arranged in its pixel coordinate space, the desired
frame portion may be considered as an extraction window. In
one example, task T300 and/or T350 is implemented to
extract a desired frame portion by selecting and applying one
of a predetermined set of extraction windows, based on a
current position of one or more selected objects. FIG. 32A
shows an example set of nine such windows, with reference to
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a frame of the primary video stream, that each have a fixed
size (i.e., one quarter-frame) and a fixed position within the
frame. As shown in this example, the windows may overlap,
such that the object position may occur within a portion of the
frame that is included within more than one of the windows
(as indicated by the window correspondence notations in the
frame division of FIG. 32B). In such case, the task may be
implemented to select one of the indicated windows based on
history (e.g., to continue using the most recently selected
window if it is also currently indicated for selection) and/or
motion (e.g., to select the window whose center most closely
coincides with the next expected object position, as indicated
by the current position and one or more previous positions of
the object within the frame and/or as indicated by movement
of'the capturing device and/or movement of the primary field
of view).

[0170] Inanotherexample, task T300 and/or T350 is imple-
mented to select one of a predetermined set of extraction
window sizes (e.g., based on object size, such as a size of a
bounding box of the object). In such case, the task may be
implemented to apply an extraction window of the selected
size at a desired extraction position within the frame (e.g.,
having its center aligned with a centroid of one or more
objects). In a further example, task T300 and/or T350 is
implemented to calculate a size of an extraction window from
asize of one or more selected objects (e.g., from the size of the
corresponding selected object) and to apply the window at a
position (e.g., centroid) of the object. In another further
example, task T300 and/or T350 is implemented to apply a
current smoothed or unsmoothed search window (e.g., as
described herein with reference to FIGS. 7-10) as an extrac-
tion window. In any case, it may be desirable to normalize a
size of a selected object within each of a plurality of frames of
the corresponding secondary video stream. For example, it
may be desirable to vary the size of the extracted frame
portion (e.g., of the extraction window) in response to a
change in the size of a tracked object within the primary video
stream (e.g., as the object approaches or moves away from the
capturing device and/or as a result of a change in the width of
the primary field of view).

[0171] It may be desirable to select or calculate the extrac-
tion window size and/or position according to one or more
presentation constraints. For example, it may be desirable to
increase the window size and/or change the window position
in response to detecting that the distance between the object
and any edge of the desired frame portion is less than a
minimum number of pixels (e.g., five, ten, or twenty pixels).
Alternatively or additionally, it may be desirable to change
the window size in order to maintain a desired relation
between the sizes of the object and the desired frame portion
(e.g., to normalize a size of the object within the window as
described above). For example, it may be desirable to main-
tain a ratio of an object dimension, such as height and/or
width, to a corresponding dimension of the desired frame
portion to be not less than a predetermined minimum value
(e.g., fifty, sixty, seventy, or eighty percent) and/or not greater
than a predetermined maximum value (e.g., eighty, ninety, or
ninety-five percent). Such edge-approach detection and/or
normalization may also be performed on the primary video
stream (e.g., to maintain a desired relation, such as any of the
ratios mentioned above, between a dimension of a box bound-
ing the selected objects and a corresponding dimension of a
display window within which frames of the primary video
stream are displayed).
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[0172] It may be desirable to implement task T300 and/or
task T350 to produce one or more frames of the secondary
video stream by performing one or more processing opera-
tions on the corresponding extracted desired frame portions.
Such processing, which may include resizing, interpolation,
normalization, and/or display-related adjustments, may be
performed as a desired frame portion is extracted and/or after
extraction of the frame portion is completed. For example,
producing a frame of the secondary video stream may include
normalizing one or more color and/or luminance character-
istics of the frame, such as one or more of brightness, contrast,
and white balance. Additionally or alternatively, task T300
and/or task T350 may include performing one or more dis-
play-related adjustments to pixel information from the pri-
mary video stream to produce the second video stream.
Examples of such adjustments include transforming the pixel
information into a different color space (e.g., YUV to RGB)
and performing gamma adjustment.

[0173] Task T300 and/or T350 may be implemented to
generate the secondary video stream to have a frame-to-frame
correspondence with the primary video stream. In such case,
the task may generate each frame of the secondary video
stream from a corresponding frame of the primary video
stream. Task T300 and/or T350 may be alternatively imple-
mented to generate the secondary video stream to have a
different frame rate than the primary video stream. In one
such example, the task is implemented to generate a second-
ary video stream to have a lower frame rate than the primary
video stream (e.g., by generating each frame of the first video
stream from a corresponding n-th frame of the primary video
stream, where n is an integer greater than one, and/or inter-
polating between two or more frames of the primary video
stream to obtain a non-integer fraction of the frame rate of the
primary video stream). In another example, the task is imple-
mented to generate a secondary video stream to have a higher
frame rate than the primary video stream (e.g., by interpolat-
ing between two or more frames of the primary video stream
to produce a frame of the secondary video stream).

[0174] Task T300 and/or T350 may be implemented to
produce the corresponding secondary video stream for trans-
mission and/or storage. For example, it may be desirable for
such a task to add frame start/end codes to the produced
frames and/or to produce one or more synchronization signals
that indicate such a division between frames. Other informa-
tion and/or formatting may be performed to comply with a
particular stream format (e.g., such a task may be imple-
mented to packetize the pixel data into a header-plus-payload
format). Task T300 and/or T350 may be implemented to
provide the secondary video stream to a compressor or other
encoder, which may be configured to encode the stream by
producing structures such as motion vectors and/or prediction
frames. Examples of storage file formats that may be used
include any of the following video container formats: AVI,
WMV, MOV, MKV, MPG, and MP4.

[0175] Task T300 and/or T350 may be implemented to
associate metadata with the secondary video stream. Such
metadata may be based on information regarding the tracked
objects, such as object positions, labels for selected objects
(e.g., a person’s name), identification of a geometrical
arrangement among the selected objects, etc. Additionally or
alternatively, the metadata may include information (e.g.,
camera settings, camera orientation, sensor characteristics,
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time and/or location of capture) that may be obtained from
other elements of the device and/or from metadata in the
primary video stream.

[0176] Such an implementation of task T300 and/or T350
may encode the metadata into a desired format, such as any
among XML (eXtensible Markup Language), KLV (Key-
Length-Value), *.srt (SubRip file format), and *.vtt (Web
Video Text Track format). In some formats, at least some of
the metadata may be included within the secondary video
stream (e.g., within a portion of the frame data that is reserved
for embedded data). Alternatively, the stream-generating task
may be implemented to package the metadata as a metadata
stream that is synchronized with the secondary data stream.
For example, items of metadata within such a stream may be
timestamped to indicate a desired association between such
an item and a corresponding frame of the secondary video
stream.

[0177] Method M100 may also be implemented to combine
one or more secondary video streams with other streams. For
example, a secondary video stream may be multiplexed with
one or more other streams (e.g., one or more audio streams
and/or metadata streams). Additionally or alternatively, a sec-
ondary video stream may be combined with one or more other
video streams (e.g., other secondary video streams) to pro-
duce an output stream having frames with multiple windows,
each window corresponding to a different one of the video
streams. Additionally or alternatively, method M100 may be
implemented to include a task that associates metadata (e.g.,
in any such fashion as described above) with the primary
video stream, such as information indicating geometry
between selected objects and/or composite geometry (e.g., a
geometrical arrangement of the selected objects) as described
below with reference to FIGS. 17-20.

[0178] Alternatively or in addition to providing the second-
ary video stream for transmission or storage, task T300 and/or
T350 may be implemented to provide the secondary video
stream for local display. For example, such a stream-gener-
ating task may make the frame data available to a display task,
which may be implemented to store the frame data to a dis-
play buffer. For example, the display task may be imple-
mented to store the frames of each secondary video stream to
a region of the display buffer that corresponds to a corre-
sponding window of the display.

[0179] FIG. 33D shows a flowchart of an implementation
M300 of method M100 which includes a display task T400
(e.g., as described above) that displays the first video stream
and/or the second video stream. Task T400 may be imple-
mented to display each such stream within a respective win-
dow of the display, with display of the primary video stream
(e.g., in another window) or without such display. FIG. 37A
shows a flowchart of an implementation M400 of methods
M200 and M300 in which display task T400 is also respon-
sive to input from tracking task T250.

[0180] FIGS. 34A-34C show an example of an application
of'an implementation of method M300 (e.g., method M400),
with FIG. 34 A showing a frame PF10 of primary video stream
PS10 and FIG. 34C showing a corresponding frame DF10 of
a display video stream DS10. The key diagram at the lower
left of FIG. 34B shows the association between each selected
object in frame PF10 and a corresponding extraction window.
The central diagram in FIG. 34B shows the extraction win-
dows defining corresponding desired frame portions FP10-
FP40 of the frame, as stored in a frame buffer FB10, and the
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secondary video streams SS10-SS40 produced by corre-
sponding instances of task T300 and/or T350.

[0181] In this example, task T400 is implemented to store
each of'the secondary video streams to a corresponding one of
display portions DP20-DP50 of display butfer DB10 accord-
ing to a desired arrangement, in display frame DF10, of the
windows corresponding to the streams. Also in this example,
task T400 is implemented to store a resized version RPS10 of
primary video stream PS10 to a display portion DP10 of
display buffer DB10 for display in a corresponding window.
The key diagram at the lower right of FIG. 34B shows the
association between each display portion DP10-DP50 within
display buffer DB10 and a corresponding window of display
frame DF10.

[0182] Tasks T300 and T350 may commence upon selec-
tion of each respective object, or upon an indication that the
selection operation is completed (e.g., that all desired objects
have been selected, that no more selections are currently
desired). For a case in which two of the selected objects are in
close proximity, generation of one of the secondary video
streams may be delayed until a separation between the objects
(e.g., as indicated by tracking task T250) reaches or exceeds
a threshold distance.

[0183] FIG. 35 shows such an example of an application of
method M100. Panel A shows the primary field of view
PFV20 of the primary video stream. Panel B shows, at a time
A, the first field of view FV110 of the first video stream as
generated by an instance of task T300. At time A, first field of
view FV110 includes both of the first and second objects.
Panel C shows, at a time B that is subsequent to time A, first
field of view FV110 as generated by the instance of task T300
and the second field of view FV210 of the second video
stream as generated by an instance of task T350. At time B,
first field of view FV110 includes the first object and no
longer includes the second object, and second field of view
FV210 includes the second object.

[0184] FIG. 11 shows an example of an application of an
implementation of method M100 (e.g., method M110, M200,
M300, or M400). The video processing techniques described
with respect to the embodiment depicted in FIG. 11 may be
performed, for example, by the electronic device 102 of FIG.
1, the object tracking and detection module 204 implemented
by the processor 264 of FIG. 2B, the object tracking and
detection module 804 of FIG. 8 implemented by a processor,
the smoothing module 961 of FIG. 9 implemented by a pro-
cessor, or any combination thereof.

[0185] FIG. 11 shows a frame 1100 of a primary video
stream that depicts a scene as captured at a first time instance.
For example, frame 1100 may correspond to a frame of a
video stream to be displayed on a screen of a mobile device.
The mobile device may be configured to capture the stream
(e.g., with a camera of the mobile device) or to receive it from
another device. The scene depicted in frame 1100 includes a
first object 1102, a second object 1104, a third object 1106, a
star, and a tree. In the illustrated embodiment, first object
1102 may correspond to a first person, second object 1104
may correspond to a second person, and third object 1106
may correspond to a third person. In another embodiment, at
least one of the objects 1102-1106 may correspond to a robot
that is controlled via the mobile device.

[0186] FIG. 11 also shows a display 1110 of frame 1100 on
a screen of the mobile device. The screen of the mobile device
(e.g., atouchscreen) may correspond to a viewfinder. Display
1110 may also include a user selection mechanism 1111 that
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enables a user to select displayed objects for tracking (e.g., by
tracking task T250). For example, the user may touch user
selection mechanism 1111 on the screen and then drag a first
focus ring 1112 around first object 1102 to enable tracking of
first object 1102. In response to such placement of first focus
ring 1112, the mobile device may select first object 1102 for
tracking within the depicted scene. In a similar manner, the
user may also touch user selection mechanism 1111 and then
drag a second focus ring 1114 around second object 1104, and
touch user selection mechanism 1111 and then drag a third
focus ring 1116 around third object 1106, to enable tracking
of second object 1104 and third object 1106, respectively. In
response to such placement of second focus ring 1114 and
third focus ring 1116, the mobile device may select second
object 1104 and third object 1106, respectively, for tracking
within the depicted scene.

[0187] FIG. 11 also shows a frame 1120 of the video stream
that depicts the scene as captured at a second time instance
(e.g., subsequent to the first time instance). In frame 1120, the
positions of the objects 1102-1106 have changed with respect
to the corresponding positions in frame 1100 depicting the
scene at the first time instance. For example, in frame 1120
first object 1102 has moved closer to the star, second object
1104 has moved closer to the tree, and third object 1106 has
moved closer to the bottom of the frame.

[0188] FIG. 11 also shows a display 1130 of frame 1120 on
the screen of the mobile device. Display 1130 may be parti-
tioned (e.g., by display task T400) into two or more windows.
In this example, display 1130 is partitioned into a first win-
dow 1132, a second window 1134, and a third window 1136.
In response to selection of the three objects 1102-1106 with
user selection mechanism 1111, for example, the mobile
device may partition display 1130 into three corresponding
windows 1132-1136.

[0189] The device may be configured to apply the selected
partitioning in response to an indication by the user that object
selection is complete. For example, although a default parti-
tioning may be applied by creating each window as the cor-
responding object is selected, it may be desirable to refrain
from applying the partitioning until object selection is com-
pleted (e.g., such that the display area remains available dur-
ing object selection). The device may indicate that object
selection is in progress by, for example, blinking the focus
rings and/or selected objects until completion of selection is
indicated. The focus ring or other selection indication for
each selected object may continue to follow or otherwise
indicate the object (e.g., as the object moves within the scene)
until completion of selection is indicated.

[0190] The first window 1132 may display a first portion of
frame 1120 that includes first object 1102. The first portion of
frame 1120 may be determined based on a location of first
object 1102 in frame 1120. For example, the mobile device
may track the location of first object 1102 and display, in first
window 1132, a video stream that is focused on (e.g., centered
at) the location of first object 1102. The second window 1134
may display a second portion of frame 1120 that includes
second object 1104. The second portion of frame 1120 may be
determined based on a location of second object 1104 in
frame 1120. For example, the mobile device may track the
location of second object 1104 and display, in second window
1134, a video stream that is focused on the location of second
object 1104. The third window 1136 may display a third
portion of frame 1120 that includes third object 1106. The
third portion of frame 1120 may be determined based on a
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location of third object 1106 in frame 1120. For example, the
mobile device may track the location of third object 1104 and
display, in third window 1136, a video stream that is focused
on the location of third object 1106.

[0191] FIGS. 36A and 36B show examples of other pos-
sible default arrangements of windows 1132-1136. A particu-
lar default arrangement may be user-selectable as a display
configuration option of the device. The arrangement may be
fixed or may be modifiable by the user. In one example, the
device is configured such that the user may move a window to
a different location in the display by dragging one of the
window sides, may resize a window by dragging a corner of
the window that is not located on a border of the display, and
may delete a window by holding the fingertip or stylus within
the window (e.g., for a period of two seconds). In a further
example, the device is configured such that the user may
double-tap within a window to cause the device to exchange
the content of that window (e.g., the secondary video stream
displayed within the window) with the content of the window
which is currently the largest in the display.

[0192] FIG. 11 also shows a frame 1140 of the video stream
that depicts the scene at a third time instance (e.g., subsequent
to the second time instance). In frame 1140, the position of
each object 1102-1106 has changed with respect to the cor-
responding positions in frame 1120 depicting the scene at the
second time instance. For example, in frame 1140 first object
1102 has moved closer to the tree, second object has moved
closer to the bottom of the frame, and third object 1106 has
moved closer to the star.

[0193] FIG. 11 also shows a display 1150 of frame 1140 on
the screen of the mobile device using the windows 1132-1136
generated by the mobile device. For example, first window
1132 displays a first portion of frame 1140 that includes first
object 1102, second window 1134 displays a second portion
of frame 1140 that includes second object 1104, and third
window 1136 displays a third portion of frame 1140 that
includes third object 1106.

[0194] Within each of the windows, it may be desirable to
normalize the location of the respective selected object. For
example, it may be desirable to display a window such that a
center (e.g., a center of mass) of the respective selected object
coincides with a center of the window, and to maintain this
relation as the object moves within the scene. Additionally or
alternatively, within each of the windows, it may be desirable
to normalize the size of the respective selected object. For
example, it may be desirable to display a window such that the
maximum dimension of the respective selected object is
between fifty and seventy-five percent of the corresponding
dimension of the window, and to maintain this relation as the
object moves toward or away from the camera. Such display
may be achieved, for example, by resizing (e.g., applying a
digital zoom operation to) the portion being displayed in the
window. Additionally or alternatively, within each ofthe win-
dows, it may be desirable to normalize one or more display
aspects of the window, which may include any of brightness,
contrast, and white balance.

[0195] In a particular embodiment, a fourth window (e.g.,
window 1138 as shown in FIG. 36C) may be included (e.g.,
by display task T400) in the displays 1130 and 1150. The
fourth window may illustrate the geometry between each
object as further described with respect to FIG. 17. Addition-
ally, or in the alternative, the fourth window may display a
video stream that includes frames 1120 and 1140. For
example, first window 1132, second window 1134, and third



US 2015/0179219 Al

window 1136 may correspond to picture-in-picture shots of
frames 1120 and 1140 and the fourth window may correspond
to the entire frames 1120 and 1140. In such case, it may be
desirable to control an optical and/or digital zoom operation
of the camera such that all of the selected objects remain
visible within the stream being displayed in the fourth win-
dow. Such a combination of zooming responsive to object
selection may also be performed in the absence of display
partitioning. Alternatively or additionally, it may be desirable
to indicate the selected objects within the stream being dis-
played in the fourth window. For example, a mark may be
overlaid on each object (e.g., a shape having a contrasting
color respective to the object and overlaid at the object’s
centroid) and/or a halo (e.g., an ellipse) may be arranged
around the object (possibly with a lower contrast or other
distinguishing appearance within the halo). FIGS. 36D and
36E show two other examples of possible arrangements of
windows 1132-1138.

[0196] In another particular embodiment, tracking of a
single object (e.g., only first object 1112) may be selected for
display. In response to selecting the object for display, the
display may be partitioned into two windows (e.g., as shown
in FIG. 36F). In this case, a first window may include a
portion of the scene that is determined based on a position of
the selected object in the scene. For example, the mobile
device may track the location of the selected object and a
video stream focused on the position of the object may be
displayed in the first window (e.g., by task T400). Addition-
ally, a second window may include the entire scene. Thus, the
first window may correspond to a focused picture-in-picture
shot of the selected object in the scene.

[0197] FIGS. 41A and 41B show two examples of displays
of a portion of the field of view of the primary video stream
that includes the selected objects. Such a display may be
displayed in a window as described above (e.g., window
1132, 1134, 1136, or 1138), which may be shown with or
instead of a window that shows the entire field of view of the
primary video stream. Each of these examples includes an
icon (the dotted box in FIG. 41A, and the bounded line near
the top of FIG. 41B) whose dimension relative to the size of
the window indicates the relation of the displayed (narrowed)
field of view to the field of view of the primary video stream.
In these particular examples, the narrowed field of view is
centered at a position of the composite geometry of the
selected objects (indicated by an open circle). Each of these
examples also includes a dotted line that indicates the recent
trajectory of this position.

[0198] FIG. 42 shows an example of a frame of a display
video stream (e.g., as produced by an implementation of
display task T400). This frame includes three windows, along
the bottom of the frame, that display secondary video streams
corresponding to the selected objects A, B, and C (e.g., as
generated by instances of tasks T300 and T350). The upper
left window displays the primary video stream, which may be
resized to fit the window. This window also includes an over-
lay (in this example, a crosshair) that indicates the position of
the composite geometry of the selected objects in the corre-
sponding frame. The upper right window displays a portion of
the field of view of the primary video stream that includes the
selected object, as described above with reference to FIGS.
41A-B.

[0199] FIG. 43B shows an example of a graphic that indi-
cates a composite geometry of the selected objects, a position
of'this geometry, and a recent trajectory of this position. Such
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a graphic may be displayed as a separate window or overlaid
on a display of the primary video stream. FIGS. 43A and 43C
show windows displaying frames of the primary video stream
that include similar overlays.

[0200] Theembodimentdepicted in FIG. 11 may enable the
mobile device to track objects 1102-1106 in the frames 1100,
1120, 1140 and may display individualized (e.g., focused)
video streams corresponding to the objects 1102-1106 in
separate windows 1132-1136. The mobile device may per-
form the techniques described with respect to FIG. 11 using a
single camera or using multiple cameras. While the partition-
ing is being configured (e.g., by the user) and applied to the
video stream, the device may continue to record the unparti-
tioned video stream and/or one or more video streams that
each include one or more of the windows. Additionally or as
an alternative to storing one or more video streams that each
include one or more of the windows, it may be desirable for
the device to store metadata (embedded in the video stream
and/or as a separate file) from which the particular partition-
ing may be recreated from the recorded unpartitioned stream.
[0201] Referring to FIG. 12, a flowchart that illustrates a
particular embodiment of a video processing method 1200
using object tracking is shown. In an illustrative embodiment,
the method 1200 may be performed using the electronic
device 102 of FIG. 1, the object tracking and detection mod-
ule 204 implemented by the processor 264 of FIG. 2B, the
object tracking and detection module 804 of FIG. 8 imple-
mented by a processor, the smoothing module 961 of FIG. 9
implemented by a processor, or any combination thereof.
[0202] The method 1200 includes receiving, at a mobile
device, a selection of a first object in a displayed scene and a
second object in the displayed scene, at 1202. For example,
referring to FIG. 11, the user may touch user selection mecha-
nism 1111 on the screen and then drag first focus ring 1112
around first object 1102, and touch user selection mechanism
1111 on the screen and then drag second focus ring 1114
around second object 1104, to enable tracking of first object
1102 and second object 1104, respectively. The displayed
scene may correspond to a video stream captured and dis-
played on the screen of the mobile device.

[0203] The display may be partitioned into at least a first
window and a second window, at 1204. For example, refer-
ring to FIG. 11, the display 1130 may be partitioned into first
window 1132, second window 1134, and third window 1136.
For example, in response to selecting the three objects 1102-
1106 with user selection mechanism 1111, the mobile device
may partition the display 1130 into three corresponding win-
dows 1132-1136.

[0204] A first portion of the scene that includes the first
object may be displayed in the first window, at 1206. For
example, referring to FIG. 11, the first window 1132 may
display the first portion of frame 1120 that includes first
object 1102. The first portion of frame 1120 may be deter-
mined based on a location of first object 1102 in frame 1120.
For example, the mobile device may track the location of first
object 1102 and a video stream focused on the location of first
object 1102 may be displayed in the first window 1132.
[0205] A second portion of the scene that includes the sec-
ond object may be displayed in the second window, at 1208.
For example, referring to FIG. 11, the second window 1134
may display the second portion of frame 1120 that includes
second object 1104. The second portion of frame 1120 may be
determined based on a location of second object 1104 in
frame 1120. For example, the mobile device may track the
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location of second object 1104 and a video stream focused on
the location of second object 1104 may be displayed in the
second window 1134.

[0206] The method 1200 of FIG. 12 may enable the mobile
device to track objects 1102-1106 in the scene 1100, 1120,
1140 and may display individualized (e.g., focused) video
streams corresponding to the objects 1102-1106 in separate
windows 1132-1136. The mobile device may perform the
method 1200 using a single camera or using multiple cam-
eras.

[0207] FIG. 13 shows an example of an application of an
implementation of method M100 (e.g., method M110, M200,
M300, or M400). The video processing techniques described
with respect to the embodiment depicted in FIG. 13 may be
performed by the electronic device 102 of FIG. 1, the object
tracking and detection module 204 implemented by the pro-
cessor 264 of FIG. 2B, the object tracking and detection
module 804 of FIG. 8 implemented by a processor, the
smoothing module 961 of FIG. 9 implemented by a processor,
or any combination thereof.

[0208] FIG. 13 shows a frame 1300 of a primary video
stream that depicts a scene as captured at a first time instance.
For example, frame 1300 may correspond to a frame of a
video stream to be displayed on a screen of a mobile device.
The mobile device may be configured to capture the stream
(e.g., with a camera of the mobile device) or to receive it from
another device. The scene depicted in frame 1300 includes a
first object 1302, a second object 1304, a third object 1306, a
star, and a tree. In the illustrated embodiment, the first object
1302 may correspond to a first person, the second object 1304
may correspond to a second person, and the third object 1306
may correspond to a third person. In another embodiment, at
least one of the objects 1302-1306 may correspond to a robot
that is controlled via the mobile device.

[0209] FIG. 13 also shows a display 1310 of frame 1300 on
a screen of the mobile device. The screen of the mobile device
(e.g., atouchscreen) may correspond to a viewfinder. Display
1310 may include a user selection mechanism 1311 that
enables a user to select objects for tracking (e.g., by tracking
task T250). For example, the user may touch user selection
mechanism 1311 on the screen and drag a first focus ring 1312
around first object 1302 to enable tracking of first object
1302. In response to such placement of first focus ring 1312,
the mobile device may select first object 1312 for tracking
within the depicted scene. In a similar manner, the user may
also touch user selection mechanism 1311 on the screen and
drag a second focus ring 1314 and a third focus ring 1316
around second object 1304 and third object 1306 to enable
tracking of second object 1304 and third object 1306, respec-
tively. In response to such placement of second focus ring
1314 and third focus ring 1316, the mobile device may select
second object 1304 and third object 1306, respectively, for
tracking.

[0210] FIG. 13 also shows a frame 1320 of the video stream
that depicts the scene as captured at a second time instance. In
frame 1320, the position of each object 1302-1306 has
changed with respect to the corresponding positions in frame
1300 depicting the scene at the first time instance. For
example, in frame 1320 first object 1302 has moved closer to
second object 1304, second object 1304 has moved closer to
first object 1302, and third object 1306 has moved closer to
the bottom of the frame.

[0211] FIG. 13 also shows a display 1330 of frame 1320 on
the screen of the mobile device. Display 1330 may be parti-
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tioned (e.g., by display task T400) into two or more windows.
In this example, display 1330 is partitioned into a first win-
dow 1332, a second window 1334, and a third window 1336.
For example, in response to selecting the three objects 1302-
1306 with the user selection mechanism 1311, the mobile
device may partition the display 1330 into three correspond-
ing windows 1332-1336.

[0212] The mobile device may be configured to apply the
selected partitioning in response to an indication by the user
that object selection is complete. For example, although a
default partitioning may be applied by creating each window
as the corresponding object is selected, it may be desirable to
refrain from applying the partitioning until object selection is
completed (e.g., such that the display area remains available
during object selection). The device may indicate that object
selection is in progress by, for example, blinking the focus
rings and/or selected objects until completion of selection is
indicated. The focus ring or other selection indication for
each selected object may continue to follow or otherwise
indicate the object (e.g., as the object moves within the scene)
until completion of selection is indicated.

[0213] The first window 1332 may display a first portion of
frame 1320 that includes first object 1302. The first portion of
frame 1320 may be determined based on a location of first
object 1302 in frame 1320. For example, the mobile device
may track the location of first object 1302 and display, in first
window 1332, a video stream that is focused on (e.g., centered
at) the location of first object 1302. The second window 1334
may display a second portion of frame 1320 that includes
second object 1304. The second portion of frame 1320 may be
determined based on a location of second object 1304 in
frame 1320. For example, the mobile device may track the
location of second object 1304 and display, in second window
1334, a video stream that is focused on the location of second
object 1304. The third window 1336 may display a third
portion of frame 1320 that includes third object 1306. The
third portion of frame 1320 may be determined based on a
location of third object 1306 in frame 1320. For example, the
mobile device may track the location of third object 1304 and
display, in third window 1336, a video stream focused on the
location of the third object 1306.

[0214] FIG. 13 also shows a frame 1340 that depicts the
scene at a third time instance (e.g., subsequent to the second
time instance). In frame 1340, the position of each object
1302-1306 has changed with respect to the corresponding
positions in frame 1320 depicting the scene at the second time
instance. For example, in frame 1340 first object 1302 and
second object 1304 have crossed each one another, and third
object 1306 has moved closer to the bottom-right portion of
the frame.

[0215] FIG. 13 also shows a display 1350 of frame 1340 on
the screen of the mobile device using the windows 1332-1336
generated by the mobile device. It will be appreciated that the
first portion of frame 1340 is displayed in the second window
1334 and the second portion of frame 1340 is displayed in the
first window 1332. For example, if a portion of first object
1302 overlaps a portion of second object 1304 by a threshold
amount (as indicated, e.g., by tracking task T250), the first
window 1332 may display a video stream focused on second
object 1304 and the second window 1334 may display a video
stream focused on first object 1302. The third window 1336
displays the third portion of frame 1340 that includes third
object 1306.
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[0216] In a particular embodiment, the threshold amount
may correspond to a complete overlap of first object 1302 and
second object 1304. For example, when each x-coordinate (or
y-coordinate) associated with the position of first object 1302
has a value that is less than each x-coordinate (or y-coordi-
nate) associated with the position of second object 1304, first
object 1302 may completely overlap (e.g., cross) second
object 1304 at a frame when each x-coordinate (or y-coordi-
nate) associated with the position of first object 1302 has a
value that is greater than each x-coordinate (or y-coordinate)
associated with the position of second object 1304.

[0217] Alternatively, when each x-coordinate (or y-coordi-
nate) associated with the position of first object 1302 has a
value that is greater than each x-coordinate (or y-coordinate)
associated with the position of second object 1304, first object
1302 may completely overlap (e.g., cross) second object 1304
at a frame when each x-coordinate (or y-coordinate) associ-
ated with the position of first object 1302 has a value that is
less than each x-coordinate (or y-coordinate) associated with
the position of second object 1304.

[0218] In one example, an overlap may be indicated when
the distance between the centers of the bounding boxes oftwo
selected objects in a dimension (e.g., height or width) is less
than half of the sum of the sizes of the two boxes in that
dimension. In such case, the tracking task may assume that
the object closest to the bottom of the frame is overlapping the
other object. In another example, a color histogram is per-
formed to associate a respective range of color values with
each selected object. In such case, an overlap may be indi-
cated when two objects are in proximity and a spatial border
between (A) pixels having color values in the range of one
object and (B) pixels having color values in the range of the
other object is found within an expected area of one of the
objects.

[0219] In another particular embodiment, the threshold
amount may correspond to a partial overlap of first object
1302 and second object 1304 (e.g., by ten, twenty, twenty-
five, thirty, forty, or fifty percent of the expected area of the
overlapped object). For example, in a frame where an x-co-
ordinate (or y-coordinate) associated with the position of first
object 1302 has the same value of an x-coordinate (or y-co-
ordinate) associated with the position of second object 1304,
first object 1302 may partially overlap second object 1304.
[0220] Theembodiment depicted in FIG. 13 may enable the
mobile device to track objects 1302-1306 in frames 1300,
1320, 1340 and may display individualized (e.g., focused)
video streams corresponding to the objects 1302-1306 in
separate windows 1332-1336. The embodiment depicted in
FIG. 13 may also enable the video stream in each window
1332-1336 to depict the relative positions of each object
1302-1306 with respect to one another. The mobile device
may perform the techniques described with respect to FIG. 13
using a single camera or using multiple cameras.

[0221] It may be desirable to implement display task T400
to modify a display partitioning as described above in
response to detecting an occlusion among the selected
objects. For example, when particular objects cross one
another (e.g., as indicated by the tracking task), the associa-
tions between the secondary video streams and the corre-
sponding windows 1332-1336 may be updated (e.g.,
switched) to reflect the cross. It may be desirable to configure
the device to call attention to the switch by, for example,
blinking the switched objects and/or windows for a brief
period (e.g., one, two, or three seconds).
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[0222] It may be desirable to apply an inertial mechanism
(e.g., within tracking task T250 and/or display task T400) to
inhibit overly frequent switching among objects that remain
in close proximity for some time. In one such example, a
hangover period is applied such that a switch among two
objects will not be reversed within the hangover period (e.g.,
two, three, four, or five seconds). In another example, a hys-
teresis function is applied to the threshold amount such that a
switch among two objects will not be reversed within the
hangover period unless a second, higher threshold amount of
overlap occurs within the hangover period.

[0223] Referring to FIG. 14, a flowchart that illustrates a
particular embodiment of a video processing method 1400
using object tracking is shown. In an illustrative embodiment,
the method 1400 may be performed using the electronic
device 102 of FIG. 1, the object tracking and detection mod-
ule 204 implemented by the processor 264 of FIG. 2B, the
object tracking and detection module 804 of FIG. 8 imple-
mented by a processor, the smoothing module 961 of FIG. 9
implemented by a processor, or any combination thereof.
[0224] The method 1400 includes receiving, at a mobile
device, a selection of a first object in a displayed scene and a
second object in the displayed scene, at 1402. For example,
referring to FIG. 13, the user may touch user selection mecha-
nism 1311 on the screen and drag the first focus ring 1312
around first object 1302 and the second focus ring 1314
around second object 1304 to enable tracking of the first
object 1302 and the second object 1304, respectively. The
displayed scene may correspond to frames (e.g., frame 1300)
of'a video stream captured and displayed on the screen of the
mobile device.

[0225] The screen may be partitioned into at least a first
window and a second window, at 1404. For example, refer-
ring to FIG. 13, the display 1330 may be partitioned into the
first window 1332, the second window 1334, and the third
window 1336. For example, in response to selecting the three
objects 1302-1306 with user selection mechanism 1311, the
mobile device may partition the display 1330 into three cor-
responding windows 1332-1336.

[0226] A first portion of the scene that includes the first
object may be initially displayed in the first window, at 1406.
For example, referring to FIG. 13, the first window 1332 may
initially display the first portion of frame 1320 that includes
first object 1302. The first portion of frame 1320 may be
determined based on a location of first object 1302 in frame
1320. For example, the mobile device may track the location
offirst object 1302 and a video stream focused on the location
offirst object 1302 may be displayed in the first window 1332.
[0227] A second portion of the scene that includes the sec-
ond object may be initially displayed in the second window, at
1408. For example, referring to FIG. 13, the second window
1334 may initially display the second portion of frame 1320
that includes second object 1304. The second portion of
frame 1320 may be determined based on a location of second
object 1304 in frame 1320. For example, the mobile device
may track the location of second object 1304 and a video
stream focused on the location of second object 1304 may be
displayed in the second window 1334.

[0228] The windows in which the first object and the sec-
ond object are displayed may be controlled based on when a
portion of the first object overlaps a portion of the second
object by a threshold amount, 1410. For example, referring to
FIG. 13, the first portion of frame 1340 is displayed in the
second window 1334 of the display 1350 and the second
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portion of frame 1340 is displayed in the first window 1332 of
display 1350. For example, if a portion of first object 1302
overlaps a portion of second object 1304 by a threshold
amount, the first window 1332 may display a video stream
focused on the second object 1304 and the second window
1334 may display a video stream focused on the first object
1302. The third window 1336 displays the third portion of
frame 1340 that includes the third object 1306.

[0229] The method 1400 of FIG. 14 may enable the mobile
deviceto track objects 1302-1306 in frames 1300, 1320, 1340
and may display individualized (e.g., focused) video streams
corresponding to the objects 1302-1306 in separate windows
1332-1336. The method 1400 may also enable the video
stream in each window 1332-1336 to depict the relative posi-
tions of each object 1302-1306 with respect to one another.
For example, when particular objects cross one another, the
video streams in the windows 1332-1336 may be updated
(e.g., switched) to reflect the cross. The mobile device may
perform the method 1400 using a single camera or using
multiple cameras.

[0230] FIG. 15 shows an example of an application of an
implementation of method M100 (e.g., method M110, M200,
M300, or M400). The video processing techniques described
with respect to the embodiment depicted in FIG. 15 may be
performed by the electronic device 102 of FIG. 1, the object
tracking and detection module 204 implemented by the pro-
cessor 264 of FIG. 2B, the object tracking and detection
module 804 of FIG. 8 implemented by a processor, the
smoothing module 961 of FIG. 9 implemented by a processor,
or any combination thereof.

[0231] FIG. 15 shows a frame 1500 of a primary video
stream that depicts a scene as captured at a first time instance.
For example, frame 1500 may correspond to a frame of a
video stream to be displayed on a screen of a mobile device.
The mobile device may be configured to capture the stream
(e.g., with a camera of the mobile device) or to receive it from
another device. The scene depicted in frame 1500 includes a
first object 1502, a second object 1504, a third object 1506, a
star, and a tree. In the illustrated embodiment, first object
1502 may correspond to a first person, second object 1504
may correspond to a second person, and third object 1506
may correspond to a third person. In another embodiment, at
least one of the objects 1502-1506 may correspond to a robot
that is controlled via the mobile device.

[0232] FIG. 15 also shows a display 1510 of frame 1500 on
a screen of the mobile device. The screen of the mobile device
(e.g., atouchscreen) may correspond to a viewfinder. Display
1510 may include a user selection mechanism 1511 that
enables a user to select objects for tracking (e.g., by tracking
task T250). For example, the user may touch user selection
mechanism 1511 on the screen and drag a first focus ring 1512
around first object 1502 to enable tracking of first object
1502. In response to such placement of first focus ring 1512,
the mobile device may select first object 1512 for tracking. In
a similar manner, the user may also touch user selection
mechanism 1511 on the screen and drag a second focus ring
1514 and a third focus ring 1516 around second object 1504
and third object 1506 to enable tracking of second object 1504
and third object 1506, respectively. In response to such place-
ment of second focus ring 1514 and third focus ring 1516, the
mobile device may select second object 1504 and third object
1506, respectively, for tracking.

[0233] FIG. 15 also shows a frame 1520 of the video stream
that depicts the scene as captured at a second time instance
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(e.g., subsequent to the first time instance). In frame 1520, the
position of each object 1502-1506 has changed with respect
to the corresponding positions depicted in frame 1500 depict-
ing the scene at the first time instance. For example, in frame
1520 first object 1502 has moved closer to the star, second
object 1504 has moved closer to the tree, and third object has
moved closer to the bottom of the frame.

[0234] FIG. 15 also shows a display 1530 of frame 1520 on
the screen of the mobile device if first object 1502 was
selected prior to second object 1504 and second object 1504
was selected prior to third object 1506. For example, the
display 1530 may be partitioned (e.g., by display task T400)
into a first window 1532, a second window 1534, and a third
window 1506. The video streams displayed in each window
1532-1536 may depend on a selection order of the objects
1502-1506.

[0235] The first window 1532 may display a first portion of
frame 1520 that includes first object 1502 if first object 1502
was selected prior to selection of other objects 1504, 1506.
The first portion of frame 1520 may be determined based on
alocation of first object 1502 in frame 1520. For example, the
mobile device may track the location of first object 1502 and
a video stream focused on the location of first object 1502
may be displayed in first window 1532. The second window
1534 may display a second portion of frame 1520 that
includes second object 1504 if second object 1504 was
selected prior to selection of third object 1506. The second
portion of frame 1520 may be determined based on a location
of'second object 1504 in frame 1520. For example, the mobile
device may track the location of second object 1504 and a
video stream focused on the location of second object 1504
may be displayed in second window 1534. The third window
1536 may display a third portion of frame 1520 that includes
third object 1506. The third portion of frame 1520 may be
determined based on a location of third object 1506 in frame
1520. For example, the mobile device may track the location
of' third object 1504 and a video stream focused on the loca-
tion of third object 1506 may be displayed in third window
1506.

[0236] FIG. 15 also shows a display 1530 of frame 1520 on
the screen of the mobile device if second object 1502 was
selected prior to third object 1506 and third object 1506 was
selected prior to first object 1502. For example, the display
1530 may be partitioned into the first window 1532, the
second window 1534, and the third window 1506. The video
streams displayed in each window 1532-1536 may depend on
a selection order of the objects 1502-1506.

[0237] The first window 1532 may display the second por-
tion of frame 1520 that includes second object 1504 if second
object 1504 was selected prior to selection of other objects
1502, 1506. The second window 1534 may display the third
portion of frame 1520 that includes third object 1506 if third
object 1506 was selected prior to selection of first object
1502. The third window 1536 may display the first portion of
frame 1520 that includes first object 1502.

[0238] Theembodiment depicted in FIG. 15 may enable the
mobile device to track objects 1502-1506 in frames 1500,
1520 and to display individualized (e.g., focused) video
streams corresponding to the objects 1502-1506 in separate
windows 1532-1536. The video stream that is displayed in a
particular window 1532-1536 may depend on a selection
order of the objects 1502-1506. Thus, a user may determine
which object 1502-1506 to place in a particular window
1532-1536 based on importance (or other selection criteria).
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The mobile device may perform the techniques described
with respect to FIG. 15 using a single camera or using mul-
tiple cameras.

[0239] Referring to FIG. 16, a flowchart that illustrates a
particular embodiment of a video processing method 1600
using object tracking is shown. In an illustrative embodiment,
the method 1600 may be performed using the electronic
device 102 of FIG. 1, the object tracking and detection mod-
ule 204 implemented by the processor 264 of FIG. 2B, the
object tracking and detection module 804 of FIG. 8 imple-
mented by a processor, the smoothing module 961 of FIG. 9
implemented by a processor, or any combination thereof.
[0240] The method 1600 includes receiving, at a mobile
device, a selection of a first object in a displayed scene and a
second object in the displayed scene, at 1602. For example,
referring to FIG. 15, the user may touch user selection mecha-
nism 1511 on the screen and drag the first focus ring 1512
around the first object 1502 and the second focus ring 1514
around the second object 1504 to enable tracking of first
object 1502 and second object 1504, respectively. The dis-
played scene may correspond to a video stream captured and
displayed on the screen of the mobile device.

[0241] The display may be partitioned into a first window
and a second window, at 1604. For example, referring to FIG.
15, the display 1530 may be partitioned into the first window
1532, the second window 1534, and the third window 1536.
For example, in response to selecting the three objects 1502-
1506 with the user selection mechanism 1511, the mobile
device may partition the display 1530 into three correspond-
ing windows 1532-1536.

[0242] A first portion of the scene that includes the first
object may be displayed in the first window if the first object
was selected prior to selection of the second object, at 1606.
For example, referring to FIG. 15, the first window 1532 may
display the first portion of frame 1520 that includes first
object 1502 if first object 1502 was selected prior to selection
of other objects 1504, 1506. The first portion of frame 1520
may be determined based on the location of first object 1502
in frame 1520. For example, the mobile device may track the
location of first object 1502 and a video stream focused on the
location of first object 1502 may be displayed in the first
window 1532.

[0243] A second portion of the scene that includes the sec-
ond object may be displayed in the second window if the first
object was selected prior to selection of the second object, at
1608. For example, referring to FIG. 15, the second window
1534 may display the second portion of frame 1520 that
includes second object 1504. The second portion of frame
1520 may be determined based on a location of second object
1504 in frame 1520. For example, the mobile device may
track the location of second object 1504 and a video stream
focused on the location of second object 1504 may be dis-
played in the second window 1534.

[0244] Thefirst portion of the scene may be displayed in the
second window if the second object was selected prior to
selection of the first object, at 1610. Additionally, the second
portion of the scene may be displayed in the first window if
the second object was selected prior to selection of the first
object, at 1612.

[0245] The method 1600 of FIG. 16 may enable the mobile
device to track objects 1502-1506 in the scene 1500, 1520 and
may display individualized (e.g., focused) video streams cor-
responding to the objects 1502-1506 in separate windows
1532-1536. The video stream that is displayed in a particular
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window 1532-1536 may depend on a selection order of the
objects 1502-1506. Thus, a user may determine which object
1502-1506 to place in a particular window 1532-1536 based
onimportance (or other selection criteria). The mobile device
may perform the method 1600 using a single camera or using
multiple cameras.

[0246] FIG. 17 shows an example of an application of an
implementation of method M100 (e.g., method M110, M200,
M300, or M400). The video processing techniques described
with respect to the embodiment depicted in FIG. 17 may be
performed by the electronic device 102 of FIG. 1, the object
tracking and detection module 204 implemented by the pro-
cessor 264 of FIG. 2B, the object tracking and detection
module 804 of FIG. 8 implemented by a processor, the
smoothing module 961 of FIG. 9 implemented by a processor,
or any combination thereof.

[0247] FIG. 17 shows a frame 1700 of a primary video
stream that depicts a scene as captured at a first time instance.
For example, frame 1700 may correspond to a video stream to
be displayed on a screen of a mobile device. The mobile
device may be configured to capture the stream (e.g., with a
camera of the mobile device) or to receive it from another
device. The scene depicted in frame 1700 includes a first
object 1702, a second object 1704, a third object 1706, and a
star. In the illustrated embodiment, first object 1702 may
correspond to a first person, second object 1704 may corre-
spond to a tree, and third object 1706 may correspond to a
second person. In another embodiment, at least one of first
object 1702 and third object 1706 may correspond to a robot
that is controlled via the mobile device.

[0248] FIG. 17 also shows a display 1710 of frame 1700 on
a screen of the mobile device. The screen of the mobile device
(e.g., atouchscreen) may correspond to a viewfinder. Display
1710 may include a user selection mechanism 1711 that
enables a user to select objects for tracking (e.g., by tracking
task T250). For example, the user may touch user selection
mechanism 1711 on the screen and drag a first focus ring 1712
around first object 1702 to enable tracking of first object
1702. In response to such placement of first focus ring 1712,
the mobile device may select first object 1712 in frame 1700
for tracking. In a similar manner, the user may also touch user
selection mechanism 1711 on the screen and drag a second
focus ring 1714 and a third focus ring 1716 around second
object 1704 and third object 1706 to enable tracking of second
object 1704 and third object 1706, respectively. In response to
such placement of second focus ring 1714 and the third focus
ring 1716, the mobile device may select second object 1704
and third object 1706, respectively, for tracking.

[0249] FIG. 17 also shows a frame 1720 of the video stream
that depicts the scene as captured at a second time instance
(e.g., subsequent to the first time instance). In frame 1720, the
position of each object 1702-1706 has changed with respect
to the corresponding positions depicted in frame 1700 depict-
ing the scene at the first time instance. For example, in frame
1720 first object 1702 and third object 1704 have moved.
Although second object 1704 (e.g., the tree) is a stationary
object, second object 1704 may appear to have moved. For
example, the position ofthe mobile device (or other capturing
device) may move, which in turn, may create the illusion that
second object 1704 has moved.

[0250] The mobile device may monitor one or more spatial
relations (also called “geometry”) among the selected
objects. For example, the mobile device may track and mea-
sure a first distance between first object 1702 and second
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object 1704, a second distance between second object 1704
and third object 1706, and a third distance between third
object 1706 and first object 1702. In a particular embodiment,
tracking the geometry between each selected object 1702-
1706 (e.g., by tracking task T250) may initiate upon a trigger
event. As a non-limiting example, tracking the geometry
between each selected object 1702-1706 may initiate upon
first object 1702 crossing second object 1704. In other
embodiments, tracking the geometry between each selected
object 1702-1706 may initiate upon a user input. As a non-
limiting example, tracking the geometry between each
selected object 1702-1706 may initiate upon user selection of
two or more of the objects 1702-1706. As another example,
tracking the geometry between each selected object 1702-
1706 may initiate upon the user selecting to initiate a tracking
mode.

[0251] FIG.17 also shows a display 1730 of frame 1720 on
the screen of the mobile device (e.g., by display task T400).
The mobile device may include an indication of the geometry
on the display 1730. For example, a first indication (L,,) of
the first distance between first object 1702 and second object
1704 may be included in display 1730. The first distance may
be determined based on a location of first object 1702 in frame
1720 and a location of second object 1704 in frame 1720. For
example, the mobile device may track the location of the
object 1702 and the location of second object 1704 to gener-
ate the first indication (L, ). A second indication (L,;) of the
second distance between second object 1704 and third object
1706 may be also included in display 1730. The second dis-
tance may be determined based on a location of second object
1704 in frame 1720 and a location of third object 1706 in
frame 1720. For example, the mobile device may track the
location of second object 1704 and the location of third object
1706 to generate the second indication (L,5). A third indica-
tion (L, ;) of the third distance between first object 1702 and
third object 1706 may also be included in display 1730. The
third distance may be determined based on a location of first
object 1702 in frame 1720 and a location of third object 1706
in frame 1720. For example, the mobile device may track the
location of first object 1702 and the location of second object
1704 to generate the third indication (L, ;).

[0252] The mobile device may also track the composite
geometry of the objects 1702-1706 (e.g., a geometrical
arrangement of the selected objects). For example, in the
illustrated embodiment, the geometrical arrangement of the
objects 1702-1706 may be characterized as a triangle formed
by thethree indications (L, 5, L5, L, ;). Atleast one parameter
of the geometry between each object, or at least one param-
eter of the composite geometry may be used to cluster frames
of the video stream. As a non-limiting example, particular
frames may be clustered based on a distance (e.g., the first
distance, the second distance, and/or the third distance)
between two particular objects 1702-1706. As another non-
limiting example, particular frames may be clustered based
on a center of mass (C,,) of multiple objects 1702-1706. For
example, the mobile device may determine the center of mass
(C,p) of the triangle formed by the three indications (L.,
L,;, L) for each frame. In a particular embodiment, the
center of mass (C,,,) may be calculated, indexed, and dis-
played on the screen 1730. In another embodiment, the center
of'mass (C,,,) may only be calculated and indexed. Frames in
which the geometrical arrangement of the selected objects
has a substantially similar center of mass may be clustered
together and indexed into a memory. During such tracking, it
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may be desirable to control a display translation operation
such that the center of the display coincides with the center of
mass. Additionally or alternatively, it may be desirable to
control an optical and/or digital zoom operation ofthe camera
such that all of the selected objects remain visible within the
display.

[0253] In a particular embodiment, the mobile device may
track the geometry between each object 1702-1706 and/or the
composite geometry for each frame (e.g., track the geom-
etries on a frame-by-frame basis). In other embodiments, the
mobile device may track the geometry between each object
1702-1706 and/or the composite geometry at non-consecu-
tive intervals (e.g., track the geometries at non-consecutive
frames). Tracking the geometries at non-consecutive frames
may reduce an amount of power consumed at the mobile
device (e.g., prolong battery life) and reduce an amount of
memory used for indexing information associated with the
geometries and/or clustering information.

[0254] For example, in a particular embodiment, the
mobile device may track each object 1702-1706 (e.g., three
objects) at every frame. During tracking, each object 1702-
1706 may be represented by at least three values associated
with the position of the object 1702-1706 and the size of the
object 1702-1706. For example, one value may correspond to
an x-coordinate of the object 1702-1706, one value may cor-
respond to a y-coordinate of the object 1702-1706, and
another value may correspond to a size (e.g., a bounding box)
of the object 1702-1706. Each value may correspond to a
32-bit (e.g., 4 byte) number. Thus, at least 288 bits of data (3
objects*3 values/object*32-bits/value) may be collected and
logged into memory for each frame during tracking. Assum-
ing that the mobile device captures 30 frames per second, to
track and index three objects 1702-1706 on a frame-by-frame
basis for an hour (e.g., 3600 seconds), at least 3,888,000 bytes
of data is collected and logged into memory.

[0255] However, tracking the geometries at non-consecu-
tive frames may relax memory requirements. As a non-limit-
ing example, tracking and indexing each object 1702-1706 at
every interval of 15 frames for an hour may yield a 93.33%
savings in memory space. Tracking the geometries at non-
consecutive frames may be particularly beneficial in sce-
narios where there is a relatively small amount of movement
associated with the objects 1702-1706. The mobile device
may determine the frequency at which to track and index the
frames based on user input (e.g., user preference) and/or may
vary the frequency based on, for example, a user indication
and/or a degree of change over time in a position of each of
one or more of the selected objects.

[0256] Each object 1702-1706 may also have an individual
center of mass corresponding to the object’s 1702-1706 loca-
tion on the screen 1730. For example, the first object 1702
may have a center of mass (C,,) at the location of the first
object 1702, the second object 1704 may have a center of
mass (C,,) at the location of the second object 1704, etc. The
center of mass for each object 1702-1706 may also be a
geometric parameter that the mobile device tracks.

[0257] FIG. 17 also shows a frame 1740 of the video stream
that depicts the scene as captured at a third time instance (e.g.,
subsequent to the second time instance). In frame 1740, the
position of each object 1702-1706 has changed with respect
to the corresponding positions depicted in frame 1720 depict-
ing the scene at the second time instance.

[0258] FIG. 17 also shows a display 1750 of frame 1740 on
the screen of the mobile device (e.g., by display task T400).
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The mobile device may include an indication of the geometry
in display 1750. For example, the first indication (L., ,) of the
first distance between first object 1702 and second object
1704 may be included in display 1750, the second indication
(L,3) of the second distance between second object 1704 and
third object 1706 may be included in display 1750, and the
third indication (L, ;) of the third distance between first object
1702 and third object 1706 may be included in display 1750.
Additionally, the mobile device may also track the composite
geometry of the objects 1702-1706. For example, in the illus-
trated embodiment, the composite geometry of the objects
1702-1706 may correspond to the triangle formed by the
three indications (L, ,, L,3, L;3).

[0259] In another embodiment, the mobile device may
track the movement of each object 1702-1706 and generate a
sequence of plots that display the movement of each object
1702-1706 over time. The mobile device may generate a plot
for each object 1702-1706 at every frame, or may generate a
plot for each object 1702-1706 at non-consecutive frames to
relax memory requirements and improve power savings, as
described above.

[0260] It is also possible to configure the device (e.g., to
implement tracking task T250) to track a spatial relation of
one or more selected objects to objects that are not currently
visible on the display (e.g., are not currently within the scene
captured by the video stream). For example, spatial relations
of moving objects to fixed (reference) objects that are cur-
rently off-screen may be tracked. In a particular example, the
device may be configured to indicate whenever a selected
player is within twenty feet of the goal or basket, and/or is
moving toward the goal/basket, even if the goal/basket is not
currently on-screen. In such case, the device may be config-
ured to create a map that is larger than the scene currently
displayed. For a case in which the location of the camera is
known (e.g., as indicated by a location sensor, such as a GPS
sensor), one or more orientation sensors of the camera may be
used to determine how the current view relates to the larger
scene map. Such one or more orientation sensors may include
one or more inertial sensors (e.g., gyroscopes and/or acceler-
ometers), and/or one or more magnetic field sensors (e.g.,
magnetometers), to indicate an orientation of the camera rela-
tive to a gravitational axis (e.g., an axis through the device and
the center of the earth). Additionally or alternatively, visible
features of fixed reference objects, such as markings on a
sports field or court, or scene fixtures of a performance stage,
may beused as fiducials. Such mapping may also be done for
a camera that is moving, although the appearance of a refer-
ence object may change as the angle from which it is viewed
changes.

[0261] Theembodimentdepicted in FIG. 17 may enable the
mobile device to track geometries of the objects 1702-1706 in
the scene 1700, 1720, 1740 and cluster frames for retrieval
that have substantially similar geometries, as explained below
with respect to FIG. 18. The mobile device may perform the
techniques described with respect to FIG. 17 using a single
camera or using multiple cameras.

[0262] Uses and applications for display partitioning and/
or object tracking as described herein may include any of the
following: sporting events (e.g., soccer, basketball, football,
hockey), social events (e.g., wedding, party, dancing), art
performances (e.g., play, school play, concert, duet), and
security or surveillance monitoring. The mobile device may
also be a head-mounted display, with user selection being
performed by use of, e.g., a joystick, a gesture-recognition
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camera system, or a glove equipped with touch and/or orien-
tation sensors (e.g., one or more orientation sensors as
described above) to detect user commands. The video stream
may be live (e.g., captured by the device or streamed from
another capturing device, e.g., via a short-range connection,
such as Bluetooth, or via a network, such as a Wi-Fi connec-
tion to the internet) or recorded (again, by the device or by
another device).

[0263] It may be desirable to classify frames of a video
stream according to relative locations of and/or spatial rela-
tions among selected objects within the stream. Referring to
FIG. 18, a particular embodiment of a display 1800 on a
screen of a mobile device that is used to retrieve frames based
on clustering is shown. The display 1800 may include a graph
having a horizontal axis and a vertical axis. The horizontal
axis may correspond to different video files captured by the
mobile device. For example, in the illustrative embodiment,
the mobile device captured a first video file and a second
video file. The vertical axis may correspond to time indexes of
the video files.

[0264] Each video file may include clusters of frames that
are based on at least one parameter associated with the geom-
etry of selected objects in the video file. For example, each
cluster in the video files may include a group of frames having
a substantially similar geometry between selected objects.
The clusters depicted in FIG. 18 may be based on a center of
mass between the objects; however, in other embodiments,
the clusters may be based on one or more different parameters
(e.g., shape, distance, spatial characteristics, color schemes,
etc). The parameters may be selected by a user.

[0265] Frames at the beginning of the first video until
approximately the 10:00 mark of the first video may be
grouped into a first cluster (e.g., Cluster 1). The first cluster
may correspond to frames whereby the center of mass
between the selected objects in the pixel coordinate space has
an x-coordinate at approximately 150 and a y-coordinate at
approximately 250. Referring to the second frame in FIG. 17,
the center of mass (C,,,) of the selected objects 1702-1706
(e.g., the center of mass (C,,) of the triangle) may have an
x-coordinate at approximately 150 on display 1730 and a
y-coordinate at approximately 250 on display 1730. Thus, the
second frame (and other frames having a substantially similar
center of mass between the objects 1702-1706) may be placed
in the first cluster of FIG. 18. Thus, if the user selects the first
cluster, the mobile device may display corresponding video
streams (e.g., portions of the video) where the selected
objects 1702-1706 have a substantially similar configuration
as the second frame in FIG. 17.

[0266] Frames from approximately the 10:00 mark of the
first video until approximately the 20:00 mark of the first
video may be grouped into a second cluster (e.g., Cluster 2).
The second cluster may correspond to frames whereby the
center of mass between the selected objects in the pixel coor-
dinate space has an x-coordinate at approximately 200 and a
y-coordinate at approximately 250. Referring to the third
frame in FIG. 3, the center of mass (C,,;) of the selected
objects 1702-1706 may have an x-coordinate at approxi-
mately 200 on display 1750 and a y-coordinate at approxi-
mately 250 on display 1750. Thus, the third frame (and other
frames having a substantially similar center of mass between
the objects 1702-1706) may be placed in the second cluster of
FIG. 18. Thus, if the user selects the second cluster, the
mobile device may display corresponding video streams



US 2015/0179219 Al

(e.g., portions of the video) where the selected objects 1702-
1706 have a substantially similar configuration as the third
frame in FIG. 18.

[0267] Additional clusters (e.g., a third cluster) may corre-
spond to frames having different centers of mass (e.g., an
x-coordinate at 175 and a y-coordinate at 325). The user may
retrieve (e.g., locate) particular portions of the video by
selecting clusters having a configuration (e.g., a center of
mass) associated with the particular portions of the video.
Thus, by indexing frames into clusters that are based on
geometric parameters of the selected objects 1702-1706 (e.g.,
distance, center of mass of each and/or all selected objects),
the user of the mobile device may readily locate desired
portions of a video without having to navigate (e.g., play,
fast-forward, rewind, etc.) through the video. Indexing the
frames into clusters may also permit the user to view which
configuration (e.g., geometry) occurred most frequently, least
frequently, etc. Such indexing and/or values of such geomet-
ric parameters may be included in metadata stored by task
T300 and/or T350 as described above.

[0268] FIG. 18 also includes a display 1802 of regions
associated with clusters of frames of a video stream. For
example the display 1802 of regions may correspond to the
video stream of the scene in FIG. 17. The display 1802
includes ten regions (C1-C10). In the illustrated embodiment,
the regions (C1-C10) are based on a center of mass of the
objects 1702-1706 at particular frames. In other embodi-
ments, the regions (C1-C10) may be based on other geometric
parameters that may be used to index the frames into clusters
(e.g., the center of mass for each of the objects 1702-1706,
shapes, distances, spatial characteristics, color schemes, etc).
In a particular embodiment, each region (C1-C10) may have
an equal size (e.g., each region (C1-C10) may be a “Voronoi
Cell”).

[0269] Each region (C1-C10) may include an x-coordinate
and a y-coordinate that corresponds to a center of mass asso-
ciated with a corresponding cluster. As a non-limiting
example, the center of mass corresponding to the first region
(C1) may have an x-coordinate of 75 and a y-coordinate of
580. Additionally, the center of mass corresponding to the
second region (C2) may have an x-coordinate of 215 and a
y-coordinate of 580. Frames in the video stream of the scene
in FIG. 17 may be indexed by the center of mass of the objects
1702-1706. Each frame may be placed in a cluster corre-
sponding to one of the regions (C1-C10) based on the center
of' mass. For example, a frame having a center of mass that is
closest to the center of mass of the first region (C1) may be
placed within a corresponding first cluster. Such clustering
information may be associated with the corresponding frames
as metadata (e.g., in a metadata stream synchronized to the
video stream as described herein). In such case, the frames
indexed within a particular cluster may be easily identified for
retrieval by searching the metadata, thus avoiding a need to
review the entire video stream.

[0270] The mobile device may display video frames having
a particular geometry (e.g., center of mass) in response to a
user selection of a particular cluster. For example, if the user
selects (e.g., touches) the first region (C1), the mobile device
may display a cluster of video frames in which the center of
mass of the objects 1702-1706 is within the first (C1) region.
In a particular embodiment, the user may touch the screen at
the first region (C1) and hold the first region (C1) for a period
of time that exceeds a threshold (e.g., three seconds). After
holding the first region for three seconds, the first region (C1)
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may be enlarged on the display 1802. For example, display
1802 may depict the first region (C1) as shown in 1804. In this
mode, the first region 1804 may illustrate particular frames
(e.g., frame 1023 to frame 1026) based on the center of mass
(Car1023-1026) of the particular frames. In a particular embodi-
ment, the user may select a particular frame (e.g., frame 1024)
and the mobile device may initiate playback of the video
stream at frame 1024.

[0271] Referring to FIG. 19, a flowchart that illustrates a
particular embodiment of a video processing method 1900
using object tracking is shown. In an illustrative embodiment,
the method 1900 may be performed using the electronic
device 102 of FIG. 1, the object tracking and detection mod-
ule 204 implemented by the processor 264 of FIG. 2B, the
object tracking and detection module 804 of FIG. 8 imple-
mented by a processor, the smoothing module 961 of FIG. 9
implemented by a processor, or any combination thereof.
[0272] The method 1900 includes receiving, at a mobile
device, a selection of multiple objects in a scene, at 1902. For
example, referring to FIG. 17, the user may touch the user
selection mechanism 1711 on the screen and drag the first
focus ring 1712 around first object 1702, the second focus
ring 1714 around second object 1704, and the third focus ring
1716 around third object 1706 to enable tracking of the first,
second, and third objects 1702-1706, respectively. The dis-
played scene may correspond to a video stream captured and
displayed on the screen of the mobile device. The mobile
device may be configured to capture the stream (e.g., with a
camera of the mobile device) or to receive it from another
device.

[0273] A geometry between each object may be tracked, at
1904. For example, referring to FIG. 17, the mobile device
may track the geometry between each selected object 1702-
1706. For example, the mobile device may track and measure
the first distance between first object 1702 and second object
1704, the second distance between second object 1704 and
third object 1706, and the third distance between third object
1706 and first object 1702.

[0274] An indication of the geometry may be displayed on
the screen, at 1906. For example, referring to FIG. 17, the first
indication (L, ,) of the first distance between first object 1702
and second object 1704 may be included in display 1730. The
first distance may be determined based on a location of first
object 1702 in frame 1720 and a location of second object
1704 in frame 1720. For example, the mobile device may
track the location of first object 1702 and the location of
second object 1704 to generate the first indication (L., ,). The
second indication (L,;) of the second distance between sec-
ond object 1704 and third object 1706 may be also included in
display 1730. The second distance may be determined based
on a location of second object 1704 in frame 1720 and a
location of third object 1706 in frame 1720. For example, the
mobile device may track the location of second object 1704
and the location of third object 1706 to generate the second
indication (L,5). The third indication (L, ;) of the third dis-
tance between first object 1702 and third object 1706 may
also be included in display 1730. The third distance may be
determined based on a location of first object 1702 in frame
1720 and a location of third object 1706 in frame 1720. For
example, the mobile device may track the location of first
object 1702 and the location of second object 1704 to gener-
ate the third indication (L, ).

[0275] The method 1900 of FIG. 19 may enable the mobile
device to track geometries of the objects 1702-1706 in frames
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1700, 1720, 1740 and cluster frames for retrieval that have
substantially similar geometries. The mobile device may per-
form the method 1900 using a single camera or using multiple
cameras. In a further example, the method may include indi-
cating an alarm condition when a specified spatial relation
among one or more objects is detected, such as when a dis-
tance between a first selected object and a second selected
object becomes less than (alternatively, greater than) a speci-
fied threshold distance.

[0276] Referring to FIG. 20, a flowchart that illustrates
particular embodiments of video processing methods 2000,
2010 using object tracking is shown. In an illustrative
embodiment, the methods 2000, 2010 may be performed
using the electronic device 102 of FIG. 1, the object tracking
and detection module 204 implemented by the processor 264
of FIG. 2B, the object tracking and detection module 804 of
FIG. 8 implemented by a processor, the smoothing module
961 of FIG. 9 implemented by a processor, or any combina-
tion thereof.

[0277] The method 2000 includes receiving, at a mobile
device, a selection of multiple objects in a scene, at 2002. For
example, referring to FIG. 17, the user may touch user selec-
tion mechanism 1711 on the screen and drag the first focus
ring 1712 around first object 1702, the second focus ring 1714
around second object 1704, and the third focus ring 1716
around third object 1706 to enable tracking of the first, sec-
ond, and third objects 1702-1706, respectively. The displayed
scene 1700 may correspond to a video stream captured and
displayed on the screen of the mobile device. The mobile
device may be configured to capture the stream (e.g., with a
camera of the mobile device) or to receive it from another
device.

[0278] A geometry between each object may be tracked, at
2004. For example, referring to FIG. 17, the mobile device
may track the geometry between each selected object 1702-
1706. For example, the mobile device may track and measure
the first distance between first object 1702 and second object
1704, the second distance between second object 1704 and
third object 1706, and the third distance between third object
1706 and first object 1702. Additionally, the mobile device
may also track the composite geometry of the objects 1702-
1706. For example, in the illustrated embodiment, the com-
posite geometry of the objects 1702-1706 may correspond to
a triangle formed by the three indications (L;,, L3, L; ).
[0279] Frames of the video stream may be clustered based
on at least one parameter associated with the geometry, at
2006. For example, referring to FIG. 18, each cluster in the
video files may include a group of frames having a substan-
tially similar geometry between selected objects 1706-1708.
The clusters depicted in FIG. 18 may be based on a center of
mass (C,p, C,5) between the objects 1706-1708 (e.g., a
center of mass of the triangle).

[0280] In a particular embodiment, the method 2000 may
include retrieving frames when the objects are in a particular
geometry. For example, referring to FIG. 18, the mobile
device may index frames based on a center of mass (C,,
C, ) of the objects 1702-1706 in the frames. Frames having
a particular center of mass (e.g., a particular geometry) may
be readily achieved by selecting a cluster associated with the
particular center of mass. For example, the mobile device
may retrieve frames where the objects 1702-1706 have a
substantially similar geometry as the objects 1702-1706 in
the second frame of FIG. 17 by selecting the first cluster (e.g.,
Cluster 1) as shown in display 1800 of FIG. 18. For example,
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in response to the user selecting the first cluster, the mobile
device may retrieve frames whereby the center of mass of the
objects 1702-1706 has an x-coordinate at approximately 150
and a y-coordinate at approximately 250.

[0281] Themethod 2010 may include receiving, atamobile
device, an indication of a particular geometry of selected
objects in a video stream, at 2012. As a non-limiting example,
referring to FIG. 18, the mobile device may receive an indi-
cation (e.g., a user touching the screen at the first region (C1)
shown in display 1802) to display video streams where the
center of mass of the objects 1702-1704 are closest to the
center of the mass of the first region (C1).

[0282] Frames of the video stream may be retrieved based
on the particular geometry, at 2014. For example, referring to
FIG. 18, the mobile device may retrieve frames of the video
stream in the scene in FIG. 17 where the center of mass of the
objects 1702-1704 are in an area corresponding to the first
region (C1).

[0283] The retrieved frames may be displayed on a screen
of'the mobile device, at 2016. For example, referring to FIG.
18, the mobile device may display (e.g., play) the frames of
the video stream where the center of mass of the objects
1702-1704 are in the area corresponding to the first region
(C1). In a particular embodiment, the mobile device may play
the video streams in a sequential order.

[0284] The methods 2000, 2010 of FIG. 20 may enable the
user may retrieve (e.g., locate) particular portions ofthe video
by selecting clusters having a configuration (e.g., a center of
mass) associated with the particular portions of the video.
Thus, by indexing frames into clusters that are based on
geometric parameters of the selected objects 1702-1706, the
user of the mobile device may readily locate desired portions
of'a video without having to navigate (e.g., play, fast-forward,
rewind, etc.) through the video.

[0285] FIG. 21 shows an example of an application of an
implementation of method M100 (e.g., method M110, M200,
M300, or M400). The video processing techniques described
with respect to the embodiment depicted in FIG. 21 may be
performed by the electronic device 102 of FIG. 1, the object
tracking and detection module 204 implemented by the pro-
cessor 264 of FIG. 2B, the object tracking and detection
module 804 of FIG. 8 implemented by a processor, the
smoothing module 961 of FIG. 9 implemented by a processor,
or any combination thereof.

[0286] FIG. 21 shows a frame 2100 of a primary video
stream that depicts a scene as captured at a first time instance.
For example, frame 2100 may correspond to a frame of a
video stream to be displayed on a screen of a mobile device.
The mobile device may be configured to capture the stream
(e.g., with a camera of the mobile device) or to receive it from
another device. The scene depicted in frame 1100 includes a
first object 2102, a second object 2104, a third object 2106, a
star, and a tree. In the illustrated embodiment, first object
2102 may correspond to a first person, second object 2104
may correspond to a second person, and third object 2106
may correspond to a third person. In another embodiment, at
least one of the objects 2102-2106 may correspond to a robot
that is controlled via the mobile device.

[0287] FIG. 21 also shows a display 2110 of frame 2100 on
a screen of the mobile device. The screen of the mobile device
(e.g., atouchscreen) may correspond to a viewfinder. Display
2110 may include a user selection mechanism 2111 that
enables a user to select objects for tracking (e.g., by tracking
task T250). For example, the user may touch user selection
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mechanism 2111 on the screen and drag a first focus ring 2112
around first object 2102 to enable tracking of first object
2102. In response to such placement of first focus ring 2112,
the mobile device may select first object 2112 for tracking. In
a similar manner, the user may also touch user selection
mechanism 2111 on the screen and drag a second focus ring
2114 and a third focus ring 2116 around second object 2104
and third object 2106 to enable tracking of second object 2104
and third object 2106, respectively. In response to such place-
ment of second focus ring 2114 and third focus ring 2116, the
mobile device may select second object 2104 and third object
2106, respectively, for tracking.

[0288] FIG.21 also shows a frame 2120 of the video stream
that depicts the scene as captured at a second time instance
(e.g., subsequent to the first time instance). In frame 2120, the
sizes of particular objects 2102, 2106 have changed with
respectto the corresponding sizes in frame 2100 depicting the
scene at the first time instance. For example, the first object
2102 has moved closer to a camera lens (e.g., a size of the first
object 2102 appears to be relatively large), and the third
object 2104 has moved farther away from the camera lens
(e.g., the size of the third object 2106 appears to be relatively
small). The size of the second object 2104 appears to be larger
than the size of the third object 2106 and smaller than the size
of the first object 2102.

[0289] FIG. 21 also shows a display 2130 of frame 2120 on
a screen of the mobile device. Display 2130 may be parti-
tioned (e.g., by display task T400) into a first window 2132, a
second window 2134, and a third window 2136. For example,
in response to selecting the three objects 2102-2106 with the
user selection mechanism 2111, the mobile device may par-
tition display 2130 into three windows 2132-2136. The first
window 2132 may be larger than the second window 2134,
and the second window 2134 may be larger than the third
window 2136. The portions of frame 2120 displayed in each
window 2132-2136 may be based on a size of objects 2102-
2106 with respect to the size of the display 2130.

[0290] The first window 2132 (e.g., the largest window)
may display a first portion of frame 2120 that includes first
object 2102 if the size of first object 2102 with respect to the
size of display 2130 is greater than the size of the other
selected objects 2104, 2106 with respect to the size of display
2130. The first portion of frame 2120 may be determined
based on a location of first object 2102 in frame 2120. For
example, the mobile device may track the location of first
object 2102 and a video stream focused on the location of first
object 2102 may be displayed in the first window 2132.

[0291] The second window 2134 may display a second
portion of frame 2120 that includes second object 2104 if the
size of second object 2104 with respect to the size of display
2130 is greater than the size of third object 2106 with respect
to the size of display 2130. The second portion of frame 2120
may be determined based on a location of second object 2104
in frame 2120. For example, the mobile device may track the
location of second object 2104 and a video stream focused on
the location of second object 2104 may be displayed in the
second window 2134.

[0292] The third window 2136 (e.g., the smallest window)
may display a third portion of frame 2120 that includes third
object 2106 (e.g., the smallest object with respect to the size
of display 2130). The third portion of frame 2120 may be
determined based on a location of third object 2106 in frame
2120. For example, the mobile device may track the location
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of' third object 2104 and a video stream focused on the loca-
tion of third object 2106 may be displayed in the third window
2136.

[0293] FIG. 21 also shows a frame 2140 of the video stream
that depicts the scene as captured at a third time instance (e.g.,
subsequent to the second time instance). In frame 2140, the
sizes of the objects 2102-2106 have changed with respect to
the corresponding sizes depicted in frame 2120 depicting the
scene at the second time instance. For example, the first object
2102 has moved farther away from the camera lens (e.g., the
size of the first object 2102 appears to be relatively small), the
second object has moved closer to the camera lens (e.g., the
size of the first object 2102 appears to be relatively large), and
the third object 2104 has also moved closer to the camera lens
(e.g., the size of the third object 2106 appears to be larger than
the size of the first object 2102 and smaller than the size of the
second object 2104).

[0294] FIG. 21 also shows a display 2150 of frame 2140 on
a screen of the mobile device, including the windows 2132-
2136 generated by the mobile device. For example, the first
window 2132 (e.g., the largest window) displays the second
portion of frame 2140 that includes the second object 2104,
the second window 2134 displays the third portion of frame
2140 that includes the third object 2106, and the third window
2136 (e.g., the smallest window) displays the first portion of
frame 2140 that includes the first object 2102.

[0295] Theembodimentdepicted in FIG. 21 may enable the
mobile device to track objects 2102-2106 in frames 2100,
2120, 2140 and may display individualized (e.g., focused)
video streams corresponding to the objects 2102-2106 in
separate windows 2132-2136 based on the relative size of the
objects 2102-2106. For example, the video stream focused on
the object 2102-2106 that appears to be larger than the other
objects 2102-2106 (e.g., appears to occupy the largest portion
of the screen) may be displayed in the largest window (e.g.,
the first window 2132). In a similar implementation, display
task T400 may be implemented to assign the secondary video
streams to corresponding windows of the display in response
to the relative sizes, within the primary video stream, of the
selected objects corresponding to each secondary video
stream (e.g., the relative sizes of the bounding boxes of the
objects), as indicated by tracking task T250. The mobile
device may perform the techniques described with respect to
FIG. 21 using a single camera or using multiple cameras.

[0296] Referring to FIG. 22, a flowchart that illustrates a
particular embodiment of a video processing method 2200
using object tracking is shown. In an illustrative embodiment,
the method 2200 may be performed using the electronic
device 102 of FIG. 1, the object tracking and detection mod-
ule 204 implemented by the processor 264 of FIG. 2B, the
object tracking and detection module 804 of FIG. 8 imple-
mented by a processor, the smoothing module 961 of FIG. 9
implemented by a processor, or any combination thereof.

[0297] The method 2200 includes receiving, at a mobile
device, a selection of a first object in a scene and a second
objectinthe scene, at 2202. For example, referring to FIG. 21,
the user may touch user selection mechanism 2111 on the
screen and drag the first focus ring 2112 around first object
2102 and the second focus ring 2114 around second object
2104 to enable tracking of the first object 2102 and the second
object 2104, respectively. The displayed scene may corre-
spond to a video stream captured and displayed on the screen
of the mobile device.
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[0298] A first portion of the displayed scene that includes
the first object may be displayed in a first window if a size of
the first object with respect to a size of the display is greater
than a size of the second object with respect to the size of the
display, at 2204. For example, referring to FIG. 21, the first
window 2132 (e.g., the largest window) may display the first
portion of frame 2120 that includes first object 2102 if the size
of first object 2102 with respect to the size of display 2130 is
greater than the size of the other selected objects 2104, 2106
with respect to the size of display 2130. The first portion of
frame 2120 may be determined based on a location of first
object 2102 in frame 2120. For example, the mobile device
may track the location of first object 2102 and a video stream
focused on the location of first object 2102 may be displayed
in the first window 2132.

[0299] A second portion of the displayed scene that
includes the second object may be displayed in a second
window in response to the determination that the size of the
first object with respect to the size of the display is greater
than the size of the second object with respect to the size of the
display, at 2206. For example, referring to FIG. 22, the second
window 2134 may display the second portion of frame 2120
that includes second object 2104 if the size of second object
2104 with respect to the size of display 2130 is greater than
the size of third object 2106 with respect to the size of display
2130. The second portion of frame 2120 may be determined
based on a location of second object 2104 in frame 2120. For
example, the mobile device may track the location of second
object 2104 and a video stream focused on the location of
second object 2104 may be displayed in the second window
2134. The first window 2132 may be larger than the second
window 2134.

[0300] The first portion of the displayed scene may be
displayed in the second window if the size of the first object
with respect to the size of the display is not greater than the
size of the second object with respect to the size of the display,
at 2208. The second portion of the frame may be displayed in
the first window if the size of the first object with respect to the
size of the display is not greater than the size of the second
object with respect to the size of the display, at 2210.

[0301] The method 2200 of FIG. 22 may enable the mobile
deviceto track objects 2102-2106 in frames 2100,2120, 2140
and may display individualized (e.g., focused) video streams
corresponding to the objects 2102-2106 in separate windows
2132-2136 based on the relative size of the objects 2102-
2106. For example, the video stream focused on the object
2102-2106 that appears to be larger than the other objects
2102-2106 (e.g., appears to occupy the largest portion of the
screen) may be displayed in the largest window (e.g., the first
window 2132). The mobile device may perform the method
2200 using a single camera or using multiple cameras.
[0302] Referring to FIG. 23, a flowchart that illustrates a
particular embodiment of a video processing method 2300
using object tracking is shown. In an illustrative embodiment,
the method 2300 may be performed using a robot.

[0303] The method 2300 may include, tracking, at a robot,
the geometry between multiple objects, at 2302. For example,
a user may communicate to the robot particular objects to be
tracked. In a particular embodiment, the robot may include a
display interface and the user may communicate to the robot
via interactions with the display interface. As another
example, the robot may independently determine what
objects are to be tracked based on environmental factors. For
example, the robot may include a sensor to detect motion.
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Based on the detected motion, the robot may select to track
objects associated with the motion.

[0304] A processing function may be performed based on
the geometry, at 2304. For example, the robot may determine
relationships between the objects based on the geometry. As
another example, the robot may determine a setting (e.g., a
scene) based on the geometry of the objects.

[0305] FIG. 24 shows an example of an application of an
implementation of method M100 (e.g., method M110, M200,
M300, or M400). The video processing techniques described
with respect to the embodiment depicted in FIG. 24 may be
performed by the electronic device 102 of FIG. 1, the object
tracking and detection module 204 implemented by the pro-
cessor 264 of FIG. 2B, the object tracking and detection
module 804 of FIG. 8 implemented by a processor, the
smoothing module 961 of FIG. 9 implemented by a processor,
or any combination thereof.

[0306] FIG. 24 shows a frame 2400 of a primary video
stream that depicts a scene as captured at a first time instance.
For example, frame 2400 may correspond to a frame of a
video stream to be displayed on a screen of a mobile device.
The mobile device may be configured to capture the stream
(e.g., with a camera of the mobile device) or to receive it from
another device. The scene depicted in frame 2400 includes a
first object 2402, a second object 2404, a third object 2406, a
star, and a tree. In the illustrated embodiment, first object
2402 may correspond to a first person, second object 2404
may correspond to a second person, and third object 2406
may correspond to a third person. In another embodiment, at
least one of the objects 2402-2406 may correspond to a robot
that is controlled via the mobile device.

[0307] FIG. 24 also shows a display 2410 of frame 2400 on
a screen of the mobile device. The screen of the mobile device
(e.g., atouchscreen) may correspond to a viewfinder. Display
2410 may include a user selection mechanism 2411 that
enables a user to select objects for tracking (e.g., by tracking
task T250). For example, the user may touch user selection
mechanism 2411 on the screen and drag a first focus ring 2412
around first object 2402 to enable tracking of first object
2402. In response to such placement of first focus ring 2412,
the mobile device may select first object 2412 for tracking. In
a similar manner, the user may also touch user selection
mechanism 2411 on the screen and drag a second focus ring
2414 and a third focus ring 2416 around second object 2404
and third object 2406 to enable tracking of the second object
2404 and the third object 2406, respectively. In response to
such placement of second focus ring 2414 and third focus ring
2416, the mobile device may select second object 2404 and
third object 2406, respectively, for tracking.

[0308] FIG. 24 also shows a frame 2420 of the video stream
that depicts the scene as captured at a second time instance
(e.g., subsequent to the first time instance). In frame 2420, the
position of each object 2402-2406 has changed with respect
to the corresponding positions in frame 2400 depicting the
scene at the first time instance. For example, first object 2402
has moved closer to the star, second object 2404 has moved
closer to the tree, and third object 2406 has moved closer to
the bottom of the frame.

[0309] FIG. 24 also shows a display 2430 of frame 2420 on
a screen of the mobile device. Display 2430 may be parti-
tioned (e.g., by display task T400) into two or more windows.
In this example, display 2430 is partitioned into a first win-
dow 2432, a second window 2434, a third window 2436, and
a fourth window 2438. In response to selection of the three
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objects 2402-2406 with user selection mechanism 2411, for
example, the mobile device may partition display 2430 into
three corresponding windows 2432-2436 and the fourth win-
dow 2438.

[0310] The first window 2432 may display a first portion of
frame 2420 that includes first object 2402. The first portion of
frame 2420 may be determined based on a location of first
object 2402 in frame 2420. For example, the mobile device
may track the location of first object 2402 and a video stream
focused on the location of first object 2402 may be displayed
in the first window 2432. The second window 2434 may
display a second portion of frame 2420 that includes second
object 2404. The second portion of frame 2420 may be deter-
mined based on a location of second object 2404 in frame
2420. For example, the mobile device may track the location
of second object 2404 and a video stream focused on the
location of second object 2404 may be displayed in the sec-
ond window 2434. The third window 2436 may display a
third portion of frame 2420 that includes third object 2406.
The third portion of frame 2420 may be determined based on
a location of third object 2406 in frame 2420. For example,
the mobile device may track the location of third object 2404
and a video stream focused on the location of third object
2406 may be displayed in the third window 2436.

[0311] The fourth window 2438 may display an indication
of a geometry (e.g., a center of mass (C,,,)) between each
object 2402-2406. For example, the fourth window 2438 may
include a grid that includes multiple sections (represented as
grayscale lines) that correspond to areas in frame 2420. For
example, the bottom left section of the grid may correspond to
the bottom left section of frame 2420. In a similar manner as
described with respect to FIGS. 18 and 19, the mobile device
may determine the center of mass (C,,,) of the objects in
frame 2420. The center of mass (C,,,) may be displayed at a
corresponding section of the grid.

[0312] FIG. 24 also shows a frame 2440 that depicts the
scene as captured at a third time instance (e.g., subsequent to
the second time instance). In frame 2440, the position of each
object 2402-2406 has changed with respect to the corre-
sponding positions in frame 2420 depicting the scene at the
second time instance. For example, first object 2402 has
moved closer to the tree, second object has moved closer to
the bottom of the scene 2440, and third object 2406 has
moved closer to the star.

[0313] FIG. 24 also shows a display 2450 of frame 2440 on
the screen of the mobile device, using the windows 2432-
2436 generated by the mobile device. For example, the first
window 2432 displays the first portion of frame 2440 that
includes first object 2402, the second window 2434 displays
the second portion of frame 2440 that includes second object
2404, and the third window 2436 displays the third portion of
frame 2440 that includes third object 2406.

[0314] The fourth window 2438 may update the indication
(e.g., the center of mass (C,,,)) to reflect frame 2440 at the
third time instance. The mobile device may track the geom-
etry on a frame-by-frame basis, or at non-consecutive time
intervals, and display an indication of the updated geometry
in the fourth window 2438. For example, at the third frame,
the fourth window 2438 may display the center of mass (C, ;)
of the objects 2402-2406 in frame 2440 at the third time
instance. The fourth window 2438 may also display a path
(e.g., the dotted lines) that tracks the center of mass of the
objects (e.g., as indicated by tracking task T250) between the
second frame and the third frame.
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[0315] Theembodimentdepicted in FIG. 24 may enable the
mobile device to track objects 2402-2406 in frames 2400,
2420, 2440 and may display individualized (e.g., focused)
video streams corresponding to the objects 2402-2406 in
separate windows 2432-2436. The embodiment also enables
the user to view the geometry of the objects 2402-2406 in the
fourth window 2438. The mobile device may perform the
techniques described with respect to FIG. 24 using a single
camera or using multiple cameras.

[0316] Referring to FIG. 25, a flowchart that illustrates a
particular embodiment of a video processing method 2500
using object tracking is shown. In an illustrative embodiment,
the method 2500 may be performed using the electronic
device 102 of FIG. 1, the object tracking and detection mod-
ule 204 implemented by the processor 264 of FIG. 2B, the
object tracking and detection module 804 of FIG. 8 imple-
mented by a processor, the smoothing module 961 of FIG. 9
implemented by a processor, or any combination thereof.
[0317] The method 2500 includes receiving, at a mobile
device, a selection of a first object in a displayed scene, a
second object in the displayed scene, and a third object in the
displayed scene, at 2502. For example, referring to FIG. 24,
the user may touch the user selection mechanism 2411 on the
screen and drag the first focus ring 2412 around first object
2402, the second focus ring 2414 around second object 2404,
and the third focus ring 2416 around third object 2406 to
enable tracking of the first, second, and third objects 2402-
2406, respectively. The displayed scene may correspond to a
video stream captured and displayed on the screen of the
mobile device.

[0318] The display may be partitioned into at a first win-
dow, a second window, a third window, and a fourth window,
at 2504. For example, referring to FIG. 24, display 2430 may
be partitioned into the first window 2432, the second window
2434, the third window 2436, and the fourth window.

[0319] A first portion of the displayed scene that includes
the first object may be displayed in the first window, at 2506.
For example, referring to FIG. 24, the first window 2432 may
display the first portion of frame 2420 that includes first
object 2402. The first portion of frame 2420 may be deter-
mined based on a location of first object 2402 in frame 2420.
For example, the mobile device may track the location of first
object 2402 and a video stream focused on the location of first
object 2402 may be displayed in the first window 2432.
[0320] A second portion of the displayed scene that
includes second object may be displayed in the second win-
dow, at 2508. For example, referring to FIG. 24, the second
window 2434 may display the second portion of frame 2420
that includes second object 2404. The second portion of
frame 2420 may be determined based on a location of second
object 2404 in frame 2420. For example, the mobile device
may track the location of second object 2404 and a video
stream focused on the location of second object 2404 may be
displayed in the second window 2434.

[0321] A third portion of the displayed scene that includes
the third object may be displayed in the third window, at 2510.
For example, referring to FI1G. 24, the third window 2436 may
display the third portion of frame 2420 that includes third
object 2406. The third portion of frame 2420 may be deter-
mined based on a location of third object 2406 in frame 2420.
For example, the mobile device may track the location of third
object 2406 and a video stream focused on the location of
second object 2406 may be displayed in the third window
2436.
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[0322] An indication of a geometry between each object
may be displayed in the fourth window, at 2412. For example,
referring to F1G. 24, the fourth window 2438 may display the
center of mass (C,,) between each object 2402-2406. The
fourth window 2438 may update the center of mass (C,,) to
reflect the scene 2440 at the third time instance. For example,
at the third frame, the fourth window 2438 may display the
center of mass (C, ;) of the objects 2402-2406 in frame 2440
at the third time instance. The fourth window 2438 may also
display a path (e.g., the dotted lines) that tracks the center of
mass of the objects between the second frame and the third
frame.

[0323] The method 2500 of FIG. 25 may enable the mobile
device to track objects 2402-2406 in the scene 2400, 2420,
2440 and may display individualized (e.g., focused) video
streams corresponding to the objects 2402-2406 in separate
windows 2432-2436. The method 2500 also enables the user
to view the geometry of the objects 2402-2406 in a separate
window (e.g., the fourth window 2438). The mobile device
may perform the method 2500 using a single camera or using
multiple cameras.

[0324] FIG. 37B shows a block diagram of an apparatus
A100 according to a general configuration. Apparatus A100
includes a discriminator 200 configured to select at least two
objects within a primary video stream PS10 that has a primary
field of view (e.g., as described herein with reference to
selecting task T200). Apparatus A100 also includes a video
stream generator 200 configured to generate from the primary
video stream, in response to said selecting, a first video stream
VS10including a first of the selected objects and having a first
field of view that is narrower than the primary field of view,
and to generate from the primary video stream, subsequent to
said selecting, a second video stream VS20 including a sec-
ond of the selected objects and having a second field of view
that is narrower than the primary field of view (e.g., as
described herein with reference to stream-generating task
T300 and T350). After said generating the first video stream
and said generating the second video stream begin, the first
field of view includes a portion of the primary field of view
that is not within the second field of view and the second field
of view includes a portion of the primary field of view that is
not within the first field of view.

[0325] FIG. 37C shows a block diagram of an implemen-
tation A110 of apparatus A100. Apparatus A110 includes an
interface 110 configured to parse primary video stream PS10
to produce a series of frames of primary video stream PS10
(e.g., as described herein with reference to parsing task
T110). Interface 110 may include a buffer arranged to store
one or more parsed frames, such as a frame buffer or circular
buffer as described herein (e.g., frame buffer FB10, memory
buffer 110). FIG. 38A shows a block diagram of an imple-
mentation A200 of apparatus A100. Apparatus A200 includes
an object tracker 250 configured to track the selected objects
(e.g., as described herein with reference to tracking task
T250, object tracking and detection module 204, and/or
object tracking and detection module 804). For example,
object tracker 250 may be configured to detect that, in a frame
of a display video stream, at least one among the first and
second objects is near an edge of the frame; to determine that,
in a first of a plurality of frames of the primary video stream,
the first object is closer to a first edge of the frame than the
second object; and/or to determine, subsequent to said dis-
playing the first video stream within the first window, that, in
at least one of (A) a frame of the primary video stream, (B) a
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frame of the first video stream, and (C) a frame of the second
video stream, the second object overlaps the first object.

[0326] FIG. 38B shows a block diagram of an implemen-
tation A300 of apparatus A100. Apparatus A300 includes a
display signal generator 400 configured to produce a display
signal based on at least one of the first and second video
streams (e.g., as described herein with reference to display
task T400). For example, display signal generator 400 may be
configured to produce a display signal (e.g., to a screen) that
includes the first video stream within a first window and the
second video stream within a second window. Additionally or
alternatively, display signal generator 400 may be configured
to produce a display signal showing indications of geometry
and/or cluster regions (e.g., as described herein with refer-
ence to FIGS. 17, 18, and 24). Display signal generator 400
may include a display buffer as described herein (e.g., display
buffer DB10). FIG. 39A shows a block diagram of an imple-
mentation A400 of apparatus A200 and A300.

[0327] Any of the implementations of apparatus A100 as
disclosed herein may be implemented within a mobile device,
such as a device in any of the following form factors: hold-
ables (e.g., smartphones), drivables (e.g., vehicles or robots),
wearables (e.g., clothing or accessories), and flyables (e.g.,
drones). A mobile device may include one or more screens
SC10 (e.g., atouchscreen) configured to display stream DS10
and/or one or more imaging units I[U10 (e.g., a camera or
other image-capturing device) configured to produce primary
video stream PS10. FIGS. 39B and 39C show block diagrams
of'examples of such applications of apparatus A100, and FIG.
39D shows a block diagram of such an application of appa-
ratus A300.

[0328] Referring to FIG. 26, a block diagram of a wireless
device 2600 including components operable to perform the
video processing techniques described above is shown. The
device 2600 includes a processor 2610, such as a digital signal
processor (DSP), coupled to a memory 2632. Device 2600 is
one example of a mobile device that may be implemented to
include the elements of any of the implementations of appa-
ratus A100 as described herein.

[0329] FIG. 26 also shows a display controller 2626 (e.g.,
configured to perform display task T400 as described herein)
that is coupled to the processor 2610 and to a display 2628. In
a particular embodiment, the display may correspond to the
viewfinder or the screens described above. The memory 2632
may be a tangible non-transitory processor-readable storage
medium that includes executable instructions 2656. The
instructions 2656 may be executed by a processor, such as the
processor 2610. A processor, such as the processor 2610 or
the display controller 2626, may execute the instructions
2656 to perform at least a portion of the method 300 of FIG.
3, the method 400 of FIG. 4, the method 500 of FIG. 5, the
method 600 of FIG. 6, the method 1000 of FIG. 10, the
method 1200 of FIG. 12, the method 1400 of FIG. 14, the
method 1600 of FIG. 16, the method 1900 of FIG. 19, the
method 2000, 2010 of FIG. 20, the method 2200 of FIG. 22,
the method 2500 of FIG. 25, method M100, method M110,
method M120, method M200, method M300, method M400,
or any combination thereof.

[0330] A coder/decoder (CODEC) 2634 can also be
coupled to the processor 2610. A speaker 2636 and a micro-
phone 2638 can be coupled to the CODEC 2634. F1G. 26 also
indicates that a wireless controller 2640 can be coupled to the
processor 2610 and to an antenna 2642. In a particular
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embodiment, a radio frequency (RF) interface 2680 is dis-
posed between the wireless controller 2640 and the antenna
2642.

[0331] Ina particular embodiment, the processor 2610, the
display controller 2626, the memory 2632, the CODEC 2634,
and the wireless controller 2640 are included in a system-in-
package or system-on-chip device 2622. In a particular
embodiment, an input device 2630 (e.g., a camera used to
capture the scenes as described above) and a power supply
2644 are coupled to the system-on-chip device 2622. More-
over, in a particular embodiment, as illustrated in FIG. 26, the
display 2628, the input device 2630, the speaker 2636, the
microphone 2638, the antenna 2642, the power supply 2644,
and the RF interface 2680 are external to the system-on-chip
device 2622. For example, the RF interface 2680 may be a
separate chip. However, each of the display 2628, the input
device 2630, the speaker 2636, the microphone 2638, the
antenna 2642, the power supply 2644, and the RF interface
2680 can be coupled to a component of the system-on-chip
device 2622, such as an interface or a controller.

[0332] FIG. 39E shows a block diagram of an apparatus
MF100 according to a general configuration. Apparatus
MF100 includes means F200 for selecting at least two objects
within a primary video stream that has a primary field of view
(e.g., as described herein with reference to task T200). Appa-
ratus MF100 also includes means F300 for generating from
the primary video stream, in response to said selecting, a first
video stream including a first of the selected objects and
having a first field of view that is narrower than the primary
field of view (e.g., as described herein with reference to task
T300). Apparatus MF100 also includes means F350 for gen-
erating from the primary video stream, subsequent to said
selecting, a second video stream including a second of the
selected objects and having a second field of view that is
narrower than the primary field of view (e.g., as described
herein with reference to task T350). After generating the first
video stream and said generating the second video stream
begin, the first field of view includes a portion of the primary
field of view that is not within the second field of view and the
second field of view includes a portion of the primary field of
view that is not within the first field of view.

[0333] FIG. 40A shows a block diagram of an implemen-
tation MF110 of apparatus MF100. Apparatus MF110
includes means F100 for parsing the primary video stream to
produce a series of frames of the primary video stream (e.g.,
as described herein with reference to parsing task T100).
[0334] FIG. 40B shows a block diagram of an implemen-
tation MF200 of apparatus MF100. Apparatus MF200
includes means F250 for tracking objects (e.g., as described
herein with reference to tracking task T250). For example,
means F250 may be implemented as means for detecting that,
in a frame of a display video stream, at least one among the
first and second objects is near an edge of the frame; as means
for determining that, in a first of a plurality of frames of the
primary video stream, the first object is closer to a first edge of
the frame than the second object; and/or as means for deter-
mining, subsequent to said displaying the first video stream
within the first window, that, in at least one of (A) a frame of
the primary video stream, (B) a frame of the first video
stream, and (C) a frame of the second video stream, the
second object overlaps the first object.

[0335] FIG. 40C shows a block diagram of an implemen-
tation MF300 of apparatus MF100. Apparatus MF300
includes means F400 for displaying at least one of the first and
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second video streams (e.g., as described herein with reference
to display task T400). For example, means F400 may be
implemented as means for displaying, on a screen, the first
video stream within a first window and the second video
stream within a second window. Additionally or alternatively,
means F400 may be implemented as means for producing a
display signal showing indications of geometry and/or cluster
regions (e.g., as described herein with reference to FIGS. 17,
18, and 24). FIG. 40D shows a block diagram of an imple-
mentation MF400 of apparatus MF200 and MF300.

[0336] Those of skill would further appreciate that the vari-
ous illustrative logical blocks, configurations, modules, cir-
cuits, and algorithm steps described in connection with the
embodiments disclosed herein may be implemented as elec-
tronic hardware, computer software executed by a processor,
or combinations of both. For example, one or more elements
of the various implementations of the apparatus disclosed
herein (e.g., any among apparatus MF100, MF110, MF200,
MF300, MF400, A100, A110, A200, A300, and A400) may
be implemented in whole or in part as one or more sets of
instructions arranged to execute on one or more fixed or
programmable arrays of logic elements (e.g., processor
2610), such as microprocessors, embedded processors, IP
cores, digital signal processors, FPGAs (field-programmable
gate arrays), ASSPs (application-specific standard products),
and ASICs (application-specific integrated circuits). Various
illustrative components, blocks, configurations, modules, cir-
cuits, and steps have been described above generally in terms
of their functionality. Whether such functionality is imple-
mented as hardware or processor executable instructions
depends upon the particular application and design con-
straints imposed on the overall system. Skilled artisans may
implement the described functionality in varying ways for
each particular application, but such implementation deci-
sions should not be interpreted as causing a departure from
the scope of the present disclosure.

[0337] The steps of a method or algorithm described in
connection with the embodiments disclosed herein may be
embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A
software module may reside in random access memory
(RAM), flash memory, read-only memory (ROM), program-
mable read-only memory (PROM), erasable programmable
read-only memory (EPROM), electrically erasable program-
mable read-only memory (EEPROM), registers, hard disk, a
removable disk, a compact disc read-only memory (CD-
ROM), or any other form of non-transient storage medium
known in the art. An exemplary storage medium is coupled to
the processor such that the processor can read information
from, and write information to, the storage medium. In the
alternative, the storage medium may be integral to the pro-
cessor. The processor and the storage medium may reside in
an application-specific integrated circuit (ASIC). The ASIC
may reside in a computing device or a user terminal. In the
alternative, the processor and the storage medium may reside
as discrete components in a computing device or user termi-
nal.

[0338] The previous description of the disclosed embodi-
ments is provided to enable a person skilled in the art to make
or use the disclosed embodiments. Various modifications to
these embodiments will be readily apparent to those skilled in
the art, and the principles defined herein may be applied to
other embodiments without departing from the scope of the
disclosure. Thus, the present disclosure is not intended to be
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limited to the embodiments shown herein but is to be
accorded the widest scope possible consistent with the prin-
ciples and novel features as defined by the following claims.

What is claimed is:

1. A method of video processing, said method comprising:

selecting at least two objects within a primary video stream

that has a primary field of view;

in response to said selecting, generating, from the primary

video stream, a first video stream including a first of the
selected objects and having a first field of view that is
narrower than the primary field of view; and
subsequent to said selecting, generating, from the primary
video stream, a second video stream including a second
of'the selected objects and having a second field of view
that is narrower than the primary field of view,
wherein, after said generating the first video stream and
said generating the second video stream begin, the first
field of view includes a portion of the primary field of
view that is not within the second field of view and the
second field of view includes a portion of the primary
field of view that is not within the first field of view.

2. The method of video processing according to claim 1,
wherein said method comprises:

detecting, within at least one of the pluralities (A) a plural-

ity of frames of said primary video stream and (B) a first
plurality of frames of said first video stream, movement
of the first object; and

changing a direction of the first field of view in response to

said detecting.

3. The method of video processing according to claim 2,
wherein said changing the direction of the first field of view
comprises changing said direction to follow a direction of
said detected movement of the first object.

4. The method of video processing according to claim 1,
wherein said generating the first video stream comprises gen-
erating each frame of the first video stream from a portion of
at least one corresponding frame of the primary video stream.

5. The method of video processing according to claim 1,
wherein, for each of a first plurality of frames of said first
video stream, a position of the first object within the frame is
closer to a center of the frame than in a corresponding one of
a plurality of frames of the primary video stream.

6. The method of video processing according to claim 1,
wherein said generating the first video stream comprises nor-
malizing a size of the first object within each of a first plurality
of frames of said first video stream.

7. The method of video processing according to claim 1,
wherein said generating the first video stream comprises nor-
malizing at least one among brightness, contrast, and white
balance within each of a first plurality of frames of said first
video stream.

8. The method of video processing according to claim 1,
wherein said method comprises:

displaying, on a screen, the first video stream within a first

window; and

displaying, on the screen, the second video stream within a

second window.

9. The method of video processing according to claim 8,
wherein said selecting at least two objects comprises select-
ing the first object and selecting the second object, and

wherein said displaying the first video stream begins prior

to said selecting the second object.

10. The method of video processing according to claim 8,
wherein said method comprises:
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determining that, in a first of a plurality of frames of the
primary video stream, the first object is closer to a first
edge of the frame than the second object;

subsequent to said determining that the first object is closer

to the first edge, determining that, in a second of the
plurality of frames of the primary video stream, the
second object is closer to the first edge of the frame than
the first object; and

in response to said determining that the second object is

closer to the first edge, displaying the second video
stream within the first window and displaying the first
video stream within the second window.
11. The method of video processing according to claim 8,
wherein said method comprises:
subsequent to said displaying the first video stream within
the first window, determining that, in at least one of (A)
a frame of the primary video stream, (B) a frame of said
first video stream, and (C) a frame of said second video
stream, the second object overlaps the first object; and

in response to said determining, displaying the second
video stream within the first window and displaying the
first video stream within the second window.

12. The method of video processing according to claim 8,
wherein said method comprises:

generating, from the primary video stream, a display video

stream having a secondary field of view that is narrower
than the primary field of view;

displaying, within a third window of the screen, the display

video stream,;

detecting that, in a frame of said display video stream, at

least one among the first and second objects is near an
edge of the frame; and

in response to said detecting, changing the display video

stream to have a tertiary field of view, wherein said
tertiary field of view has a wider angle than the second-
ary field of view.

13. The method of video processing according to claim 1,
wherein said first object is a robotic object, and

wherein said method comprises controlling a movement of

the robotic object within the scene.

14. A non-transitory computer-readable medium storing
instructions that when executed by a processor cause the
processor to:

select at least two objects within a primary video stream

that has a primary field of view;

generate from the primary video stream, in response to said

selecting, a first video stream including a first of the
selected objects and having a first field of view that is
narrower than the primary field of view; and

generate from the primary video stream, subsequent to said

selecting, a second video stream including a second of
the selected objects and having a second field of view
that is narrower than the primary field of view,
wherein, after said generating the first video stream and
said generating the second video stream begin, the first
field of view includes a portion of the primary field of
view that is not within the second field of view and the
second field of view includes a portion of the primary
field of view that is not within the first field of view.

15. The non-transitory computer-readable medium accord-
ing to claim 14, said medium storing instructions that when
executed by a processor cause the processor to:
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detect, within at least one of the pluralities (A) a plurality of
frames of said primary video stream and (B) a first
plurality of frames of said first video stream, movement
of the first object; and

change a direction of the first field of view, in response to

said detecting, to follow a direction of said detected
movement of the first object.

16. The non-transitory computer-readable medium accord-
ing to claim 14, wherein said instructions to generate the first
video stream comprise instructions that when executed by the
processor cause the processor to normalize a size of the first
object within each of a first plurality of frames of said first
video stream.

17. The non-transitory computer-readable medium accord-
ing to claim 14, said medium storing instructions that when
executed by a processor cause the processor to:

display, on a screen, the first video stream within a first

window and the second video stream within a second
window;

determine that, in a first of a plurality of frames of the

primary video stream, the first object is closer to a first
edge of the frame than the second object;

subsequent to said determining that the first object is closer

to the first edge, determine that, in a second of the plu-
rality of frames of the primary video stream, the second
object is closer to the first edge of the frame than the first
object; and

in response to said determining that the second object is

closer to the first edge, display the second video stream
within the first window and the first video stream within
the second window.

18. The non-transitory computer-readable medium accord-
ing to claim 14, said medium storing instructions that when
executed by a processor cause the processor to:

display, on a screen, the first video stream within a first

window and the second video stream within a second
window;
subsequent to said displaying the first video stream within
the first window, determine that, in at least one of (A) a
frame of the primary video stream, (B) a frame of said
first video stream, and (C) a frame of said second video
stream, the second object overlaps the first object; and

in response to said determining, display the second video
stream within the first window and the first video stream
within the second window.

19. The non-transitory computer-readable medium accord-
ing to claim 14, said medium storing instructions that when
executed by a processor cause the processor to:

display, on a screen, the first video stream within a first

window and the second video stream within a second
window;

generate, from the primary video stream, a display video

stream having a secondary field of view that is narrower
than the primary field of view;

display, within a third window of the screen, the display

video stream,;

detect that, in a frame of said display video stream, at least

one among the first and second objects is near an edge of
the frame; and

in response to said detecting, change the display video

stream to have a tertiary field of view, wherein said
tertiary field of view has a wider angle than the second-
ary field of view.
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20. An apparatus for video processing, said apparatus com-
prising:
means for selecting at least two objects within a primary
video stream that has a primary field of view;
means for generating from the primary video stream, in
response to said selecting, a first video stream including
a first of the selected objects and having a first field of
view that is narrower than the primary field of view; and
means for generating from the primary video stream, sub-
sequent to said selecting, a second video stream includ-
ing a second of the selected objects and having a second
field of view that is narrower than the primary field of
view,
wherein, after said generating the first video stream and
said generating the second video stream begin, the first
field of view includes a portion of the primary field of
view that is not within the second field of view and the
second field of view includes a portion of the primary
field of view that is not within the first field of view.
21. The apparatus according to claim 20, wherein said
means for generating the first video stream is configured to
normalize a size of the first object within each of a first
plurality of frames of said first video stream.
22. The apparatus according to claim 20, said apparatus
comprising:
means for displaying, on a screen, the first video stream
within a first window and the second video stream within
a second window;
means for determining that, in a first of a plurality of frames
of the primary video stream, the first object is closer to a
first edge of the frame than the second object;
means for determining, subsequent to said determining
that the first object is closer to the first edge, that in a
second of the plurality of frames of the primary video
stream, the second object is closer to the first edge of the
frame than the first object; and
means for displaying, in response to said determining that
the second object is closer to the first edge, the second
video stream within the first window and the first video
stream within the second window.
23. The apparatus according to claim 20, said apparatus
comprising:
means for displaying, on a screen, the first video stream
within a first window and the second video stream within
a second window;
means for determining, subsequent to said displaying the
first video stream within the first window, that, in at least
one of (A) a frame of the primary video stream, (B) a
frame of said first video stream, and (C) a frame of said
second video stream, the second object overlaps the first
object; and
means for displaying, in response to said determining, the
second video stream within the first window and the first
video stream within the second window.
24. The apparatus according to claim 20, said apparatus
comprising:
means for displaying, on a screen, the first video stream
within a first window and the second video stream within
a second window;
means for generating, from the primary video stream, a
display video stream having a secondary field of view
that is narrower than the primary field of view;
means for displaying, within a third window of the screen,
the display video stream;
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means for detecting that, in a frame of said display video
stream, at least one among the first and second objects is
near an edge of the frame; and

means for changing the display video stream, in response
to said detecting, to have a tertiary field of view, wherein
said tertiary field of view has a wider angle than the
secondary field of view.

25. An apparatus for video processing, said apparatus com-

prising:

a discriminator configured to select at least two objects
within a primary video stream that has a primary field of
view; and

a video stream generator configured to generate from the
primary video stream, in response to said selecting, a
first video stream including a first of the selected objects
and having a first field of view that is narrower than the
primary field of view, and to generate from the primary
video stream, subsequent to said selecting, a second
video stream including a second of the selected objects
and having a second field of view that is narrower than
the primary field of view,

wherein, after said generating the first video stream and
said generating the second video stream begin, the first
field of view includes a portion of the primary field of
view that is not within the second field of view and the
second field of view includes a portion of the primary
field of view that is not within the first field of view.

26. The apparatus according to claim 25, said apparatus
comprising an object tracker configured to detect, within at
least one of the pluralities (A) a plurality of frames of said
primary video stream and (B) a first plurality of frames of'said
first video stream, movement of the first object,

wherein said video stream generator is configured to
change a direction of the first field of view, in response to
said detecting, to follow a direction of said detected
movement of the first object.

27. The apparatus according to claim 25, wherein said
video stream generator is configured to normalize a size of the
first object within each of a first plurality of frames of said first
video stream.

28. The apparatus according to claim 25, said apparatus
comprising:

a display signal generator configured to display, on a

screen, the first video stream within a first window and
the second video stream within a second window; and

an object tracker configured
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to determine that, in a first of a plurality of frames of the
primary video stream, the first objectis closer to a first
edge of the frame than the second object, and

to determine, subsequent to said determining that the
first object is closer to the first edge, thatina second of
the plurality of frames of the primary video stream,
the second object is closer to the first edge of the frame
than the first object,

wherein said display signal generator is configured to dis-
play, subsequent to said displaying the first video stream
within the first window, and in response to said deter-
mining that the second object is closer to the first edge,
the second video stream within the first window and the
first video stream within the second window.

29. The apparatus according to claim 25, said apparatus

comprising:

a display signal generator configured to display, on a
screen, the first video stream within a first window and
the second video stream within a second window; and

an object tracker configured to determine that, in at least

one of (A) a frame of the primary video stream, (B) a

frame of said first video stream, and (C) a frame of said

second video stream, the second object overlaps the first
object,

wherein said display signal generator is configured to dis-
play, subsequent to said displaying the first video stream
within the first window, and in response to said deter-
mining, the second video stream within the first window
and the first video stream within the second window.

30. The apparatus according to claim 25, wherein said

video stream generator is configured to generate, from the
primary video stream, a display video stream having a sec-
ondary field of view that is narrower than the primary field of
view, and

wherein said apparatus comprises:

a display signal generator configured to display, on a
screen, the first video stream within a first window, the
second video stream within a second window, and the
display video stream within a third window; and

an object tracker configured to detect that, in a frame of
said display video stream, at least one among the first
and second objects is near an edge of the frame, and

wherein said video stream generator is configured to
change the display video stream, in response to said
detecting, to have a tertiary field of view, wherein said
tertiary field of view has a wider angle than the second-
ary field of view.
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