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PROVISONING OF A NEW NODE JOINING 
AN EXISTING CLUSTER IN ADATA CENTER 

ENVIRONMENT 

TECHNICAL FIELD 

This disclosure relates in general to the field of data center 
environments and, more particularly, to implementing power 
on auto-provisioning ("PoAP) of a new node joining an 
existing FabricPath ("FP")/TRILL cluster in a massively 
scalable data center (“MSDC) environment. 

BACKGROUND 

PoAP is a feature that enables a new switch to auto-con 
figure itself on boot-up on a network without the need for 
explicit configuration by the network administrator. In gen 
eral, all that is required is that a Dynamic Host Configuration 
Protocol (“DHCP) server and a Trivial File Transfer Proto 
col (“TFTP) server be reachable from the new switch that is 
coming up. In short, the new switch transmits a DHCP request 
to obtain an IP address that it will use for the subsequent 
PoAP process. As part of the DHCP response, the new switch 
also receives information about the IP address of the TFTP 
server to contact, the boot image to be downloaded to the 
Switch, the startup configuration to be applied to the Switch 
(usually a template), as well as other necessary information. 
DHCP options such as 66 and 67, for example, are employed 
for obtaining this information from the DHCP server. PoAP 
operates on both management and in-band interfaces. The 
DHCP discover messages from the switch are sent out on all 
active interfaces. From the received DHCP offers, the Switch 
selects one offer at random for which the DHCP request is 
sent. The switch then configures the acquired IP address on 
the selected interface/SVI 1 to continue with the PoAP pro 
CCSS, 

After the PoAP process completes, the IP address obtained 
from the DHCP server is released, the switch reboots with the 
downloaded boot image, and the Switch goes about applying 
the downloaded startup configuration using, for example, 
Python/Tcl scripting. PoAP as described above, is supported 
for a regular layer 2 network. For obvious reasons, PoAP 
would be beneficial in MSDC environments; however, for a 
variety of reasons, the method of PoAP described cannot be 
directly implemented for a new node joining an existing 
FP/TRILL cluster in MSDC environments. 

BRIEF DESCRIPTION OF THE DRAWINGS 

To provide a more complete understanding of the present 
disclosure and features and advantages thereof, reference is 
made to the following description, taken in conjunction with 
the accompanying figures, wherein like reference numerals 
represent like parts, in which: 

FIG. 1 is a block diagram illustrating an initial state of an 
example FP network environment in accordance with aspects 
of one embodiment; 

FIG. 2 is a block diagram illustrating a state of an example 
FP network environment upon power up of a new node 
therein in accordance with aspects of one embodiment; 

FIG. 3 is a flowchart illustrating operation of a method for 
enabling PoAP of a new node added to an FP network envi 
ronment in accordance with aspects of one embodiment; 

FIG. 4 is a block diagram illustrating a state of an example 
FP network environment during PoAP of a new node thereof 
in accordance with aspects of one embodiment; 
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2 
FIGS. 5 and 6 illustrate a method of forwarding a flood 

frame from a new node in an example FP network environ 
ment to a DCHP server in accordance with aspects of one 
embodiment; 

FIGS. 7 and 8 illustrate a method of forwarding a response 
frame from a DHCP server to a new node of an example FP 
network environment in accordance with aspects of one 
embodiment; 

FIGS. 9 and 10 illustrate a method of forwarding a unicast 
frame from a server to a new node in an example FP network 
environment in accordance with aspects of one embodiment; 
and 

FIG. 11 is a block diagram of a new node and a designated 
forwarder of the new node in an example FP network envi 
ronment in accordance with one embodiment. 

DETAILED DESCRIPTION OF EXAMPLE 
EMBODIMENTS 

Overview 
A method is provided in one example embodiment and 

includes identifying for a new node added to a communica 
tions network a plurality of existing network nodes respec 
tively connected to one of a plurality of ports of the new node 
and capable of implementing a particular routing protocol; 
selecting one of the identified existing network nodes to serve 
as a designated forwarder (“DF) for the new node: perform 
ing a power on auto provisioning (“PoAP) procedure in 
connection with the new node; and opening the ports of the 
new node to which the identified existing network nodes are 
connected. 
Example Embodiments 
The following discussion references various embodiments. 

However, it should be understood that the disclosure is not 
limited to specifically described embodiments. Instead, any 
combination of the following features and elements, whether 
related to different embodiments or not, is contemplated to 
implement and practice the disclosure. Furthermore, 
although embodiments may achieve advantages over other 
possible solutions and/or over the prior art, whether a particu 
lar advantage is achieved by a given embodiment is not lim 
iting of the disclosure. Thus, the following aspects, features, 
embodiments and advantages are merely illustrative and are 
not considered elements or limitations of the appended claims 
except where explicitly recited in a claim(s). Likewise, refer 
ence to “the disclosure' shall not be construed as a generali 
zation of any subject matter disclosed herein and shall not be 
considered to be an element or limitation of the appended 
claims except where explicitly recited in a claim(s). 
As will be appreciated, aspects of the present disclosure 

may be embodied as a system, method, or computer program 
product. Accordingly, aspects of the present disclosure may 
take the form of an entirely hardware embodiment, an entirely 
Software embodiment (including firmware, resident software, 
micro-code, etc.), or an embodiment combining Software and 
hardware aspects that may generally be referred to herein as 
a “module' or “system.” Furthermore, aspects of the present 
disclosure may take the form of a computer program product 
embodied in one or more non-transitory computer readable 
medium(s) having computer readable program code encoded 
thereon. 
Any combination of one or more non-transitory computer 

readable medium(s) may be utilized. The computer readable 
medium may be a computer readable signal medium or a 
computer readable storage medium. A computer readable 
storage medium may be, for example, but not limited to, an 
electronic, magnetic, optical, electromagnetic, infrared, or 
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semiconductor system, apparatus, or device, or any Suitable 
combination of the foregoing. More specific examples (a 
non-exhaustive list) of the computer readable storage 
medium would include the following: an electrical connec 
tion having one or more wires, a portable computer diskette, 
a hard disk, a random access memory (RAM), a read-only 
memory (“ROM), an erasable programmable read-only 
memory (“EPROM or “Flash memory”), an optical fiber, a 
portable compact disc read-only memory (“CD-ROM), an 
optical storage device, a magnetic storage device, or any 
suitable combination of the foregoing. In the context of this 
document, a computer readable storage medium may be any 
tangible medium that can contain, or store a program for use 
by or in connection with an instruction execution system, 
apparatus or device. 

Computer program code for carrying out operations for 
aspects of the present disclosure may be written in any com 
bination of one or more programming languages, including 
an object oriented programming language such as JavaM, 
SmalltalkTM, C++ or the like and conventional procedural 
programming languages, such as the 'C' programming lan 
guage or similar programming languages. 

Aspects of the present disclosure are described below with 
reference to flowchart illustrations and/or block diagrams of 
methods, apparatus (systems) and computer program prod 
ucts according to embodiments of the disclosure. It will be 
understood that each block of the flowchart illustrations and/ 
or block diagrams, and combinations of blocks in the flow 
chart illustrations and/or block diagrams, can be imple 
mented by computer program instructions. These computer 
program instructions may be provided to a processor of a 
general purpose computer, special purpose computer, or other 
programmable data processing apparatus to produce a 
machine, such that the instructions, which execute via the 
processor of the computer or other programmable data pro 
cessing apparatus, create means for implementing the func 
tions/acts specified in the flowchart and/or block diagram 
block or blocks. 

These computer program instructions may also be stored in 
a computer readable medium that can direct a computer, other 
programmable data processing apparatus, or other devices to 
function in a particular manner, Such that the instructions 
stored in the computer readable medium produce an article of 
manufacture including instructions which implement the 
function/act specified in the flowchart and/or block diagram 
block or blocks. 

The computer program instructions may also be loaded 
onto a computer, other programmable data processing appa 
ratus, or other devices to cause a series of operational steps to 
be performed on the computer, other programmable appara 
tus or other devices to produce a computer implemented 
process Such that the instructions which execute on the com 
puter or other programmable apparatus provide processes for 
implementing the functions/acts specified in the flowchart 
and/or block diagram block or blocks. 
The flowchart and block diagrams in the figures illustrate 

the architecture, functionality and operation of possible 
implementations of systems, methods and computer program 
products according to various embodiments of the present 
disclosure. In this regard, each block in the flowchart or block 
diagrams may represent a module, segment or portion of 
code, which comprises one or more executable instructions 
for implementing the specified logical function(s). It should 
also be noted that, in Some alternative implementations, the 
functions noted in the block may occur out of the order noted 
in the figures. For example, two blocks shown in Succession 
may, in fact, be executed Substantially concurrently, or the 
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4 
blocks may sometimes be executed in a different order, 
depending upon the functionality involved. It will also be 
noted that each block of the block diagrams and/or flowchart 
illustration, and combinations of blocks in the block diagrams 
and/or flowchart illustration, can be implemented by special 
purpose hardware-based systems that perform the specified 
functions or acts, or combinations of special purpose hard 
ware and computer instructions. 
As previously noted, a PoAP feature would be extremely 

beneficial in MSDCs, which are made up of thousands of 
Switches connected in a spine-leaf architecture and may be 
implemented using an L2 multipath (“L2MP) protocol, such 
as FabricPath (“FP) or TRILL. Both FP, developed by Cisco 
Systems, Inc., of San Jose, Calif., and TRILL (Transparent 
Interconnection of Lots of Links), developed as an IETF 
standard, perform L2 routing by encapsulating the original 
frame and adding a new header with new Source and destina 
tion address information. The new header adds components 
like a time-to-live (“TTL') field for avoiding infinite loops 
(like Spanning Tree Protocol ("STP) permits). Equal Cost 
Multipath (“ECMP) routing to maximize traffic distribution, 
and Reverse Path Checks (“RPF) for loop avoidance of 
broadcast and multicast traffic. Additionally, both leverage 
Intermediate System to Intermediate System (“IS-IS’ routing 
protocol for performing control plane routing. 
As used herein, “Vinci' refers to a data centerfabric archi 

tecture built on a spine-leaf topology that provides optimal 
connectivity at Layer-2 and Layer-3 between hosts that are 
connected to leaf switches in the fabric and between hosts and 
the external network. The control plane, enhanced forwarding 
semantics, and management techniques provide the frame 
work to support Layer-2 or Layer-3 fabrics. Any suitable 
encapsulation can be used to transport packets across the 
fabric where the transit nodes switch only on the fabric over 
lay header. The Vinciarchitecture may be implemented on FP 
or TRILL fabric, with the Layer-2 and Layer-3 traffic being 
forwarded between the leaf nodes encapsulated in an appro 
priate FP or TRILL header. 

Vinci proposes to employ a Clos-based architecture for 
data center environments. For ease of deployablity, it is 
imperative that a new spine Switch or a new leaf switch can be 
transparently brought up via PoAP so that it can join the 
existing Vinci cluster and become operational. This provides 
a Smooth way of achieving “scale-out'. Such that as the data 
center grows, more nodes can be deployed and brought up 
with minimal hands-on action from the data center adminis 
trator. 

FIG. 1 is a block diagram illustrating an initial state of an 
example FP network 10 having a spine-leaf topology inaccor 
dance with aspects of one embodiment. The network 10 
includes a number of leaf nodes, represented in FIG. 1 by leaf 
nodes L0-L100, and a number of spine nodes, represented in 
FIG. 1 by spine nodes S0-S15. It will be noted that spine node 
S0 also serves as a route reflector (“RR) for the network 10, 
since the internal protocol used for host route information 
between the leaf switches is the internal Border Gateway 
Protocol (“iBGP). Generally speaking, an RR is an iBGP 
router that readvertises routes to otheriBGP routers. In opera 
tion, clusters of iBGP routers may be created and connected 
with an RR. An RR may not send every route; rather, it may 
only send the best paths to its peers. A DHCP/TFTP server 12 
is connected to leaf node L0. Spine nodes S0-S15 are con 
nected to the server 12 via PoAP VLAN 143. In accordance 
with features of embodiments described herein, each of the 
leaf nodes L0-L100 is connected to each of the spine nodes 
S0-S15, thereby implementing a spine-leaf topology. 
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In one embodiment, each of the leaf and spine nodes is a 
network device comprising a Switch. Moreover, although the 
network 10 will be described herein as being implemented as 
an FP network, the network may instead be implemented as a 
TRILL network or any other type of L2MP network, as the 
relevant aspects described herein are equally applicable to all 
Such networks comprising a spine-leaf topology. Addition 
ally, although the DHCP server and TFTP server are illus 
trated and described as residing on the same physical device, 
it will be recognized that the servers may reside on separate 
devices without departing from the spirit or negatively 
impacting the operation of the embodiments described 
herein. What is necessary is that both servers be accessible by 
a new node that comes up on the network 10, as will be 
described in detail below. 

In general, when a new node, or Switch, is brought up, it is 
not yet part of the FP network; that is, it is not FP-capable. 
This situation is similar to the case of a host connecting to an 
FP or TRILL network through multiple links via edge ports. 
The following discussion assumes that the new node is a leaf 
node; however, the same teachings will apply with respect to 
any type of node (e.g., a spine node) being brought up in the 
network. As previously noted, embodiments may be 
described herein with reference to an FP network; however, it 
will be recognized that the teachings herein are equally appli 
cable to any L2MP network, including TRILL. 
As shown in FIG. 2, a new leaf node, designated NL, has 

come up on the network 10. In accordance with Clos-based 
network topology, the new leaf node NL is physically con 
nected to each of the spine nodes S0-S15 of the network 10 
comprising an existing FP network. Prior to configuration of 
the new leafnode NL as an FP node, the node NL may receive 
duplicate packets. For example, if the new leaf node NL were 
to broadcast a DHCP request in connection with PoAP at this 
point, the broadcast frames would be received on all of the 
spine switches S0-S15, which would inject them into the FP 
network. The frames would traverse one of the multi-desti 
nation trees and be received by every switch in the FP net 
work. All of the spine switches (except the spine switch to 
which the packet was originally sent) would decapsulate the 
packet and send it to the new leafnode; as a result, the new leaf 
node would ultimately receive N*(N-1) copies of every 
broadcast packet, where N is the number of spine switches in 
the FP network or Vinci cluster, including ones that it origi 
nates. To give an example of how burdensome this could be, 
consider a cluster with 16 spine Switches. In this case, every 
broadcast packet will be received by the new leaf 16*(16-1) 
or 240 times. Clearly this is inefficient and unacceptable. 

This situation may occur not only for broadcast packets, 
but for unicast responses as well. For example, considera case 
in which a leaf switch needs to encapsulate a unicast response 
for the new leaf NL but does not have a MAC entry in its L2 
table (an unusual, but possible, situation that will be referred 
to herein as a “destination miss”). The leaf switch will mul 
ticast the unicast response out on the FP network, or distri 
bution tree, and every spine will receive the packet, decapsu 
late it, and send it to the new leaf. For cases like an image 
download, this creates serious overhead and can negatively 
impact the operability of the entire network. 

In order to avoid scenarios Such as those described above, 
the embodiments described herein ensure that there is only a 
single point of entry from the new node to the FP network 
until the PoAP process has completed and the new node is 
rebooted as a FP-capable node. This may be achieved as 
described in detail below. In one embodiment, the new node 
effectively behaves as a “host.” The existing FP cluster ini 
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6 
tially treats the FP port toward the new leaf as an edge port; 
after the PoAP process completes, ports toward the new leaf 
are treated as core ports. 

Referring to FIG. 3, illustrated therein is a flowchart of a 
method for enabling PoAP for a new node joining an FP 
network, Such as the network 10, in accordance with aspects 
of one embodiment. As shown in FIG. 3, in step 30, a new 
node comes up on an existing FP network as a non-FP 
capable node. In step 32, the new node identifies ports con 
nected to FP-capable peer nodes (i.e., spines) via LLDP. In 
step 34, the new node selects a single peer node to serve as a 
designated forwarder (“DF) for the new node during PoAP 
and shuts down all other ports. This prevents the new node 
from receiving duplicate packets, including broadcast pack 
ets originated from the new node (e.g., ARP REQ, DHCP 
REQ), broadcast packets originated from other leafs (e.g., 
broadcast DHCP Resp), and regular unicast packets with a 
destination miss, as previously discussed. The DF learns that 
the new node is in PoAP mode using LLDP and triggers a 
message for the forwarding process to treat the portas an edge 
port (for example, using L2MP CORE BIT). It should be 
noted that the edgeport status is lost once the port goes down; 
post PoAP, the port is reprogrammed as a core port. In one 
embodiment, the peer node passes PoAP VLAN, which is 
configured by the customer on all spine and leaf nodes, to be 
used for communication from the new node. In another 
embodiment, a reserved VLAN (“RSVD VLAN”) is 
employed for the PoAP process for bring-up with an FP 
network. A DHCP server is accessible via PoAP/RSVD 
VLAN, which is an FPVLAN fortransportation across the FP 
network. 

In step 36, the new node undergoes PoAP, which is imple 
mented through interaction with the DHCP server and TFTP 
server as described below with reference to FIGS. 5-10. In 
step 38, after completion of PoAP, the new node reboots as an 
FP-capable node and opens all ports to the data center net 
work. As previously noted, the port connected to the spine 
node that previously served as the DF is reprogrammed as a 
core port. 

FIG. 4 illustrates the network 10 after the new leafNL has 
selected spine node SO to serve as its DF. In one embodiment, 
selection of a DF is made at random. In another embodiment, 
selection of the DF is made by selecting the first port identi 
fied as being connected to an FP-capable neighbor of the new 
node. In yet another embodiment, the DF is selected by iden 
tifying the node that is the DF for the fewest number of nodes 
(which information would be communicated through LLDP). 
It will be recognized that other means for selecting a DF may 
be employed without departing from the spirit of the embodi 
ments described herein. As previously described, once the 
new leafNL selects a DF, it shuts down all of the ports except 
for the one connected to the DF, as clearly illustrated in FIG. 
4. As also shown in FIG. 4, VLAN 143 is designated for use 
as the POAP VLAN. 

FIG. 5 is a flowchart illustrating a method of forwarding a 
flood frame from a new node, such as NL, in an FP network, 
such as network 10, to a DCHP server, such as server 12, in 
accordance with aspects of one embodiment. In step 50, a 
flood frame, such as a DHCP DISCOVER/REQ, sent by the 
new node and tagged with the PoAP VLAN (VLAN 143) is 
received by the DF via the active port. In step 52, the DF 
encapsulates the received frame with an appropriate header, 
such as a Data Center Ethernet (“DCE) or FP header, and 
then broadcasts the encapsulated frame on the distribution 
tree. In step 54, all nodes that receive the encapsulated frame 
(i.e., all nodes in the distribution tree) decapsulate the frame 
and flood it onto local ports that have PoAP VLAN config 
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ured. In step 56, the node connected to the DHCP server 
forwards the decapuslated frame to the server. Other nodes 
discard the frame. 

FIG. 6 is a flow diagram further illustrating the method of 
FIG. 5 as applied to the network 10. As shown in FIG. 6, the 5 
new leafNL broadcasts a DHCP DISCOVER/REQ message 
tagged with PoAPVLAN (in this case, 143). The message is 
received only by spine node S0, as all other ports of new leaf 
NL are closed, as indicated by an arrow 60. The spine node S0 
encapsulates the frame with an appropriate header and sends 10 
it toward the distribution tree, as indicated by arrows 62. All 
nodes forward the received encapsulated frame in accordance 
with the selected distribution tree, after applying the neces 
sary pruning, receive the DCE frame, decapsulate it, and flood 
it out on local ports that have the designated PoAP VLAN 15 
configured. The leaf connected to the DHCP server 12 (in this 
case, leafnode L0) forwards it to the server, as indicated by an 
arrow 64. In summary, as shown in FIG. 6, the path of 
DHCP DISCOVER/REQ is: 

NL=>SO=>LO=>DHCP server 12 2O 

FIG. 7 illustrates the flow of a DHCP response to the 
received DHCP DISCOVER/REQ message. In step 70, the 
DHCP server broadcasts a response frame, such as a 
DHCP OFFER/ACK, in response to the received DHCP 25 
request frame. In step 72, the node connected to the DHCP 
server encapsulates the response frame with an appropriate 
header and forwards the encapsulated frame onto the distri 
bution tree. In step 74, the DF receives the encapsulated 
response frame, decapsulates the frame, and forwards the 30 
decapsulated frame to the new node. 

FIG. 8 is a flow diagram further illustrating the method of 
FIG. 7 as applied to the network 10. As shown in FIG. 8, the 
DHCP server 12 sends a DHCP OFFER/ACK reply, as rep 
resented by an arrow 80. The leaf connected to the server 12 35 
(in this case, leaf L0) performs the appropriate encapsulation, 
selects the associated distribution tree, and sends the encap 
Sulated packet onto the associated distribution tree, as repre 
sented by an arrow 82. All nodes of the distribution tree 
receive the broadcast frame. The spine node/DF connected to 40 
the new leaf node NL (in this case, spine node S0) sends the 
original DHCP response toward the new leaf node NL after 
decapsulating it, as represented by an arrow 84. As previously 
noted, the spine node S0 treats the port as an edge port. 
Additionally, as the new leaf node NL has put all other ports 45 
toward the spines in a “closed state, the new leaf node will 
not receive duplicate responses from other spine nodes (e.g., 
spine nodes S1-S15). In summary, as illustrated in FIG. 8, the 
path of DHCP OFFER/ACK is: 

DHCP server 12=>LO=>SO=>NL. 50 

The case of unicast traffic, such as ARP/DHCP unicast 
response or layer2 unicast data traffic, directed toward the 
new leaf node NL, must also be considered and addressed. In 
the case of a destination hit, the leaf that receives the unicast 55 
packet will have the MAC entry in its L2 table, as learned 
against the spine node that performed the encapsulation. The 
leaf node will send the unicast frame toward the spine node 
(DST SWID=spine) and the spine node will perform the 
decapsulation and send the packets toward the new leaf node 60 
NL. This situation is illustrated in FIG.9. In step 90, a unicast 
frame from a DHCP or TFTP server directed toward the new 
node is received at the node connected to the originating 
server. In step 92, a determination is made whether there is a 
destination hit, meaning that the MAC address of the new 65 
node has been learned against the DFS switch ID, execution 
proceeds to step 94, in which the node connected to the 

8 
originating server encapsulates the unicast frame and sends 
the encapsulated frame toward the DF. In step 96, the DF 
receives the encapsulated frame, decapsulates it, and for 
wards the decapsulated response to the new node. 

If in step 92 it is determined that a destination miss has 
occurred, execution proceeds to step 98, in which the node 
connected to the originating server encapsulates the unicast 
frame with the multicast destination MAC for unknown des 
tinations and sends the encapsulated unicast frame toward the 
appropriate distribution tree. In step 100, all nodes in the 
distribution tree, including the DF, receive the encapsulated 
unicast frame. The DF decapsulates the frame and forwards 
the decapsulated frame to the new node. 

FIG. 10 is a flow diagram further illustrating the method of 
FIG.5 as applied to the network 11. In the illustrated example, 
because a destination hit has occurred, the response message 
doesn’t travel the flood tree. Instead, the message generated 
by the TFTP server 12 is sent to the leaf node L0, as repre 
sented by an arrow 102, which performs appropriate encap 
Sulation thereon and transmits it to the spine node S0, as 
represented by an arrow 104. The spine node S0 performs FP 
decapsulation and forwards the response message to new leaf 
node NL, as represented by an arrow 106. In summary, the 
path of an ARP response in the case of a destination hit is: 

TFTP server 12=>LO(FPencapsulation)=>SO(FP 
decapsulation)=>NL 

The case of a destination miss is handled similarly to the 
broadcast case described above with reference to FIGS. 7 and 
8. In particular, leaf nodes that receive the packet will add the 
multicast DST MAC (for unknown destination) and forward 
the packet along the appropriate tree. All nodes will eventu 
ally receive the frame. The spine node that serves as the DF 
will perform decapsulation and forward the packet toward the 
new leaf node NL. 

In general, operation of an example embodiment may be 
described as follows. A new node that comes up on the net 
work discovers through LLDP the attached neighbors that are 
FP-capable. The new node shuts down all but one port to the 
FP network. As previously noted, selection of the port that is 
not shut down may be accomplished through any number of 
selection methods and may be as simple as selecting the first 
node that was identified as being FP-capable or more com 
plex, as would be the case with selecting the node that is the 
DF for the least number of other nodes (a fact that must also 
be communicated through LLDP). In any case, what is impor 
tant in selecting a DF is that only one port connected to an 
FP-capable neighbor node remains open. The node in the 
fabric that has its link up with the new node will implicitly 
perform as a DF for the new node that is coming up on the 
network. It will be noted, however, that even though the 
phrase “Designated Forwarder is used to describe the fabric 
node, this fact is transparent to the fabric node and the fabric 
node does not need to perform any special operations to 
function as the DF in this context. For the flood frames like 
DHCP REQ, ARPREQ sent by the new node, the frames will 
be received by only one node in the fabric (i.e., the DF), since 
the other links are in a closed state. 
Upon receipt of a native frame from the new node, the DF 

will encapsulate the frame, for example, in an FP header, and 
send it out on the tree, through which it ultimately reaches the 
DHCP server. The new node will not receive duplicate pack 
ets in this embodiment, since its interfaces to the other nodes 
in the fabric are in a closed state. The response broadcast 
packet will also travel the FP tree and only the DF will 
decapsulate the FP frame and send it to the new node. Again, 
no duplicates are received by the new node because only one 
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link exists between the node and the fabric (via the DF). A 
regular unicast response to the new node will be sent to the 
DF, as the MAC address of the new node would have been 
learned against the Switch ID of the DF, because the DF 
performed the encapsulation using its Switch ID. In the case 
of a unicast response that was a “miss’ in the L2 table, the 
process will proceed in the same manner as the broadcast case 
described above. 
When the new node detects that communications with the 

DF have failed, for example due to link failure or DF failure, 
the new node will explicitly shut down this port to which the 
DF was connected and select an alternative DF, thereby ensur 
ing that it maintains a single point of entry to the fabric at all 
times. After the PoAP process completes, the new node will 
begin functioning as a regular FP node, with multiple links to 
the fabric, and L2MP-ISIS will ensure loop free topology. 

Although embodiments described herein have been 
explained with reference to a certain topologies, it will be 
recognized that the embodiments are applicable to all Clos 
based topologies. In Clos-based environments, such as Vinci 
and other L2MP topologies, such as fat-tree, it is imperative 
that a new spine or leaf node can be easily added to an existing 
data centercluster with minimal network admininvolvement. 
Extending PoAP to operate in a FP/TRILL network provides 
huge advantage with regard to facilitating manageability of 
the network. The embodiments described herein are fully 
backward compatible with current PoAP operation in case a 
Switch needs to be brought up as part of a regular (i.e., non 
FP/non-TRILL) L2 network. Additionally, the embodiments 
described herein do not affect any currently active flows tra 
versing the data center network. If at any point during the 
PoAP process, the new node detects that the link to the DF has 
gone down for any reason, the node will explicitly shut down 
that port and select another DF, again ensuring a single point 
of entry to the network. As has been previously mentioned, 
the case of a new spine node coming up onto the network is 
handled in the same manner as the case in which a new leaf 
node comes up, as described in detail above. 

It should be noted that much of the infrastructure discussed 
herein can be provisioned as part of any type of network 
device. As used herein, the term “network device' can encom 
pass computers, servers, network appliances, hosts, routers, 
Switches, gateways, bridges, virtual equipment, load-balanc 
ers, firewalls, processors, modules, or any other Suitable 
device, component, element, or object operable to exchange 
information in a communications environment. Moreover, 
the network devices may include any suitable hardware, soft 
ware, components, modules, interfaces, or objects that facili 
tate the operations thereof. This may be inclusive of appro 
priate algorithms and communication protocols that allow for 
the effective exchange of data or information. 

In one implementation, these devices can include Software 
to achieve (or to foster) the activities discussed herein. This 
could include the implementation of instances of any of the 
components, engines, logic, modules, etc., shown in the FIG 
URES. Additionally, each of these devices can have an inter 
nal structure (e.g., a processor, a memory element, etc.) to 
facilitate some of the operations described herein. In other 
embodiments, the activities may be executed externally to 
these devices, or included in some other device to achieve the 
intended functionality. Alternatively, these devices may 
include Software (or reciprocating software) that can coordi 
nate with other elements in order to perform the activities 
described herein. In still other embodiments, one or several 
devices may include any Suitable algorithms, hardware, Soft 
ware, components, modules, interfaces, or objects that facili 
tate the operations thereof. 
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10 
In certain example implementations, the functions outlined 

herein may be implemented by logic encoded in one or more 
tangible media (e.g., embedded logic provided in an applica 
tion specific integrated circuit (ASIC), digital signal pro 
cessor (DSP) instructions, software (potentially inclusive 
of object code and source code) to be executed by a processor, 
or other similar machine, etc.). In some of these instances, a 
memory element can store data used for the operations 
described herein. This includes the memory element being 
able to store software, logic, code, or processor instructions 
that are executed to carry out the activities described in this 
Specification. A processor can execute any type of instruc 
tions associated with the data to achieve the operations 
detailed herein in this Specification. In one example, the 
processor could transform an element oran article (e.g., data) 
from one state or thing to another state or thing. In another 
example, the activities outlined herein may be implemented 
with fixed logic or programmable logic (e.g., Software/com 
puter instructions executed by a processor) and the elements 
identified herein could be some type of a programmable pro 
cessor, programmable digital logic (e.g., a field program 
mable gate array (“FPGA'), an erasable programmable read 
only memory (“EPROM), an electrically erasable program 
mable ROM (“EEPROM)) or an ASIC that includes digital 
logic, software, code, electronic instructions, or any Suitable 
combination thereof. 

In one example implementation, various nodes involved in 
implementing the embodiments described herein can include 
software for achieving the described functions. For example, 
referring to FIG. 11, a new node NN and its designated 
forwarder DF (selected as described in detail above) include 
PoAP modules 110, 112, respectively, which comprise soft 
ware embodied in one or more tangible media for facilitate 
the activities described herein. New node NN and designated 
forwarder DF may also include memory elements 114, 116, 
respectively, for storing information to be used in achieving 
the functions as outlined herein. Additionally, new node NN 
and designated forwarder DF each may include a processor 
118, 120 that can execute software or an algorithm (such as 
embodied in modules 110, 112, respectively) to perform the 
functions as discussed in this Specification. These devices 
may further keep information in any Suitable memory ele 
ment (random access memory (“RAM), ROM, EPROM, 
EEPROM, ASIC, etc.), software, hardware, or in any other 
Suitable component, device, element, or object where appro 
priate and based on particular needs. Any of the memory 
items discussed herein should be construed as being encom 
passed within the broad term “memory element.” Similarly, 
any of the potential processing elements, modules, and 
machines described in this Specification should be construed 
as being encompassed within the broad term “processor.” 
Each of the network elements can also include suitable inter 
faces for receiving, transmitting, and/or otherwise communi 
cating data or information in a network environment. 

Note that with the example provided above, as well as 
numerous other examples provided herein, interaction may 
be described interms of two, three, or four network elements. 
However, this has been done for purposes of clarity and 
example only. In certain cases, it may be easier to describe 
one or more of the functionalities of a given set of flows by 
only referencing a limited number of network elements. It 
should be appreciated that topologies illustrated in and 
described with reference to the accompanying FIGURES 
(and their teachings) are readily Scalable and can accommo 
date a large number of components, as well as more compli 
cated/sophisticated arrangements and configurations. 
Accordingly, the examples provided should not limit the 
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scope or inhibit the broad teachings of the illustrated topolo 
gies as potentially applied to a myriad of other architectures. 

It is also important to note that the steps in the preceding 
flow diagrams illustrate only some of the possible signaling 
scenarios and patterns that may be executed by, or within, 
communication systems shown in the FIGURES. Some of 
these steps may be deleted or removed where appropriate, or 
these steps may be modified or changed considerably without 
departing from the scope of the present disclosure. In addi 
tion, a number of these operations have been described as 
being executed concurrently with, or in parallel to, one or 
more additional operations. However, the timing of these 
operations may be altered considerably. The preceding opera 
tional flows have been offered for purposes of example and 
discussion. Substantial flexibility is provided by communica 
tion systems shown in the FIGURES in that any suitable 
arrangements, chronologies, configurations, and timing 
mechanisms may be provided without departing from the 
teachings of the present disclosure. 

Although the present disclosure has been described in 
detail with reference to particular arrangements and configu 
rations, these example configurations and arrangements may 
be changed significantly without departing from the scope of 
the present disclosure. For example, although the present 
disclosure has been described with reference to particular 
communication exchanges, embodiments described herein 
may be applicable to other architectures. 
Numerous other changes, Substitutions, variations, alter 

ations, and modifications may be ascertained to one skilled in 
the art and it is intended that the present disclosure encompass 
all such changes, Substitutions, variations, alterations, and 
modifications as falling within the scope of the appended 
claims. In order to assist the United States Patent and Trade 
mark Office (USPTO) and, additionally, any readers of any 
patent issued on this application in interpreting the claims 
appended hereto, Applicant wishes to note that the Applicant: 
(a) does not intend any of the appended claims to invoke 
paragraph six (6) of 35 U.S.C. section 112 as it exists on the 
date of the filing hereofunless the words “means for or “step 
for are specifically used in the particular claims; and (b) does 
not intend, by any statement in the specification, to limit this 
disclosure in any way that is not otherwise reflected in the 
appended claims. 

What is claimed is: 
1. A method comprising: 
identifying for a new node added to a communications 

network a plurality of existing network nodes respec 
tively connected to one of a plurality of ports of the new 
node and capable of implementing a particular routing 
protocol; 

Selecting one of the identified existing network nodes to 
serve as a designated forwarder (“DF) for the new 
node: 

closing all of the ports of the new node except for the port 
to which the DF is connected; 

performing a power on auto provisioning (“PoAP) proce 
dure in connection with the new node; and 

subsequent to the POAP procedure, opening the closed 
ports of the new node to which the identified existing 
network nodes are connected, 

wherein the communications network is arranged in accor 
dance with a spine-leaf topology and the new node com 
prises a leaf node and each of the existing network nodes 
comprises a spine node. 

12 
2. The method of claim 1, wherein the performing a PoAP 

procedure further comprises the new node communicating 
with a server connected to the communications network via 
the DF. 

5 3. The method of claim 1 further comprising: 
detecting a failure in communication between the new 

node and the DF: 
selecting a replacement DF for the new node from the 

remaining ones of the identified existing network nodes; 
and 

closing a port to which the original DF is connected and 
opening a port to which the replacement DF is con 
nected. 

4. The method of claim 1, wherein the particular routing 
15 protocol is Layer2 multipath (“L2MP). 

5. The method of claim 4, wherein the particular routing 
protocol is FabricPath or TRILL. 

6. The method of claim 1, wherein the performing a PoAP 
procedure further comprises: 

encapsulating a Dynamic Host Configuration Protocol 
(“DHCP) flood frame received from the new node and 
broadcasting the encapsulated frame on the network in 
accordance with a selected distribution tree. 

7. The method of claim 1, wherein the performing a PoAP 
procedure further comprises: 

decapsulating a Dynamic Host Configuration Protocol 
(“DHCP) response frame received from the server in 
accordance with a selected distribution tree and for 
warding the decapsulated frame to the new node. 

8. The method of claim 1, wherein the performing a PoAP 
procedure comprises: 

determining whether a unicast frame received at a network 
node connected to the server results in a destination hit; 

encapsulating the received unicast frame and sending it to 
the DF in the case of a destination hit; and 

encapsulating the received unicast frame and broadcasting 
it in accordance with a selected distribution tree in the 
case of a destination miss. 

9. One or more non-transitory tangible media that includes 
40 code for execution and when executed by a processor per 

forms operations comprising: 
identifying for a new node added to a communications 

network a plurality of existing network nodes respec 
tively connected to one of a plurality of ports of the new 
node and capable of implementing a particular routing 
protocol; 

selecting one of the identified existing network nodes to 
serve as a designated forwarder (“DF) for the new 
node: 

closing all of the ports of the new node except for the port 
to which the DF is connected; 

performing a power on auto provisioning (“PoAP) proce 
dure in connection with the new node; and 

subsequent to the POAP procedure, opening the closed 
ports of the new node to which the identified existing 
network nodes are connected, 

wherein the communications network is arranged in accor 
dance with a spine-leaf topology and the new node com 
prises a leaf node and each of the existing network nodes 
comprises a spine node. 

10. The media of claim 9, wherein the performing a PoAP 
procedure further comprises the new node communicating 
with a server connected to the communications network via 
the DF. 

11. The media of claim 9 further comprising: 
detecting a failure in communication between the new 

node and the DF: 
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selecting a replacement DF for the new node from the 
remaining ones of the identified existing network nodes: 
and 

closing a port to which the original DF is connected and 
opening a port to which the replacement DF is con 
nected. 

12. The media of claim 9, wherein the particular routing 
protocol is Layer2 multipath (“L2MP). 

13. The media of claim 9, wherein the performing a PoAP 
procedure further comprises: 

encapsulating a Dynamic Host Configuration Protocol 
(“DHCP) flood frame received from the new node and 
broadcasting the encapsulated frame on the network in 
accordance with a selected distribution tree. 

14. The media of claim 9, wherein the performing a PoAP 
procedure further comprises: 

decapsulating a Dynamic Host Configuration Protocol 
(“DHCP) response frame received from the server in 
accordance with a selected distribution tree and for 
warding the decapsulated frame to the new node. 

15. The media of claim 9, wherein the performing a PoAP 
procedure comprises: 

determining whether a unicast frame received at a network 
node connected to the server results in a destination hit; 

encapsulating the received unicast frame and sending it to 
the DF in the case of a destination hit; and 

encapsulating the received unicast frame and broadcasting 
it in accordance with a selected distribution tree in the 
case of a destination miss. 

16. An apparatus comprising: 
a memory element configured to store data; 
a processor for executing instructions associated with the 

data; and 
at least one power on auto provisioning (“PoAP) module 

configured to: 
identify for a new node added to a communications 

network a plurality of existing network nodes respec 
tively connected to one of a plurality of ports of the 
new node and capable of implementing a particular 
routing protocol; 
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Select one of the identified existing network nodes to 

serve as a designated forwarder (“DF) for the new 
node: 

close all of the ports of the new node except for the port 
to which the DF is connected; 

perform a power on auto provisioning (“PoAP) proce 
dure in connection with the new node; and 

Subsequent to the POAP procedure, open the closed 
ports of the new node to which the identified existing 
network nodes are connected, 

wherein the communications network is arranged in accor 
dance with a spine-leaf topology and the new node com 
prises a leaf node and each of the existing network nodes 
comprises a spine node. 

17. The apparatus of claim 16, wherein the performing a 
PoAP procedure further comprises the new node communi 
cating with a server connected to the communications net 
work via the DF. 

18. The apparatus of claim 16 wherein the at least one 
PoAP module is further configured to: 

detect a failure in communication between the new node 
and the DF: 

select a replacement DF for the new node from the remain 
ing ones of the identified existing network nodes; and 

close a port to which the original DF is connected and 
opening a port to which the replacement DF is con 
nected. 

19. The apparatus of claim 16, wherein the particular rout 
ing protocol is Layer2 multipath (“L2MP). 

20. The apparatus of claim 16, wherein the performing a 
PoAP procedure further comprises at least one of: 

encapsulating a Dynamic Host Configuration Protocol 
(“DHCP”) flood frame received from the new node and 
broadcasting the encapsulated frame on the network in 
accordance with a selected distribution tree; and 

decapsulating a Dynamic Host Configuration Protocol 
(“DHCP) response frame received from the server in 
accordance with a selected distribution tree and for 
warding the decapsulated frame to the new node. 
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