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METHOD AND ARRANGEMENT FOR VIDEO TRANSCODING USING
MODE OR MOTION OR IN-LOOP FILTER INFORMATION
TECHNICAL FIELD
The proposed technology generally relates to methods and arrangements for

transcoding of video media in fixed or wireless communication systems.

BACKGROUND
When video media is transmitted in a fixed or wireless communication system it is
typically adapted or transcoded at some intermediate node between a source e.qg.
media provider, and a sink e.g. viewing device such as a mobile device. During the
adaptation the video media is typically compressed which necessitates a selection
of bitrate etc at the source node. An optimal bitrate would take both the network
capabilities and the sink capabilities into consideration in order to utilize both the
uplink and the downlink most efficiently. Thereby at time of encoding the video at
the source, the source node is unaware of the end user capabilities and the network
capabilities, and thus the intermediate node needs to adapt the video in order to
provide it to the sink at a desired or necessary format. This requires a high quality
from the source and a high level of computational complexity on the adaptation or

transcoding node in order to optimize the use of downlink capabilities.

With reference to the above, there is a need for means and methods enabling
adaptation or transcoding of video media in an improved manner in order to

optimize the utilization of the uplink and downlink resources.

SUMMARY
It is an object to provide a solution that obviates some or all of the above described

disadvantages.

This and other objects are met by embodiments of the proposed technology.

According to a first aspect, there is provided a method of transcoding of a video
bitstream by a transcoder arrangement. The method includes the steps of receiving
a video bitstream with a predetermined input video format, and receiving side

information related to the video bitstream, the side information comprising at least
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one of mode or motion or in-loop filter information relating to at least one other
predetermined video format for the video bitstream. Further, the method includes
the steps of decoding the received side information to generate transcoding guiding
information, and encoding a representation of the received video bitstream based at
least on the generated transcoding guiding information, to provide a transcoded

video bitstream with a predetermined output video format.

According to a second aspect, there is provided a transcoder arrangement for
transcoding a video bitstream. The transcoder arrangement includes a video
receiver configured for receiving a video bitstream with a first predetermined input
video format and at least one side information utilization unit. The side information
utilization unit includes a side information receiver configured for receiving side
information related to the video bitstream, the side information comprising at least
one of mode or motion or in-loop filter information relating to at least one other
predetermined video format for the video bitstream, and a side information decoder
configured for decoding the received side information to generate transcoding
guiding information. Finally, the transcoder arrangement includes an encoder
configured for encoding a representation of the received video bitstream based at
least on the generated transcoding guiding information, to provide a transcoded

video bitstream with a predetermined output video format.

According to a third and fourth aspect there is provided a network node or a user
equipment comprising a transcoder arrangement according to the above second

aspects.

According to a fifth aspect, there is provided an arrangement for transcoding of a
video bitstream. The arrangement comprises a video bitstream receiving module for
receiving a video bitstream with a first predetermined input video format, and a side
information receiving module for receiving side information related to the video
bitstream, the side information comprising at least one of mode or motion or in-loop
filter information relating to at least one other predetermined video format for the
video bitstream. Further, the arrangement includes a decoding module for decoding
the received side information to generate transcoding guiding information, and an

encoding module (324) for encoding a representation of the received video
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bitstream based at least on the generated transcoding guiding information, to

provide a transcoded video bitstream with a predetermined output video format.

According to a sixth aspect, there is provided a method for providing an encoded
video bitstream. The method includes the steps of encoding a provided video
bitstream with a predetermined video format, and generating side information
related to the encoded provided video bitstream, said side information comprising at
least one of mode or motion or in-loop filter information relating to at least one other
predetermined video format for the video bitstream. Further, the method includes
the step of transmitting the encoded video bitstream and the generated side

information to a node.

According to a seventh aspect, there is provided an arrangement for providing a
video bitstream. The arrangement includes an encoder configured for encoding a
video bitstream with a predetermined video format, and a side information generator
configured for generating side information related to the video bitstream, the side
information comprising at least one of mode or motion or in-loop filter information
relating to at least one other predetermined video format for the video bitstream.
Further, the arrangement includes a transmitter configured for transmitting the

encoded video bitstream and the generated side information to a node.

According to an eighth and ninth aspect, there is provided a network node
comprising an arrangement according to the seventh aspect and a user equipment

comprising an arrangement according to the seventh aspect.

According to a tenth aspect, there is provided an arrangement for providing a video
bitstream. The arrangement includes an encoder module for encoding a video
bitstream with a predetermined video format, and a side information module for
generating side information related to the video bitstream, the side information
comprising at least one of mode or motion or in-loop filter information relating to at
least one other predetermined video format for the video bitstream. Further, the
arrangement includes a transmitter module for transmitting the encoded video

bitstream and the generated side information to a node.
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Embodiments of the proposed technology enables/makes it possible to reduce the

computational complexity of the adaptation or transcoding process.

Other advantages will be appreciated when reading the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS
The embodiments, together with further objects and advantages thereof, may best
be understood by referring to the following description taken together with the

accompanying drawings, in which:

FIG. 1 is an illustration of a known adaptation scheme;

FIG. 2 is an illustration of a known transcoding scheme;

FIG. 3 is an illustration of a known transcoding scheme;

FIG. 4 is a flow chart illustrating embodiments of method steps;

FIG. 5 is a flow chart illustrating further embodiments of the proposed technology;
FIG. 6 illustrates further embodiments of the proposed technology

FIG. 7 illustrates further embodiments of the proposed technology;

FIG. 8 illustrates an additional embodiment of the proposed technology;

FIG. 9 illustrates an additional embodiment of the proposed technology;

FIG. 10 illustrates an additional embodiment the proposed technology;

FIG. 11 illustrates an additional embodiment according to the proposed technology;
FIG. 12 illustrates an embodiment of an arrangement according to the proposed
technology;

FIG. 13 is a block chart of an embodiment of a system according to the proposed
technology;

FIG. 14 is a block chart of an embodiment of a transcoding arrangement according
to the proposed technology;

FIG. 15 is a block chart of an embodiment of a video provider arrangement
according to the proposed technology;

FIG. 16 is an illustration of a computer implementation of a transcoding arrangement
according to the proposed technology;

FIG. 17 is an illustration of a computer implementation of a video provider

arrangement according to the proposed technology.
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DETAILED DESCRIPTION
Throughout the drawings, the same reference numbers are used for similar or

corresponding elements.

As used herein, the term “User Equipment”, UE, may refer to a mobile phone, a
cellular phone, a Personal Digital Assistant, PDA, equipped with radio
communication capabilities, a smart phone, a laptop or Personal Computer, PC,
equipped with an internal or external mobile broadband modem, a tablet PC with
radio communication capabilities, a portable electronic radio communication device,
a sensor device equipped with radio communication capabilities or the like. In
particular, the term “UE” should be interpreted as a non-limiting term comprising any
device equipped with radio circuitry for fixed or wireless communication of video
content in a fixed or wireless communication system according to any relevant

communication standard.

As used herein, the term “radio network node” or simply “network node” may refer to
base stations, network control nodes, and the like. In particular, the term “base
station” may encompass different types of radio base stations including
standardized base stations such as Node Bs, or evolved Node Bs, eNBs, and also
macro/micro/pico radio base stations, home base stations, also known as femto
base stations, relay nodes, repeaters, radio access points, and even radio control
nodes controlling one or more Remote Radio Units, RRUs, or the like. Further, a
network node can comprise any type of network node, fixed or wireless, which is
capable of transmitting, receiving or relaying video content in a fixed or wireless

communication system.

The proposed technology is best understood in the context of a system wherein a
source node, such as a video provider, provides both an encoded video bitstream
as input video signal and side information to an intermediate node, such as a
transcoding or adaptation node, which in turn provides an encoded video bitstream
as an output video signal. The output video signal can subsequently be received

and displayed at a sink node, such as a user equipment or the like.
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For a better understanding of the proposed technology, it may be useful to begin
with a brief overview of current adaptation and transcoding methods and their

benefits and disadvantages (if any).

The problem as mentioned in the background is further described with respect to
Figure 1 that depicts a scenario where an input video signal is encoded
(compressed) in a sending device (encoder), then transmitted through a network
and/or stored (as denoted by uplink, adaptation, and downlink, which is explained
further below), and then received and decoded (decompressed) by a receiving

device (decoder). The output video can then e.g. be displayed to the end user.

Typically in video coding, encoding parameters such as coding algorithms to use
(e.g. video coding standard and profile to use), video resolution, frame rate, quality,
bit rate, etc., need to be decided at the time of encoding. The optimal encoding
parameters depend on the capabilities of the receiving device (computational
capabilities and memory) as well as the capacity of the network links involved (e.g.
available bandwidth). In many scenarios, these parameters may not be known at the
encoding time. This could for instance be the case when the network characteristics
vary over time or over location of the receiver, or when the video is sent to more
than one receiving device, each receiving device having different capabilities or
different associated network access characteristics. In such cases, in order to
optimally cope with available network resources, device characteristics and user
experience when consuming the content, it is required to adapt the compressed
video signal during the transmission in the network, as depicted by “adaptation” in

Figure 1.

The network link from the sender to the adaptation node is denoted as “uplink”. The
network link from the adaptation node to the receiver is denoted as “downlink”. Both
uplink and downlink bandwidths are typically scarce resources. In the case both
sender and receiver are end-user devices (e.g. smartphone or laptop) connected to
fixed or mobile networks, the uplink is typically a bottleneck, since uplink bandwidth
is typically lower than downlink bandwidth (e.g. in ADSL networks or cellular
networks). In the case the sender is a video server (such as streaming server, or

video on demand server, or video cache) and the receiver is an end user-device
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(e.g. smartphone, tablet or TV), the downlink bandwidth is often a bottleneck which
determines the video quality that can be delivered to the user (e.g. in the case the
end-user is connected via DSL or cellular access). Furthermore, the uplink may be
an expensive resource, too, e.g. in case many different content needs to be
delivered from the sender (e.g. video on demand server) to end users (in this case

the uplink could be a content distribution network, CDN).

Besides network capacity, other scarce resources include computational and
memory capabilities in the sender and receiver, and in particular in the adaptation or

transcoding node.

The problem to be solved is to provide a scheme for video
encoding/adaptation/decoding to optimize network utilization by minimizing uplink
and downlink bit rates, while at the same time minimizing the computational/memory

complexity in the encoder, adaptation node, and decoder.

Video coding methods, such as H.264/AVC and H.265/HEVC, are typically based on

the so-called hybrid video coding scheme.

In the hybrid video coding scheme, an encoder typically performs the following basic

steps, applied to every picture in the video sequence, on a per-block basis:

1. A prediction operation, predicting the original video signal (pixel data) based
on previously encoded (and reconstructed) pixel data, and computing the
difference between the original video signal and the prediction. This
difference is called “residual data” or “residual signal” or “residual’. The
prediction operation for a certain block can be based on pixels in the same
picture as the currently encoded block, then called “intra prediction”, or based
on pixels in previously encoded pictures, then called “inter prediction”. The
source data used for the prediction is called “prediction reference”. In order to
improve inter prediction effectiveness, a so-called motion compensation
operation is typically applied, which is based on motion vectors that indicate
the displacement of the currently encoded block relative to the reference

picture.
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In order to achieve high compression efficiency, the encoder needs to try
many different encoding parameters for each block (such as coding modes,
block partitionings, motion vectors, etc.), a process that is sometimes referred
5 to as mode/motion estimation and/or rate-distortion optimization (RDO). The
process could be interpreted as a further step that precedes the prediction

step.

2. A spatial transform operation is utilized to transform the prediction residual

10 signal into a frequency domain.

3. The resulting transform coefficients are quantized and entropy-encoded (e.g.
using context-adaptive binary arithmetic coding, CABAC). Further data such
as indication of block partitioning, prediction mode (inter/intra), motion

15 vectors, etc., is entropy encoded as well. The output of the entropy encoding

stage is called “bitstream”.

4. The encoder performs parts of the decoding process (see below) in order to
generate reference information to be used for prediction of subsequently

20 encoded blocks.

In the following, the application of inter and intra prediction operations and the
generation of the residual data in the encoder (step 1 above) will be referred to as

‘motion-compensated residual generation”.

25
The decoder in Figure 1 typically performs the following basic steps, applied to
every picture in the video sequence, on a per-block basis:
1. Entropy decoding quantized transform coefficients and other data to control
30 the decoding / pixel reconstruction process.

2. Performing inverse transform of the decoded quantized transform coefficients

to obtain the reconstructed prediction residual.



10

15

20

25

30

WO 2015/053673 PCT/SE2013/051196
9

3. Performing prediction operations depending on the prediction mode and
motion information signaled in the bitstream (inter/intra mode, motion vectors
etc.), and adding the reconstructed prediction residual to the prediction,

obtaining the intermediate reconstructed pixel data.

4. Performing filtering operations (e.g. de-blocking, sample-adaptive offset,
SAO), depending on the intermediate reconstructed pixel data, generating

the final reconstructed pixel data.

In the following, the application of inter and intra prediction operations and the
generation of the intermediate and final reconstructed pixel data in the decoder will

be referred to as “motion-compensated reconstruction”.

Encoding is typically significantly more demanding than decoding in terms of
computational complexity. The reason for that is that in order to achieve high
compression efficiency, the encoder needs to try many different encoding
parameters for each block (such as coding modes, block partitioning, motion
vectors, etc.). The encoder is typically not standardized, so that encoders may
choose to try few different encoder parameters; however, that will come at the cost

of reduced compression efficiency.

Several video encoding/distribution concepts exist to address the abovementioned
problem of adaptive video distribution. Those encoding/distribution concepts can be
categorized into (1) simulcast distribution, (2) scalable video coding, (3)

transcoding.

In the case of simulcast distribution, the sender encodes the video in several
different video representations, i.e. with different encoding parameters such as
different video resolutions, and the resulting compressed bitstreams are transmitted
through the uplink simultaneously. Then in the adaptation node, the most
appropriate video stream is selected, considering downlink properties and receiver
properties. Simulcast is inefficient in terms of uplink usage because several
bitstreams have to be sent for the same content. Simulcast imposes relatively low

complexity in the adaptation, since it involves only selective forwarding of the most
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appropriate video representation. Simulcast is efficient in terms of downlink
utilization because each compressed video bitstream can be fully optimized for the
downlink, or at least considering receiver capabilities such as screen resolution.
The adaptation node forwards one selected bitstream for the downlink, this utilizes

the downlink with zero overhead.

In the case of scalable coding, the sender encodes several different video
representations, similarly to simulcast. The main difference to simulcast is that in
order to improve compression efficiency (and thus bandwidth utilization on the
uplink), the representations are compressed in a dependent manner. One example
of scalable coding is spatially scalable coding. Spatially scalable coding is
performed in at least two layers, where one of the layers has a smaller resolution,
typically referred to as the base layer, than the other layer, typically referred to as
the enhancement layer. After decoding the base layer, the enhancement layer data
can, in addition to be predicted from previous enhancement layer pictures, be
predicted from pixel data or other data (such as motion vectors) of the base layer
through up-sampling/interpolation. The high-resolution representation is thus
depending on the low resolution. This dependency helps in many cases to achieve
better coding efficiency than coding the resolutions separately. Thus, scalable
coding is in general more bandwidth efficient than simulcast in the uplink. However
the dependency causes a significant loss in coding efficiency for the highest
resolution compared to single layer coding at that highest resolution, because to
enable decoding of the high resolution video the decoder must receive both base
layer and enhancement layer. Thus, compared to simulcast, scalable coding is less
efficient in utilizing downlink bandwidth. This is one reason for the limited success of
the scalable coding extension of H.264/AVC, called SVC. Recently, development of
a scalable coding extension of H.265/HEVC has been started, called SHVC.
Compared to the respective non-scalable coding scheme they are based on, SVC
and SHVC have similar performance. The average loss in coding efficiency over
non-scalable coding for spatial scalability (for common conditions in the
standardization) compared to HEVC at high resolution is for all intra 11.5%, random
access 17.5%, low delay B 27% and for low delay P 25%.
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In SHVC the coded layer with low resolution (base layer) can be re-used by two
methods of inter-layer prediction to improve the coding efficiency of the high
resolution (enhancement layer). One method is to up-sample regions of pixel data of
the high resolution from the low resolution. The other method is to re-use motion
information from the low-resolution video for prediction of motion information for

some regions of the high-resolution video.

In the so-called reference index (refldx) approach considered in the SHVC
development, the inter-layer pixel prediction is done by inserting an additional, up-
sampled, reference picture into the reference picture buffer of the enhancement
layer. The additional reference picture consists of the low-resolution layer up-
sampled to the resolution of the high-resolution layer. The re-use of motion
information from the encoded low-resolution layer is done by up-scaling motion
vectors from the low-resolution layer and using them for prediction using a “temporal

motion vector prediction” method (TMVP) as specified in HEVC.

One approach to deal with the significant loss in coding efficiency for the high
resolution with scalable coding is to jointly optimize the coding of the layers so that
the small resolution is used more efficiently when encoding the high-resolution. This
allows trading the compression efficiency of low and high-resolution video

representations against each other.

Another approach to deal with the significant loss in coding efficiency for the high
resolution with scalable coding is to omit coding the low-resolution video and
instead only encode the high-resolution video with a single layer codec and then
use transcoding as adaptation method when a low-resolution bitstream is required.
In transcoding, the high-resolution video is decoded and down-sampled to be used
as the source to be coded in low resolution. In the transcoding approach, typically
conventional non-scalable encoding is used in the encoder and the encoder uses
high resolution and quality settings, e.g. the highest quality that could be requested
by the receivers. In the adaptation node, the compressed video bitstream is
converted (transcoded) into another compressed video bitstream. The simplest way
of doing that is to decode the compressed video to obtain the uncompressed video

frames (pixel data) and then re-encode the pixel data using the desired encoder
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settings, see Figure 2 (which depicts an example of an adaptation node). Since the
sender sends only the highest resolution video in this case, transcoding is efficient
in terms of uplink bandwidth utilization. Since the video can be transcoded
considering the receiver capabilities, transcoding is also efficient in terms of
downlink bandwidth utilization, although the fact that an already compressed, and
thus potentially distorted, video signal is used as input to the encoding step during
the adaptation may lead to some inefficiency in the downlink bandwidth utilization
when transcoded video representations are forwarded. Transcoding is
computationally demanding in the adaptation node, specifically because the
encoding step in the transcoder is complex. An alternative is to use low-complex
encoding in the transcoding step, however that would have a significant negative
impact on the compression efficiency, and thus be a significant drawback in terms of

downlink bandwidth utilization, which is typically undesired.

Advanced transcoding methods use data available in the uplink bitstream, such as
information about coding modes and motion vectors used in the uplink bitstream, in
order to speed-up the encoding step. This is shown in Figure 3 (which depicts an
example of an adaptation node). Note that compared to Figure 2, Figure 3 shows
also the pixel resampling step that may be needed in order to change video
resolution or frame rate (that step has been omitted in Figure 2 for simplicity).
Accordingly, mode and motion data may be resampled, too. The re-use of mode and
motion data can reduce the complexity of the transcoding, however in order to
achieve good utilization of the downlink capacity, it is still necessary to spend high

complexity in the encoding step of the transcoder.

The above-described different available schemes are compared in the following

table, Table 1. Note that the information is somewhat simplified.
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Table 1: Comparison of known schemes

PCT/SE2013/051196

Simulcast Scalable Transcoding
coding
Encoding High (several | High (slightly Low (only one
complexity bitstreams) higher than bitstream)
simulcast)
Uplink Bad (several | Medium Good (only highest
bandwidth bitstreams) (representations | quality sent)
utilization jointly encoded)
Adaptation Low Low (bitstream Very high
complexity (bitstream selection) (decoding+encoding
selection) )
Downlink Good Medium Medium/good
bandwidth (compression (compression
utilization efficiency loss efficiency loss
over non- through transcoding)
scalable coding)
Decoding Low (non- Medium (multi- Low (non-scalable
complexity scalable layer decoding decoding)
decoding) needs to be
done)

As has been described, all the mentioned schemes have their individual benefits
and disadvantages. Consequently, the inventors have identified the potential
benefits of reducing the complexity of the transcoding step in order to optimize the

use of downlink and uplink resources as compared to known technology.

In a general embodiment, transcoding or adaptation is performed based on both a
received video bitstream and received side information. The side information can be
utilized to guide the transcoding process in order to reduce the computational
complexity of the transcoding process and to optimize both the downlink and uplink

resources.

With reference to Figure 4, a schematic flow chart of an embodiment of a
transcoding method in a transcoder arrangement 100 according to the proposed

technology will be described. Initially, in step S10, a video input signal or bitstream
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is received at an intermediate node e.g. an adaptation node or transcoding node.
The node can also comprise a base station node or a user equipment. The input
video signal has a predetermined first video format. In a subsequent or parallel step,
in step S20, side information relating to the received video input signal is received.
The side information can comprise at least one of mode, motion, or in-loop filter
information relating to one or more representations of the video bitstream. As an
example the side information can comprise mode or motion or in-loop filter
information relating to at least one other predetermined video format for the video
bitstream. The received side information is decoded and utilized to generate, in step
S40, transcoding guiding information, the meaning of which will be described and
exemplified further below. Finally, a representation of the received video bitstream
is encoded, in step S50, into a transcoded video bitstream with a predetermined
output video format based on at least the generated transcoding guiding
information. The output video signal has a predetermined output video format, which

can be the same as the input video signal or different from the input video signal.

In an optional step S30 the received video bitstream is decoded into pixel data to

provide the representation of the received video bitstream..

According to a particular embodiment, a basic idea is to send a high quality video
representation typically encoded with non-scalable video encoding (as in the
transcoding solution) and to additionally send side information that is utilized in the
adaptation process. The side information is such that it allows the adaptation
process to be performed with lower complexity than with transcoding without side
information while still providing high compression efficiency. Thus good downlink
bandwidth utilization can be achieved. The output of the adaptation process is a
non-scalable video bitstream. Thus decoding of the bitstream from the adaptation

process can be done with a low-complex non-scalable decoder.

Two particular embodiments can be described as follows:
1. The side information contains one or more low quality (lower than the main
‘high quality video” sent on the uplink) representations, compressed with
dependency on the high quality video. The concept of dependent coding is

similar to scalable coding; however instead of predicting higher quality video
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from lower quality video as in typical scalable coding, lower quality video is
predicted from higher quality video. In the adaptation process, if the higher
quality video is requested to be sent to the receiver, the main “high quality
video” stream can be forwarded, and no further processing is needed. If the
lower quality video is requested, either both high and low quality video
streams are forwarded (allowing the receiver to decode the low quality video
resolving the dependencies from the high quality video), or the high quality
video stream is forwarded (requiring the receiver to downsample after
decoding), or the low quality video is transcoded to a non-scalable
compression format in the adaptation node, and the transcoded video is

forwarded.

2. The side information contains information that guides a transcoding process
in the adaptation node. An example is a partially coded low resolution video
representation that e.g. contains only mode/motion information, but no
transform coefficient data. The mode/motion information is used in the

transcoding process, thus reducing its complexity significantly.

The proposed technology is described with a focus on spatial scalability (where
different layers, or operating points, in the scalable bitstream would have different
video resolutions) but it could equally well be used for other types of scalability as
well. One other example is SNR scalability where the resolution is same but the
quality differs in the operating points. Other examples of scalability where the
proposed technology could beneficially be implemented concerns color gamut
scalability where transcoding is performed between two color representations, and
codec scalability where transcoding is performed from one codec e.g. HEVC/AVC to
another codec e.g. AVC/HEVC.

The side information decoding step S40 can, according to a particular embodiment,
comprise decoding the received side information based on at least one of mode or
motion information or in-loop filter information received in the video bitstream, and
the encoding step S50 comprises encoding the representation of the received video
bitstream based at least on at least one of the decoded mode or motion or in-loop

filter information. The mode or motion or in-loop information can, according to a
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further embodiment, be down sampled prior to decoding, and the encoding step S50
is subsequently based on the down sampled mode, motion, or in-loop filter

information.

In order for the transcoder or transcoding arrangement to 100 optimize its
transcoding operation according to the proposed technology, the input video and
the side information needs to be properly generated and provided by e.g. a video
provider arrangement 200. Embodiments of methods in such an arrangement 200

will be described with reference to Figure 5.

Initially in step S100, a provided video signal or video bitstream is encoded with a
predetermined video format, and in step S200 side information relating to the
encoded video signal and potentially to at least one other predetermined video
format for the video bitstream is generated. The side information can include at least
one of mode, motion, or in-loop filter information for at least one other
predetermined video format or representation for the video bitstream. The generated
side information can be used to enable transcoding of the provided video bitstream
in a transcoder arrangement 100 according to the previously described
embodiments by supporting generation of transcoding guiding information in the
transcoding arrangement. Finally, in step S300, the encoded video bitstream and
the generated side information are transmitted to a sink e.g. network node or user

equipment.

The side information and the encoded video bitstream can be transmitted S30
together as an interleaved bitstream, or in separate layers within a single carrier, or
in separate carriers or channels, as illustrated in Figure 5. In order to enable a
receiving transcoding node to utilize the provided side information, optionally an
indication of the provided side information as well as optionally an indication of the
potential use of the provided side information can be transmitted to the transcoding

node.

The side information can, according to one embodiment, be provided as one layer of
a scalable video bitstream in which one high fidelity layer comprises the main video

and one or more low fidelity layers comprise the side information. In this case an
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indication can be provided in the scalable video bitstream that one or several layers
has transcoding dependency with the first layer. The indication can be defined in the
video parameter set (VPS) and/or in a SEl message in the beginning of the
bitstream or in a separate channel. Another alternative is to provide the side
information in a separate video bitstream e.g. HEVC in addition to a single layer
bitstream e.g. HEVC. Each bitstream can in that case include a SEI message in the
beginning of the bit streams that indicate what it can be used for or have the
indication in a separate channel. In a further embodiment the side information is

provided in a separate channel altogether.

For some occasions, it is necessary to provide the transcoder arrangement 100 with
information concerning the encoding process of the video provider arrangement
200. One such particular case could be the input video having a high resolution and
the output video having a low resolution. In that case, also information concerning
any down-sampling process in the transcoder needs to be provided in the side
information or in some predetermined specification. In particular, it might be
necessary to provide information enabling the transcoder to e.g. properly down

sample high resolution pixel data to low resolution pixel data.

Other information that can be provided in the side information is indications on
which version or type of encoder 210 used in the video provider arrangement 200. If
residuals are included in the side information, then the side information could
additionally comprise indications on which transforms are used, which scaling etc.
Other information included in the side information could include use or non-use of
RDOQ in the encoder, error criteria used in the selection of coding parameters e.g.
SAD, SSD, SSIM etc.

In some cases, the side information could contain a complete bitstream or a layer of
a bitstream. In such a case an indication is provided in the video provider
arrangement 200, which indication guides the transcoder arrangement 100 to which
parts of the provided bitstream it should modify. As an example, a residual may be
coded in a simple manner to reduce the overhead in the uplink. When the
transcoder rewrites the bitstream it should re-use everything but the residual.

Another example is that the side information could contain alternative in-loop filter
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parameters that could be used to further optimize the bitstream. In such a case the
transcoder only needs to reuse everything in the video bitstream with exception to

the SAQO parameters provided in the side information.

Additionally, the video provider arrangement 200 could be adapted for providing an
indication about a suggested encoding strategy for the transcoder arrangement 100,
e.g. send side information to indicate which mode, motion, or in-loop filter search

strategy it should apply, which quantization strategy it should apply and how to
apply it.

These are only a few of the possible types of guiding information that can be

generated or provided in the side information sent to a transcoder arrangement 100.

The side information can be transmitted S300 in a plurality of different ways,
including as at least one SEI message, encapsulating mode/motion information, as
auxiliary picture in the video bitstream, as a scalable layer with a different layer-id

than the main video.

Below will follow descriptions of a plurality of embodiments of the transcoding

method of the proposed technology.

With reference to Figure 6, an embodiment of the proposed technology when
applied to an adaptation node is disclosed. In a corresponding manner to
transcoding, a video bitstream is encoded in an encoder and side information
pertaining to the video bitstream is generated. Both the encoded video bitstream
and the generated side information are transmitted over the uplink to an adaptation
node in which the video bitstream is adapted. The adapted video bitstream is
subsequently transmitted over the downlink and received in a decoder where it is

decoded into an output video bitstream.

Figure 6 shows the general block diagram of the proposed system when applied to
an adaptation process. The encoder is typically a non-scalable video encoder, such
as a HEVC Main profile encoder. Additionally, side information is generated S200,

based on input from the input video and from the encoder.
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The generated side information is sent S300 in addition to the main encoded video
bitstream, i.e. through the uplink. The bit rate used for the transmission of side
information is typically much lower than the bit rate of the main video data, e.g. in
the order of 10% of the main video data (see below for a more detailed performance
discussion). The side information may be transmitted S300 separately from the main
video data, e.g. through a different physical or logical channel. However, typically
the side information is transmitted interleaved with the main video data. One way of
sending the side information is to use HEVC supplemental enhancement information
messages (SEI) interleaved in the main bitstream. Another way is to use other
HEVC NAL units (network adaptation layer), that may be distinguished from the
main bitstream e.g. by the value of nuh_layer_id in the NAL unit header, similar to

how scalable video layers are distinguished in SHVC.

The side information is provided S300 to the adaptation node, in addition to the
main video data, and then utilized S40 by the adaptation node in the adaptation

process.

With reference to Figure 7, an embodiment of a transcoding method and
arrangement of the proposed technology using side information to control

transcoding with mode/motion re-use will be described.

Figure 7 shows the transcoding node 100 according to a particular embodiment
which extends the transcoding solution depicted in Figure 3. Here the decoder 110,
130 is typically a non-scalable decoder, e.g. HEVC Main profile decoder. The side
information is fed into a “side information utilizer” 120, 140. The side information
utilizer 120, 140 can optionally receive data from the decoder 110, 130. Optionally,
the side information utilizer 120, 140, based on the side information received S20,
controls the pixel resampling and mode/motion resampling processes in the
transcoding process. Here and in the following, mode/motion information may
comprise information such as block partitioning structure, CU (coding unit)
partitioning structure, prediction mode (inter-coded or intra coded), PU (prediction
unit) partitioning structure, TU (transform unit) partitioning structure, intra prediction

directions, and motion vectors. Alternatively or additionally, the side information
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utilizer 120, 140 provides input to the encoding process and/or controls the
encoding process. The particular operations in the side info generator depend on
the video resolutions that are requested (not illustrated in 7), e.g. by the receiving
device or devices. For instance, if a certain representation of the video is requested,
then the side information utilizer 120, 140 controls the pixel resampling,
mode/motion resampling and encoder 150 such that that particular representation is
generated by the encoder 150. The side information generation (not depicted in

Figure 7) generates the commands used by the side info utilizer 120, 140.

With reference to Figure 8, a further embodiment of an adaptation or transcoding
method and arrangement according to the proposed technology, in which video
adaptation with side information is performed including low quality video will be

described.

Figure 8 shows the adaptation node 100 according to another particular
embodiment, which is a particular example of the embodiment described with
reference to Figure 7. Here, the side information utilizer 120, 140 receives S10 the
non-scalable main video bitstream (through the arrow marked as “uplink”) as well as
the side information S20 (through the arrow marked as “side info (uplink)”). The side
information could for example be a video encoded at low resolution, i.e. lower than
the main video. The low-resolution video is either coded with dependency on the
high-resolution video, or it is coded using a non-scalable video scheme. If the high-
resolution video is requested, then the side information utilizer forwards only the
video bitstream received through the “uplink” channel, i.e. the non-scalable main
video bitstream. If the low-resolution video is requested and the side information is
coded independent from the main video bitstream, then only the side information is
forwarded. If the low-resolution video is requested and the side information is coded
dependently from the main video bitstream, then either main bitstream and side info
are forwarded, or the side info is at least partly decoded (with the help from the main
video bitstream) and then re-encoded. If, as in this example, the side information
contains coded video data, which is either dependent on the main video bitstream or
not, then the side info generation depicted in Figure 3 would contain a video

encoder.
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With reference to Figure 9, a further embodiment of an adaptation or transcoding
method and arrangement with transcoding guided by side information according to

the proposed technology will be described.

Figure 9 shows the adaptation or transcoding arrangement 100 according to
another particular embodiment, which is a particular example of an embodiment. In
this embodiment, the decoder 110, 130 may receive S10 a compressed video coded
with a non-scalable video scheme such as HEVC Main profile, the video having high
resolution. The decoder 110, 130 decodes S30 the compressed video into pixel
data. The pixel data is then resampled to the target resolution, as determined by the
side information utilizer 120, 140, based on the received S20 side information
comprising resolution and/or quality requested e.g. by the receiving device or

devices.

The side information may contain compressed mode/motion information. The
compressed mode/motion information may be coded with dependency on the
mode/motion information in the main video. In that case, the side information utilizer
120, 140 may decode the side information with dependency on the mode/motion
information in the main video data. Decoding S40 the side information with
dependency on the main video data may involve resampling or sub-sampling of the
mode/motion information in the main video data. To that effect, operations similar to
the operations in SHVC (when spatial scalability is used) may be utilized, however
contrary to SHVC, the “source” (or reference) mode/motion information would be
associated with a high resolution video, and the “target” (or predicted) mode/motion
information would be associated with a low resolution video. Further contrary to

SHVC, no “residual data” (transform coefficients) may be provided.

The side information utilizer 120, 140 provides the decoded mode/motion
information to the encoder 150, which utilizes that information in the encoding
process S50. The encoder may utilize the provided mode/motion information “as is”
in the encoding process, thus replacing the mode/motion estimation stage typically
found in encoders. Alternatively, the provided mode/motion information may be
interpreted by the encoder 150 as hints that determine the operation of the

mode/motion estimation stage in the encoder 150. For example, a range of block
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partitionings (e.g. CU, PU, TU) or a motion vector search range could be indicated,

according to which the mode/motion operation would be performed.

Another example of utilizing the proposed technology is for the case of scalable

video coding with prediction from high resolution to low resolution.

This embodiment exemplifies the use of scalable representations where the bottom
layer (base layer) is representing the highest resolution and the following layers
(enhancement layers) represent one or more lower resolutions. Such scheme could
be utilized for dependent coding of side information as exemplified in the

embodiments in Figure 8 and Figure 9.

A flag in the bitstream could indicate if inter-layer prediction is performed by up-
sampling or by down-sampling. Alternatively, the image resolution of both base and
enhancement layer could be transmitted e.g. in one or more parameter sets such as
picture parameter sets (PPS), sequence parameter sets (SPS) or video parameter
sets (VPS), and based on the relation of base and enhancement layer image
resolutions, it could be inferred whether up-sampling or down-sampling would be
utilized. Down-sampling can include down-sampling parts of the reconstructed
samples from the base layer, down-scaling parts of the motion vectors from the base

layer or down sampling parts of the residual from the base layer.

Additional flag(s) can indicate if inter-layer prediction is performed by down-
sampling pixel values or motion vectors. For example, one flag could indicate
whether inter-layer pixel prediction is used, and one flag could indicate whether

inter-layer mode/motion information is used.

Down-sampling consist of reducing the number of samples from a higher resolution
to a lower resolution. Low-pass filtering is preferably performed before down-

sampling to avoid aliasing.

Down-scaling of motion vectors consists of scaling the motion vectors according to
the ratio between the low and high resolution. Consider a ratio of 2 (both

horizontally and vertically) and that the motion is 2 horizontally and 1 vertically in
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high resolution. Then the down-scaled motion is 2/2=1 horizontally and 1/2=0.5

vertically.

One example of how to achieve inter-layer prediction with down-sampling of high
resolution samples is to include one or more down-sampled picture as reference
pictures in the reference picture buffer of the low resolution layer. When a region in
the low resolution layer wants to use a down-sampled area for prediction it just uses

the corresponding reference index with a zero motion vector.

One example of how to achieve inter-layer motion prediction is to store the down-
scaled mode/motion information from the base layer as the temporally collocated

picture, i.e. using TMVP mechanisms.

In other words, the embodiment includes a situation in which the predetermined
input video format has a high resolution and the predetermined output video format
has a low resolution, and wherein the video decoding step S30 comprises decoding
a high resolution layer of the video bitstream to obtain high resolution pixel data and
down sampling the high resolution pixel data to a desired low resolution.
Subsequently, the side information decoding step S40 comprises decoding the
mode and/or motion data for the desired low resolution, and the encoding step S50
comprises encoding the down sampled pixel data based on the decoded low

resolution mode and/or motion data.

For an embodiment having a same video resolution for the output and input video
formats, the video decoding step S30 comprises decoding the video bitstream to
obtain high fidelity pixel data, and the side information decoding step S40 comprises
decoding the mode and/or motion data for the desired low fidelity bitstream, and the
encoding step S50 comprises encoding the high fidelity pixel data based on the

decode low fidelity mode and/or motion data.

With reference to Figure 10, a further embodiment of a transcoding method and
arrangement for scalable video coding with prediction of mode/motion data from

high resolution to low resolution will be described.
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This embodiment exemplifies the use of a scalable representation where the bottom
layer (base layer) is representing the highest resolution and the following layers
(enhancement layers) represent one or more lower resolutions. The layers
representing the lower resolutions may utilize inter-layer mode/motion prediction
with resampling similar to a previously described embodiment in order to reduce the
number of bits spent for coding mode/motion information. If no inter-layer prediction
is used this embodiment is similarly applicable for the case of having a low
resolution in the base layer and highest resolutions in one of the enhancement

layers.

In one variant of this embodiment, data for representing prediction residual data (or
transform coefficient data) is only provided for the layer that represents the highest
resolution; all other layers (i.e. those layers representing lower resolutions) do not
contain such residual data. All other mode/motion and partitioning information is
present for all layers, only the coefficients are not present for layers with smaller
resolutions. The coefficients are not present for the smaller resolutions in order to
reduce the size of the scalable bitstream. A flag in the bitstream may indicate that
the residual is missing for all layers but the layer with highest resolution.
Alternatively, it can be indicated separately for each layer whether it contains any
residual. The missing residual in respective layer is re-generated by computing the
difference between the down-sampled final reconstructed pixels for the high fidelity
layer and the prediction in a low fidelity layer. The difference is then transformed

and quantized after which the normal decoding processes applies.

A transcoder, e.g. according to Figure 9, can then use this information to speed up
transcoding to one of the lower resolutions partly coded in the scalable bitstream, as

follows:

The corresponding architecture is illustrated in 10. The transcoder 10 decodes S30
the high-resolution layer to obtain the high-resolution pixel data, and then down
samples those high-resolution pixel data to the desired low resolution. It further
decodes S40 the mode/motion data for the desired low resolution, optionally using
the down sampled mode/motion data from the high resolution as a prediction

reference. Then it utilizes the decoded low-resolution mode/motion data to encode
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S50 the down sampled pixel data (involving motion-compensated residual
generation, transform, quantization and entropy encoding), and it generates an
output bitstream according to a single layer video coding specification such as
HEVC Main profile, containing the low resolution mode/motion information and the
quantized and transformed residual data after applying the low resolution
mode/motion information on the down sampled high resolution pixel data. Note that
although not indicated here, the side info utilizer 120, 140 in this example could also

control the transform and quantization stage.

Referring to Figure 6, the mode/motion information for the low resolution
representations is generated in the side info generation, which has similar
architecture as a single layer encoder such as a HEVC Main profile encoder (in
case the mode/motion information is coded independent of the high resolution
mode/motion information) or a scalable encoder such as a SHVC encoder (in case
the mode/motion information is coded dependent on the high resolution
mode/motion information), and it may further include resampling or down-sampling
operations to reduce a low resolution version of the input video. Techniques such as
rate-distortion optimization (RDQO) can be employed in the side info generation to
optimize the side information with respect to the bit rate required to transmit it, and
the bit rate and quality provided by the transcoded video bitstream that will be sent
through the downlink. For the purpose of the RDO, the side information generation
may simulate the transcoding operation in order to determine the bit rate and quality

of the resulting transcoded bitstream.

In other words, compared to the simple transcoder shown in Figure 2, the
mode/motion information for low resolutions is generated at the sender side and
transmitted to the transcoder arrangement 100, where it is fed into the encoder
stage, replacing the mode/motion estimation in the encoder stage 150 of the

transcoder arrangement 100.

In order for the side info generation to perform efficient RDO, it needs to have exact
knowledge of the operations performed in the adaptation node, e.g. filters used for
pixel and/or motion resampling, and operations performed in the encoder stage of

the transcoder (motion-compensated reconstruction including motion compensated
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prediction, intra prediction, transform, quantization, reconstruction, loop filtering,

etc.), i.e. how the side information is actually applied in the encoder stage of the

transcoder. One option for the side information generation to have that knowledge is

that the side information generation and transcoder would be provided as a “closed

5 solution”, i.e. by a single vendor providing the complete solution. Another option

would be that some or all of the operation of the transcoder would be standardized

in a standard specification, such as an appendix to the HEVC specification.

As an example using HEVC, the embodiment can be performed by an encoder by

10 the following steps:
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1.

The encoder or another entity uses down sampling to construct pictures of
lower resolutions. The down sampling method needs to be agreed between

encoder and adaptation node, preferably standardized.

The encoder encodes the highest resolution picture and outputs a bitstream
that is compliant to the HEVC video coding standard. The block structure,
block modes, intra modes, motion vectors, and reference pictures used for

motion compensation are stored.

The encoder encodes each picture of lower resolution by deciding on block
structure and performing motion estimation and mode selection for all the
blocks in the picture. Side information is generated that may include the

following:

a. Block partition sizes for coding units (CUs), prediction units (PUs), and
transform units (TUs). These may be encoded with or without
predicting the sizes from a higher resolution pictures. For instance, if
the higher resolution choses a 64x64 coding unit for a particular block
and the lower resolution is 2x smaller, resolutions 32x32 and 64x64
are made cheaper than other block sizes as they are expected to be
more likely to occur for the corresponding picture area. Likewise, if the
transform size is 8x8, the transform sizes 8x8 and 4x4 are made
cheaper than other transform sizes. This can for example be realized

by including block sizes from the corresponding higher resolution into
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the CABAC context when coding the block sizes of the current
resolution. Here and in this document, including certain information
into the CABAC context is to be understood as selecting a CABAC

context based on that information.

b. Block modes for the coding units. Again, they may be encoded with or
without predicting from a higher layer. If predicted, the block mode of the
corresponding picture area of a higher layer is used for predicting the
mode of the current block. For instance, if the corresponding block(s) in
the higher resolution picture is Intra coded, Intra mode is made cheaper
for the lower resolution block. As with block sizes, the prediction can be
realized by including co-located block modes into the CABAC context

when coding the mode.

c. Intra prediction mode for the blocks whose mode is Intra, either
predicted from higher quality layer or not, similar to what is described

above.

d. Motion vector and reference picture for motion compensation for the
blocks whose mode is Intra, either predicted from higher quality layer or
not, similar to what is described above. Prediction of motion vectors can
be realized by including information about the higher quality layer motion
vectors into the CABAC context for coding the motion vectors in the lower
quality layer, or prediction of motion vectors by means of predictive
motion vector coding using techniques such as adaptive motion vector
prediction (AMVP) or temporal motion vector prediction (TMVP), where a
motion vector predictor would be derived based on the motion vectors in
the higher quality layer, and when coding the lower quality layer motion
vector, the difference between the actual lower quality vector and the

motion vector predictor is coded.

e. Quantization parameter for all blocks
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f. SAQO parameters for the picture, either predicted from higher quality

layer or not, similar to what is described above.

The selection of side information a-f above can be performed by employing
rate-distortion optimization (RDO) techniques. In such techniques, typically,
the impact of coding mode or parameter decisions is evaluated by
considering the impact of the decision on both the resulting video distortion
after reconstructing the video (D) and the bit rate required for coding (R).
Here, D is typically a function of the reconstructed video and the
corresponding original (undistorted) video, e.g. a mean-square error (MSE)
or signal-to-noise ratio (SNR) or peak-signal-to-noise ratio (PSNR). The
impact of both D and R is typically considered by minimizing a cost function
D+lambda*R, i.e. a weighted sum of distortion and bit rate, using a weighting
factor lambda. The cost function is typically evaluated for several different
parameter choices, and then the choice that minimizes the cost function is
selected by the encoder. In the case of side information coding, the distortion
Dianscodead 10 CcONnsider is the distortion that would be observed after using the
side information in the transcoding process and then decoding the
transcoded video. Furthermore, two bit rates may be considered, the bit rate
required to code the side information in the uplink (i.e. when sending the
video from the encoder to the transcoder), Rsgeinformations @nd the bit rate
required to represent the video after transcoding, Ryanscosea- If the side
information is coded independent of the high quality video, then the side
information may be used as-is in the transcoded video, thus Rsigeinformation COUId
be considered to have a direct linear contribution in Ryanscodes, 1N Which case
Diranscogeatl@mbda*Rsigeinformation €@N be used as cost function. If the side
information is coded with dependence on the high quality video, then no such
relationship between Rgigeinformation @Nd Ryanscodes May exist, and the two rates
may be considered through separate terms in a cost function such as
Dhranscodea*1@mMbdasigeinformation *Rsideinformation +1@Mbd@yanscoded *Riranscodea,  USING  two

weighting factors lambdasigeinformation @Nd lambdayranscoded-

. The encoder reconstructs the lower resolution picture by using the

sizes/modes/vectors/QP/SAQ that was sent in the side information:
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a. Constructing residual blocks by applying the block mode and either
Intra prediction mode or motion vector and reference picture

depending on whether the block is Intra or Inter.

b. Quantizing the residual blocks according to a known quantization
method. Note that quantization methods are generally not
standardized so this method needs to be agreed between encoder and
adaptation node or standardized (preferred).

10
c. Inverse quantize the block, add it to the prediction and form the

reconstructed block according to the HEVC specification.

d. Apply de-blocking filter and SAO for the picture. The reconstructed
15 picture will now be bit-exact to what a decoder decoding the stream

after the adaptation node will decode.

Following the same example, these steps may be performed by an adaptation node
to generate a single layer low-resolution bitstream from the incoming high resolution

20 bitstream and side information:

1. Decode the high-resolution bitstream. Store block structure, block modes,
intra modes, motion vectors and reference pictures used for motion

compensation.

25
2. The high-resolution picture is down sampled by using the
agreed/standardized down sampling method.
3. The adaptation node decodes the block sizes, block modes, intra prediction
30 modes, motion vectors, and reference pictures for motion compensation,

quantization parameter, and SAO parameters from the side information bit-
stream. Note that some of all of these parameters may be predicted from
parameters stored during decoding of the high-resolution bitstream. These

decoded parameters are included in the output bitstream.
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4. For each block, the block size, modes (including Intra and Inter modes and
parameters), and QP are used to form residual blocks. These residual blocks
are then quantized according to the known quantization method described

above. The resulting coefficients are included in to the output bitstream.

5. Inverse quantize each block, add it to the prediction and form the

reconstructed block according to the HEVC specification.

6. Apply de-blocking filter and SAO for the picture. The reconstructed picture
will be bit-exact to the result of decoding the output stream. The output

stream will be a compliant single layer HEVC stream.

The adaptation steps 4 and 5 above may have to be performed on a per-block level,
such that when reconstruction a block in step 5, the result of the reconstruction
process of previously decoded blocks in the same picture are taken into account.
That is typically the case when intra-prediction modes are used, since those
generate the prediction signal based on decoded pixels in the block neighborhood.
It may be desirable to avoid such per-block processing since it may be simpler to re-
use existing decoder implementations for implementing the new scheme when the
decoding process is only affected on a picture level. This can be realized for a given
picture when no intra predicted blocks are used. Alternatively, it can be realized
when prediction for intra-predicted blocks based on reconstructed inter-predicted
blocks is disabled, which is called “constrained intra prediction”, and additionally,
any prediction between intra-predicted blocks is avoided, e.g. by avoiding placing
intra-coded blocks next to each other. An encoder has the choice to fulfill such
constraints. However in order for the transcoder or decoder to make use of that fact,
such as to perform only picture level processing, e.g. using existing transcoder or
decoder implementations, the transcoder, or decoder needs to be aware that such
constraints have been fulfilled by the encoder. Thus the encoder may signal that it
has followed such constraints, e.g. by using a flag or indicator that indicates
whether the constraints have been fulfilled or not. If the transcoder or decoder
receives the flag and the flag indicates that the constraints have been fulfilled, it can

perform picture-level processing or, alternatively, block-level processing. If the
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transcoder or decoder receives the flag and the flag indicates that the constraints
have not been fulfilled, the transcoder or decoder can perform block-level
processing, or if it does not support using block-level processing, it can indicate that

it cannot decode the video.

An advantage with the guided transcoding architecture above is that compared to
known transcoding architectures such as depicted in Figure 2 or Figure 3, the
additional side information can provide optimized mode/motion information to the
encoding stage of the transcoder such that very high compression efficiency can be
achieved for the transcoded bitstream while the encoding stage in the transcoder
does not have to include mode/motion estimation, which is typically the major
reason for high transcoding complexity. It can be noted that since the side
information generation is located at the sender side of the system, it can utilize
original video data for generation of the low-resolution mode/motion information,
unlike what conventional transcoders according to Figure 2 or Figure 3 could do
since they have only the compressed bitstream available. Compared to conventional
transcoding, the availability of original video data for utilization in mode/motion
optimization allows the proposed system to achieve slightly better compression
efficiency of the transcoded bitstream, i.e. a slightly better downlink bandwidth

utilization.

Yet another embodiment of the proposed technology for scalable video coding with
prediction of pixel data from high resolution to low resolution, and utilization for
transcoding will be described with reference to Figure 11. In this embodiment, the
arrangement includes two separate side information utilization units 120, 140, and
the side information is consequently used for at least two different purposes. On one
hand the side information is in the form of a low-resolution video bitstream and is
used in a low-resolution decoder to generate low-resolution pixel data, on the other
hand the side information comprises mode/motion information that is used to

generate low-resolution mode/motion data.

This embodiment can be seen as a variation of the embodiment described with
reference to Figure 10 with respect to the side information transmitted and used in

the transcoding. In Figure 10, the side information comprises mode/motion
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information corresponding to the low-resolution video, and no coefficient information
corresponding to the low-resolution video. Here, the side information comprises
both mode/motion information and coefficient information for the low-resolution
video, as illustrated in Figure 11. Here, two kinds of side information are sent,
mode/motion data (at the bottom of the figure), and low-resolution video data, which
contains coefficient data and may contain mode/motion data (at the top of the
figure). Both types of side information are preferably interleaved (not illustrated) in a
single stream, e.g. using different NAL units distinguished by NAL unit type of layer
identifier. The mode/motion information that is contained in the low resolution video
bitstream illustrated at the top of the figure may or may not be identical to the
mode/motion information that is contained in the side info illustrated at the bottom of
the figure. If that motion information is not identical, they may be coded dependent

on each other, in order to achieve higher compression efficiency.

The low-resolution coefficient data may contain prediction residual data as in
conventional single layer video or scalable video. It may be coded with dependency
on the down sampled high resolution pixel data, then using similar prediction
mechanisms as in scalable coding (e.g. SHVC), with the difference that a down
sampling operation is involved for inter-layer prediction. The “low res decoder’” may
reconstruct the low-resolution pixel data, e.g. using motion-compensated

reconstruction mechanisms.

The output of the “low res decoder” is low-resolution pixel data. Together with the
low-resolution mode/motion information, it is fed into the motion-compensated
residual generation stage in the encoder stage 150 of the transcoder arrangement
100, which generates the low resolution residual data that is transformed, quantized

and coded into the output bitstream.

Note that although not indicated in the figure, the side info utilizer 120, 140 in this

example could also control the transform and quantization stage.

Another example of the multiple usage of the side information will be described with
reference to Figure 12, in which guided transcoding with side information is

performed for residual refinement.
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This embodiment is an extension of the embodiment in Figure 10 with respect to the
side information transmitted and used in the transcoding. In Figure 10, the side
information comprises mode/motion information corresponding to the low-resolution
video, and no coefficient information comprising to the low-resolution video. Here,
as lllustrated in Figure 12, the side information comprises both mode/motion
information (illustrated at the bottom of Figure 12) and coefficient information for the
low-resolution video (illustrated at the top of Figure 12). Both types of side
information are preferably interleaved (not illustrated) in a single stream transmitted
on the uplink, e.g. using different NAL units distinguished by NAL unit type of layer

identifier.

Although illustrated as two separate side information inputs and two side information
utilization units 120, 140, it is equally possible to have a single side information
utilization unit 120, 140 enabling the reception of two separate side information bit

streams interleaved into a single side information bit stream..

The low-resolution coefficient data may contain prediction residual data as in
conventional single layer video or scalable video. It may be coded with dependency
on the down-sampled high-resolution pixel data, then using similar prediction
mechanisms as in scalable coding (e.g. SHVC), with the difference that a down-
sampling operation is involved for inter-layer prediction. The output of the “residual
decoder” is low-resolution residual data. The “residual decoder” may reconstruct the
low-resolution residual data without performing motion-compensated reconstruction

mechanisms.

The encoder stage of the transcoder comprises motion-compensated residual
generation, followed by residual adjustment (the result being adjusted residual
data), transform coefficients (the result being transform coefficients and bitstream
generation). The motion-compensated residual generation uses main video pixel
data down-sampled to the target resolution as input data, and the motion
compensated residual generation is performed by utilizing the low-resolution
mode/motion data received as side information (that data is optionally encoded

dependent on the down-sampled mode/motion data from the main video). In the
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residual adjustment stage, the residual data generated in the motion-compensated
residual generation is adjusted based on the low-resolution residual data decoded
by the residual decoder. The residual adjustment operation could for example
include adding the two residual signals, or subtracting them from each other. The
resulting adjusted residual data is transformed, quantized, and entropy coded

together with the low resolution mode/motion data.

Note that alternatively to the example depicted in Figure 12 adjustment operations
similar to the residual adjustment operation could also be performed on the pixel
data that is input to the motion-compensated residual generation or on the transform

coefficients that are output from the transform and quantization stage.

Note that although not indicated in the figure, the side information utilizer in this
example could also control the transform and quantization stage, and the residual

adjustment stage.

As indicated above the side information can comprise residual information related to
the predetermined input video format, as well as or alternatively search ranges of
coding parameters to further enhance the transcoding. The side information and the
encoded video bitstream can be transmitted together as an interleaved bitstream, or
in separate layers within a single carrier, or in separate carriers or channels. In
order to enable the receiving transcoding arrangement 100 to utilize the provided
side information, optionally an indication of the provided side information as well as
optionally an indication of the potential use of the provided side information is
transmitted to and received by the transcoding node. Consequently, the transcoder
arrangement 100 comprises an indication identification unit operable to detect the

presence of such an indication and how to interpret the provided side information.

As mentioned above, the side information may contain mode/motion information
and/or transform coefficients related to potential target output resolutions or target
output operation points of a guided transcoder. It may also contain information
about parameters for pixel resampling and/or motion resampling (e.g. filters used),
loop-filter parameters for a target output resolution (e.g., de-blocking parameters or

SAO, sample adaptive offset, parameters), quantization parameters to be used in
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the encoding stage of the transcoder, or other encoding parameters. The
parameters in the side information can be coded with dependency on related
parameters in the main video bitstream, e.g. differential coding can be applied,

similar to scalable coding.

The adaptation methods mentioned above can be varied over time, e.g., different
methods may be applied for different pictures in the video. Accordingly, the type and
amount of side information may vary. For instance, side information for guided
transcoding may be sent for some pictures, whereas no side information may be
sent for some other pictures (e.g. non-reference pictures). Using such variations, a
trade-off between the amount of side information transmitted and the transcoding

complexity can be selected.

With reference to Figure 13, a brief overview of an embodiment of a system of the
proposed technology will be described. As mentioned previously, for transcoding or
adaptation, an input video (or other media) is provided by a video provider
arrangement 200 in a source node e.g. base station node or video provider. The
video is transmitted to an intermediate node such as an adaptation or transcoding
node including a transcoding arrangement 100 according to the proposed
technology. In the intermediate node, the input video is processed in order to adapt
it to requirements of a destination or sink node and to provide an adapted or
transcoder output video bitstream. After processing, the output video is transmitted
to the sink node e.g. user equipment or the like, where it can be displayed in its

adapted format.

With reference to Figure 14, a general embodiment of a transcoder arrangement
100 for transcoding a video bitstream according to the proposed technology will be
described. The arrangement is adapted, configured, or operable to perform all
functions as described with reference to the previously described block or flow

charts of the embodiments of the transcoding method.

Consequently, the transcoder or adaptation arrangement 100 includes a video
receiver 110 configured for receiving a video bitstream with a first predetermined

input video format, and at least one side information utilization unit comprising a
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side information receiver 120 configured for receiving side information related to the
video bitstream, the side information comprising at least one of mode or motion or
in-loop filter information relating to at least one other predetermined video format for
the video bitstream, and a side information decoder 140 configured for decoding
said received side information to generate transcoding guiding information. Further
the transcoder arrangement 100 includes an encoder 150 configured for encoding a
representation of said received video bitstream based at least on said generated
transcoding guiding information, to provide a transcoded video bitstream with a

predetermined output video format.

According to a further embodiment, the predetermined input video format and said

predetermined output video format can be identical or different from each other.

According to yet another embodiment, the side information decoder 140 is
configured for decoding the received side information based on at least one of mode
or motion or in-loop filter information received in the video bitstream, and the
encoder 150 is configured for encoding the representation of the received video
bitstream based at least on at least one of the decoded mode or motion or in-loop

filter information.

In an additional embodiment the transcoder arrangement is configured for down
sampling the mode or motion or in-loop filter information prior to decoding, and the
encoder 150 is configured to decode the representation based on the down sampled

mode or motion or in-loop filter information.

According to a further embodiment the transcoder arrangement includes a video
decoder 130 configured for decoding the received video bitstream to provide pixel
data as the representation of the received video bitstream. The video decoder 130
is, according to one embodiment, configured for decoding a high resolution layer of
the video bitstream to obtain high resolution pixel data and down sampling the high
resolution pixel data to a desired low resolution, and the side information decoder
140 is configured for decoding the mode or motion or in-loop filter data for the
desired low resolution, and the encoder 150 is configured for encoding the down

sampled pixel data based on the decoded low resolution mode or motion or in-loop
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filter data. In yet another embodiment, the video decoder 130 is configured for
decoding the video bitstream to obtain high fidelity pixel data, and the side
information decoder 140 is configured for decoding the mode and/or motion or in-
loop filter data for the desired low fidelity bitstream, and the encoder 150 is
configured for encoding the high fidelity pixel data based on the decode low fidelity

mode and/or motion or in-loop filter data.

As described with reference to the transcoding method, the side information can
further comprise residual information related to the predetermined input video
format, and/or search ranges of coding parameters to further enhance the

transcoding.

The transcoding arrangement 100 can be configured to receive the side information
separately or together with the video bitstream. In order to enable optimal use of the
side information, the transcoding arrangement 100 comprises an identifying unit
configured for identifying an indication about the presence of said side information
within said video bitstream. This identifying unit is typically part of the side

information receiver or video receiver.

The transcoding arrangement 100 can be implemented in a network node (fixed or
wireless), such as a base station node or a video provider node, or in a user

equipment, such as a mobile phone or laptop or similar.

With reference to Figure 15, a video provider arrangement 200 will be described.
The video provider arrangement 200 is configured, adapted, or operable to provide
an input video bitstream to the above described adaptation or transcoder
arrangement, as well as aside information relating to one or more representations of
the video bitstream. The video provide arrangement 200 includes an encoder 210
configured for encoding a video bitstream with a predetermined video format, and a
side information generator 220 configured for generating side information related to
the video bitstream, the side information comprising at least one of mode or motion
or in-loop filter information relating to at least one other representation or
predetermined video format for the video bitstream. The generated side information

can be used to enable transcoding of the provided video bitstream in a transcoder
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arrangement 100 according to the previously described embodiments by supporting
generation of transcoding guiding information in the transcoding arrangement.
Finally, the video provider arrangement 200 includes a transmitter 230 configured
for transmitting the encoded video bitstream and the generated side information.
According to different embodiments, the transmitter 230 can be configured to
transmit the side information and the video bitstream separately in a same channel,
separately in different channels, or interleaved in a same layer in a same channel,
or in some other manner provide the side information and the video bitstream to a

transcoding arrangement or node.

In order to facilitate the use of the side information in a receiving transcoder
arrangement the transmitter 230 is configured for providing an indication about the

presence of the side information.

The video provider arrangement 200 can be included in a network node or a user

equipment.

In the following section a comparison of the benefits of the proposed over prior art
solutions will be described. The following table, Table 2, provides a quantitative
estimate on the performance of simulcast delivery (prior art), scalable coding (prior
art), conventional transcoding (prior art) and guided transcoding according to the
embodiment described with reference to Figure 9. It is assumed that two video
representations are required, a low resolution (e.g. 960x540 pixels) and a 4x higher
resolution (e.g. 1920x1080 pixels), both having the same frame rate (frames per
second, fps, e.g. 60 fps). It is also assumed that the bit rate ratio for compressing
those resolutions (using single layer coding) is r=3, i.e. the high resolution
representation would require 3x the number of bits compared to the low resolution
representation, in order to provide the desired video qualities. All numbers are

normalized.

Encoding complexity is normalized with respect to encoding only the high resolution,
using non-scalable encoding. Since the low resolution has 4 times fewer pixels, its
complexity is assumed to be 0.25. All solutions except for conventional transcoding

perform mode/motion estimation (which is assumed to determine the complexity of
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the encoding) for both target resolutions, resulting in an estimated encoder

complexity of 1.25. Conventional transcoding performs mode/motion estimation only

for the high resolution, resulting in an estimated complexity of 1.0.

Table 2: Quantitative estimate of performance of simulcast delivery

Simulcast | Scalable Transcoding | Guided
coding transcodin
g9
Encoding complexity | 1.25 1.25 1.0 1.25
Uplink bit rate 1.33 1.2 1.0 1.1
Adaptation 0.0 0.0 1+N*0.25 1.25
complexity
Downlink bit rate | 1.0/0.33 1.2/0.33 1.0/0.36 1.0/0.36
(high/low)
Decoding complexity | 1.0/0.25 1.25/0.25 [{1.0/0.25 1.0/0.25
(high/low)

The uplink bit rate is normalized with respect to the single layer coding bit rate of
the high resolution. Here, scalable coding is estimated to have 20% overhead
compared to single layer coding (see numbers in the background section). The side
information used in the guided transcoding is assumed to be 10% of the high-
resolution video bit rate based on assumption that 30% of the low resolution single
layer video bitstream is mode/motion data that needs to be transmitted as side
information (coefficient data would not be transmitted, as described In
embodiment 5). Normalizing with r=3, the additional bit rate is 10%. Note that the
fraction of mode/motion data in the low-resolution video may be higher than 30%,
which would increase the amount of side information. However, note also that the
side information may be coded with dependency on the high-resolution video, which

would decrease the size of coded side information.

The adaptation complexity is normalized with respect to the complexity for decoding
the high resolution. For simulcast and scalable coding, adaptive forwarding is
needed only, which has very low complexity. For transcoding, several steps are

needed, (1) decoding the high resolution, (2) resampling, (3) encoding the low
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resolution. Setting the decoding complexity to 1, assuming that the resampling has
complexity <<1, assuming that encoding is N times more complex than decoding,
and assuming that the encoding/decoding complexity is a linear function of the
number of pixels to process, the adaptation complexity is 1+N*0.25. For guided
transcoding, since mode/motion estimation can be saved, it is assumed that the
encoding stage is as complex as an equivalent decoding stage, thus the adaptation

complexity is estimated as 1+0.25=1.25.

The estimated downlink bit rate is normalized with respect to the single layer high
resolution bit rate, and it is depicted both for the high and the low-resolution. For
conventional transcoding and guided transcoding, it is assumed that the transcoding
operation causes around 10% extra coding efficiency loss for the low-resolution
video. Note that since for guided transcoding, mode/motion estimation can utilize
original video data, the low-resolution bit rate overhead may be lower than for

conventional transcoding.

The estimated decoding complexity is normalized with respect to the complexity of
high resolution single layer decoding, and provided both for high- and low-
resolution. Simulcast, conventional transcoding, and guided transcoding have the
same decoding complexity since they employ conventional single layer decoding.
Scalable coding requires decoding of both base layer and enhancement layer for

obtaining the high resolution, which requires higher decoding complexity.

The following table, Table 3, provides a similar performance analysis for SNR
scalable coding with two target representations, i.e. where resolution and frame rate
of both target representations are the same, e.g. 1920x1080 pixels and 60 fps, but

the bit rates are different, with r=3.
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Table 3: Performance analysis for SNR scalable coding

Simulcast | Scalable Transcoding | Guided
coding transcodin
g9

Encoding complexity | 2.0 2.0 1.0 20
Uplink bit rate 1.33 1.2 1.0 1.1
Adaptation 0.0 0.0 1+N 20
complexity
Downlink bit rate | 1.0/0.33 1.2/0.33 1.0/0.36 1.0/0.36
(high/low)
Decoding complexity | 1.0/1.0 2.0/1.0 1.0/1.0 1.0/1.0
(high/low)

As can be seen from the tables, guided transcoding provides balanced bandwidth
utilization in both uplink and downlink. Compared to simulcast, which is often used
today, it provides significant savings in the uplink while only slightly sacrificing the
downlink bandwidth utilization (only for the low resolution/quality). Compared to
scalable coding, it provides savings both in the uplink and downlink. Conventional
transcoding has similar downlink efficiency and better uplink efficiency, however
depending on the complexity of the encoder stage in the transcoder (i.e. essentially
the factor N), guided transcoding according to the proposed technology provides a

significant benefit in terms of adaptation complexity.

Guided transcoding according to the proposed technology can thus be a viable
alternative for environments where otherwise simulcast would be employed (e.g.
video on demand distribution or video conferencing), providing uplink savings at
moderate adaptation complexity. It may also provide a viable alternative for
environments where otherwise scalable coding would be employed (e.g. video
conferencing), providing both uplink and downlink savings as well as decoding
complexity savings, at the cost of moderate adaptation complexity. It may also
provide a viable alternative for environments where otherwise conventional
transcoding would be employed (e.g. video on demand distribution), providing lower

adaptation complexity than conventional transcoding in particular if highly efficient
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encoding (with N>>1) is used, at the cost of increased encoding complexity and
slightly increased uplink bit rate. Reducing adaptation complexity may be
particularly relevant in scenarios with a single sender and many adaptation nodes

(e.g. video on demand distribution).

It will be appreciated that the methods and devices described above can be

combined and re-arranged in a variety of ways.

For example, embodiments may be implemented in hardware, or in software for

execution by suitable processing circuitry, or a combination thereof.

The steps, functions, procedures, modules, and/or blocks described above may be
implemented in hardware using any conventional technology, such as discrete
circuit or integrated circuit technology, including both general-purpose electronic

circuitry and application-specific circuitry.

Particular examples include one or more suitably configured digital signal
processors and other known electronic circuits, e.g. discrete logic gates
interconnected to perform a specialized function, or Application Specific Integrated
Circuits (ASICs).

Alternatively, at least some of the steps, functions, procedures, modules, and/or
blocks described above may be implemented in software such as a computer
program for execution by suitable processing circuitry including one or more

processing units.

The flow diagram or diagrams presented above may therefore be regarded as a
computer flow diagram or diagrams, when performed by one or more processors. A
corresponding apparatus may be defined as a group of function modules, where
each step performed by the processor corresponds to a function module. In this
case, the function modules are implemented as a computer program running on the

processor.
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Consequently, and with reference to Figure 16, an arrangement 300 for transcoding
of a video bitstream, comprises a video bitstream receiving module 321 for receiving
a video bitstream with a first predetermined input video format and a side
information receiving module 322 for receiving side information related to the video
bitstream, the side information comprising at least one of mode, motion or in-loop
filter information relating to at least one other predetermined video format for the
video bitstream. Further, the arrangement includes a decoding module 323 for
decoding said received side information to generate transcoding guiding
information, and an encoding module 324 for encoding a representation of said
received video bitstream based at least on said generated transcoding guiding
information, to provide a transcoded video bitstream with a predetermined output

video format.

Also, with reference to Figure 17, an arrangement 400 for providing a video
bitstream, includes an encoder module 421 for encoding a video bitstream with a
predetermined video format, a side information module 422 for generating side
information related to the video bitstream, the side information comprising at least
one of mode, motion or in-loop filter information relating to at least one other
predetermined video format for the video bitstream, and a transmitter module 423

for transmitting the encoded video bitstream and the generated side information.

Examples of processing circuitry includes, but is not limited to, one or more
microprocessors, one or more Digital Signal Processors, DSPs, one or more Central
Processing Units, CPUs, video acceleration hardware, and/or any suitable
programmable logic circuitry such as one or more Field Programmable Gate Arrays,

FPGAs, or one or more Programmable Logic Controllers, PLCs.

It should also be understood that it may be possible to re-use the general
processing capabilities of any conventional device or unit in which the proposed
technology is implemented. It may also be possible to re-use existing software, e.qg.

by reprogramming of the existing software or by adding new software components.

In the following, an example of a computer implementation of a transcoder arrangement

300 will be described with reference to Fig. 16. The transcoder arrangement 300
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comprises processing circuitry such as one or more processors 310 and a memory 320.
In this particular example, at least some of the steps, functions, procedures, modules
and/or blocks described above are implemented in a computer program, which is
loaded into the memory for execution by the processing circuitry. The processing
circuitry and memory are interconnected to each other to enable normal software
execution. An optional input/output device 330 may also be interconnected to the
processing circuitry and/or the memory to enable input and/or output of relevant

data such as input parameter(s) and/or resulting output parameter(s).

In the following, an example of a computer implementation of a video provider
arrangement 400 will be described with reference to Fig. 17. The transcoder
arrangement 400 comprises processing circuitry such as one or more processors 410
and a memory 420. In this particular example, at least some of the steps, functions,
procedures, modules and/or blocks described above are implemented in a computer
program, which is loaded into the memory for execution by the processing circuitry.
The processing circuitry and memory are interconnected to each other to enable
normal software execution. An optional input/output device 430 may also be
interconnected to the processing circuitry and/or the memory to enable input and/or
output of relevant data such as input parameter(s) and/or resulting output

parameter(s).

The term ‘computer’ should be interpreted in a general sense as any system or
device capable of executing program code or computer program instructions to

perform a particular processing, determining or computing task.

In a particular embodiment, the computer program comprises program code which
when executed by the processing circuitry or computer causes the processing
circuitry or computer to perform the steps and functions as described with reference
to the above-described embodiments of a transcoding method and a video providing

method.

The program code may be organized as appropriate functional modules configured
to perform, when executed by the processing circuit, at least part of the steps and/or

tasks described above.
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The software or computer program may be realized as a computer program product,
which is normally carried or stored on a computer-readable medium. The computer-
readable medium may include one or more removable or non-removable memory
devices including, but not limited to a Read-Only Memory, ROM, a Random Access
Memory, RAM, a Compact Disc, CD, a Digital Versatile Disc, DVD, a Universal Serial
Bus, USB, memory, a Hard Disk Drive, HDD storage device, a flash memory, or any
other conventional memory device. The computer program may thus be loaded into the
operating memory of a computer or equivalent processing device for execution by the

processing circulitry thereof.

For example, the computer program stored in memory includes program instructions
executable by the processing circuitry, whereby the processing circuitry is able or

operative to execute the above-described steps, functions, procedure and/or blocks.

The video provider and the transcoding arrangement are thus configured to perform,
when executing the computer program, well-defined processing tasks such as those

described above.

The computer or processing circuitry does not have to be dedicated to only execute the
above-described steps, functions, procedure, and/or blocks, but may also execute other

tasks.

Examples of advantages of the proposed technology include:
-a good trade-off between encoding complexity, adaptation complexity,

decoding complexity, and bandwidth utilization in uplink and downlink.

-zero loss in coding efficiency for coding the highest operating point
(resolution) compared to single layer coding while achieving better coding efficiency

compared to coding the operating points separately, i.e. simulcast.

-assist to achieve low complex transcoding with small loss in coding

efficiency for another point of operation (smaller resolution).
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Although the embodiments of the current disclosure are described in the context of
a network node as a source, an adaptation node and a user equipment as a sink, it
equally applicable that the adaptation or transcoding takes place in a user

equipment or a base station node.

The embodiments described above are merely given as examples, and it should be
understood that the proposed technology is not limited thereto. It will be understood by
those skilled in the art that various modifications, combinations and changes may be
made to the embodiments without departing from the present scope as defined by
the appended claims. In particular, different part solutions in the different

embodiments can be combined in other configurations, where technically possible.
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CLAIMS

1. A method of transcoding of a video bitstream by a transcoder arrangement,
comprising

-receiving (S10) a video bitstream with a predetermined input video format;

-receiving (S20) side information related to said video bitstream, said side
information comprising at least one of mode or motion or in-loop filter information
relating to at least one other predetermined video format for said video bitstream;

-decoding (S40) said received side information to generate transcoding
guiding information;

-encoding (S50) a representation of said received video bitstream based at
least on said generated transcoding guiding information, to provide a transcoded

video bitstream with a predetermined output video format.

2. The method according to claim 1, wherein said predetermined input video
format and said predetermined output video format can be identical or different from

each other.

3. The method according to claim 1 or 2, wherein said side information
decoding (S40) step comprising decoding said received side information based on
at least one of mode or motion or in-loop filter information received in said video
bitstream, and said encoding (S50) step comprising encoding said representation of
said received video bitstream based at least on at least one of said decoded mode

or motion or in-loop filter information.

4. The method according to claim 3, wherein said mode or motion or in-loop
filter information is down sampled prior to decoding (S40), and said encoding step

(S50) is based on said down sampled mode or motion or in-loop filter information.

. The method according to any of claims 1-4 comprising the further step of
decoding (S30) said received video bitstream to provide pixel data as said

representation of said received video bitstream.

6. The method according to claim 5, wherein said predetermined input video

format has a high resolution and said predetermined output video format has a low
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resolution, and wherein said video decoding (S30) step comprising decoding a high
resolution layer of said video bitstream to obtain high resolution pixel data and down
sampling said high resolution pixel data to a desired low resolution, and said side
information decoding (S40) step comprising decoding the mode and/or motion
and/or in-loop filter data for said desired low resolution, and said encoding step
(S50) comprising encoding said down sampled pixel data based on said decoded

low resolution mode and/or motion and/or in-loop filter data.

7. The method according to claim 5, wherein said predetermined input video
format and said predetermined output video format have a same video resolution,
and wherein said video decoding step (S30) comprising decoding said video
bitstream to obtain high fidelity pixel data, and said side information decoding (S40)
step comprising decoding the mode and/or motion and/or in-loop filter data for said
desired low fidelity bitstream, and said encoding step (S50) comprising encoding
said high fidelity pixel data based on said decode low fidelity mode and/or motion

and/or in-loop filter data.

8. The method according to any of claims 1-7, wherein said side information
further comprising residual information related to said predetermined input video

format.

9. The method according to any of claims 1-8, wherein said side information
further comprising data indicating search ranges of coding parameters to further

enhance the transcoding.

10. The method according to any of claims 1-9, wherein said side information is

received separately or together with said video bitstream.

11.  The method according to any of claims 1-10, wherein said method
comprising the further step of identifying an indication about the presence of said

side information within said video bitstream.
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12. The method according to any of claims 1-11, wherein said predetermined
input video format and said predetermined output video format comprise different

color representations of a video, or different video codecs.

13. A transcoder arrangement (100) for transcoding of a video bitstream,
comprising

-a video receiver (110) configured for receiving a video bitstream with a first
predetermined input video format;

-at least one side information utilization unit comprising:

-a side information receiver (120) configured for receiving side
information related to said video bitstream, said side information comprising at least
one of mode or motion or in-loop filter information relating to at least one other
predetermined video format for said video bitstream, and

-a side information decoder (140) configured for decoding said
received side information to generate transcoding guiding information;

-an encoder (150) configured for encoding a representation of said received
video bitstream based at least on said generated transcoding guiding information, to

provide a transcoded video bitstream with a predetermined output video format.

14. The transcoder arrangement according to clam 13, wherein said
predetermined input video format and said predetermined output video format can

be identical or different from each other.

15.  The transcoder arrangement according to claim 13 or 14, wherein said side
information decoder (140) is configured for decoding said received side information
based on at least one of mode or motion or in-loop filter information received in said
video bitstream, and said encoder (150) is configured for encoding said
representation of said received video bitstream based at least on at least one of

said decoded mode or motion or in-loop filter information.

16. The transcoder arrangement according to claim 15, wherein said mode or
motion or in-loop filter information is down sampled prior to decoding, and said
encoder (150) is configured to decode said representation based on said down

sampled mode or motion or in-loop filter information.
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17. The transcoder arrangement according to claim 13, comprising a video
decoder (130) configured for decoding said received video bitstream to provide pixel

data as said representation of said received video bitstream;

18. The transcoder arrangement according to claim 17, wherein said video
decoder (130) is configured for decoding a high resolution layer of said video
bitstream to obtain high resolution pixel data and down sampling said high
resolution pixel data to a desired low resolution, and said side information decoder
(140) is configured for decoding the mode and/or motion and/or in-loop filter data for
said desired low resolution, and said encoder (150) is configured for encoding said
down sampled pixel data based on said decoded low resolution mode and/or motion

and/or in-loop filter data.

19. The transcoder arrangement according to claim 13, wherein said video
decoder (130) is configured for decoding said video bitstream to obtain high fidelity
pixel data, and said side information decoder (140) is configured for decoding the
mode and/or motion and/or in-loop filter data for said desired low fidelity bitstream,
and said encoder (150) is configured for encoding said high fidelity pixel data based

on said decode low fidelity mode and/or motion data.

20.  The transcoder arrangement according to any of claims 13-19, wherein said
side information further comprising residual information related to said

predetermined input video format.

21.  The transcoder arrangement according to any of claims 13-20, wherein said
side information further comprising data indicating search ranges of coding

parameters to further enhance the transcoding.

22.  The transcoder arrangement according to any of claims 13-21, wherein said

side information is received separately or together with said video bitstream.
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23.  The transcoder arrangement according to any of claims 13-22, wherein said
transcoder arrangement further comprising an identifying unit configured for
identifying an indication about the presence of said side information within said

video bitstream.

24. A network node comprising a transcoder arrangement according to any of
claims 13-23.

25. A user equipment comprising a transcoder arrangement according to any of
claims 13-23.

26.  An arrangement (300) for transcoding of a video bitstream, the arrangement
comprising

a video bitstream receiving module (321) for receiving a video bitstream with
a first predetermined input video format;

a side information receiving module (322) for receiving side information
related to said video bitstream, said side information comprising at least one of
mode or motion or in-loop filter information relating to at least one other
predetermined video format for said video bitstream;

a decoding module (323) for decoding said received side information to
generate transcoding guiding information;

an encoding module (324) for encoding a representation of said received
video bitstream based at least on said generated transcoding guiding information, to

provide a transcoded video bitstream with a predetermined output video format.

27 A method for providing an encoded video bitstream, characterized by

encoding (S100) a provided video bitstream with a predetermined video
format;

generating (S200) side information related to said encoded provided video
bitstream, said side information comprising at least one of mode or motion or in-loop
filter information relating to at least one other predetermined video format for said
video bitstream, to enable transcoding according to any of claims 1-12;

transmitting (S300) said encoded video bitstream and said generated side

information.
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28. The method according to claim 27, comprising transmitting said encoded

video bitstream and said generated side information together or separately.

29. The method according to claim 27, comprising providing an indication about

the presence of said side information.

30. The method according to claim 29, comprising providing said indication in

said video bitstream or in a separated channel.

31.  An arrangement (200) for providing a video bitstream, characterized by

an encoder (210) configured for encoding a video bitstream with a
predetermined video format;

a side information generator (220) configured for generating side information
related to said video bitstream, said side information comprising at least one of
mode or motion or in-loop filter information relating to at least one other
predetermined video format for said video bitstream, to enable transcoding in a
transcoder arrangement (100) according to any of claims 13-23;

a transmitter (230) configured for transmitting said encoded video bitstream

and said generated side information to said transcoder arrangement (100).
32. The arrangement according to claim 31, wherein said transmitter (230) is
configured for transmitting said side information and said video bitstream separately

or together.

33. The arrangement according to claim 31, wherein said transmitter (230) is

configured for providing an indication about the presence of the side information.

34. A network node comprising an arrangement according to any of claims 31-33.

35. A user equipment comprising an arrangement according to any of claims 31-
33.

36. An arrangement (400) for providing a video bitstream, characterized by
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an encoder module (421) for encoding a video bitstream with a
predetermined video format;
a side information module (422) for generating side information related to
said video bitstream, said side information comprising at least one of mode or
5 motion or in-loop filter information relating to at least one other predetermined video
format for said video bitstream;
a transmitter module (423) for transmitting said encoded video bitstream and

said generated side information.



WO 2015/053673

PCT/SE2013/051196

1/11
Input uplink downlink Output
video video
—» encoder |——»| adaptation » decoder }|—»
FIG.1
uplink Zz(,g downlink
———»! decoder }——»! encoder }——>»
FIG.2
uplink Pixel Pixel
P data data downlink
—»| decoder —— resggm(;lling encoder
Mode/ Mode/
motion motion
data data

Mode/motion
resampling

FIG.3



WO 2015/053673

2/11

Receive video
signal

S10
e

Y

Receive side
information

S20
I

R

| Decode video
I'signal into pixel
| data

S30
8

.

Decode side
information to
generate
transcoding
guiding
information

S40
f

!

Encode
representation
of video
bitstream
based on
generated
transcoding
guiding
information.

S50
S

FIG.4

PCT/SE2013/051196



WO 2015/053673

[

3/12

ENCODE VIDEO

PCT/SE2013/051196

S100
f

'

GENERATE
SIDE
INFORMATION

!

TRANSMIT
ENCODED
VIDEO AND
SIDE
INFORMATION

S200
|~

S300
|~

S A
| TRANSMIT IN

SAME
BITSTREAM

_ Y

r—TRANSMIT IN

l

DIFFERENT
BITSTREAMS

l

N AN

fwTRANSMIT IN

DIFFERENT
CHANNELS

FIG.5



WO 2015/053673

PCT/SE2013/051196

g

100

4/12
Input uplink downlink Ogtput
video video
ENCODER |—»| adaptation » DECODER +H—»
Side info Aj: info
generation (uplink)
FIG.6
Pixel Pixel
uL data : data DL
— »| DECODER | »|  Pixel ENCODER |—»
resampling
110, 130 150
Mode/motion
resampling
Side info T
uplink
(uplink) Side info
utilizer f-~120, 140

FIG.7



WO 2015/053673

PCT/SE2013/051196

5/12
uplink
downlink
Stij(il:ﬁiizgfro >
Side info
(uplink) rJ
ﬂ‘ 120, 140
100
FIG. 8
Pixel Pixel
UL data fmmm«:«mmw«data DL
__»| DECODER | Pixel ) I ENcODER |—»
: resampling
110, 130 T 150
Side info
utilizer
Side info
(uplink) (J
120, 140

100

FIG.9



PCT/SE2013/051196

0T SI4

ovt \omﬁlnk\..

_
_
_
3ulpooap _
uonow < “ —~
/2POoW S3J MOT (jundn) |
elep uoljow i 04Ul 3PIS I
/apow T !
S94 MO| 3uijdwesumop “
N uoljow /apoN |
i I
~ I
- e M e ___ J
elep
uollow /spowl ,
0ST s21 YSiH 0€T OTT
1 uolelauasd 1
uolletauasd uoljeziuenb |enpisau 3ujdwesumop 19p023ap
- -—] - - <+ -
weaJisig pue wuJojsued | pajesuadwod |[9X1d saJ ysiH
1a uoRoW 1n
SIUadIL0d elep ejep elep
wiojsuedl |enpisay |oXId |oXId

WO 2015/053673



1T 'Ol
00T

<\

PCT/SE2013/051196

1d
uollesauasd uollezijuenb
-] - —
weaJlsilg pue wJiojsued]
oN SJUSIdI}90d elep
— wojsueld
W 3 1 jlenpisay

WO 2015/053673

elep uonow
/apou
S9J MO|

3uipodap

uonow <

/3pouwl saj Mo

+

guljdwesumop
uoljow /apoN

uolelauasd
|enpisal
pajesuadwod
UONON

el1ep uonouw

/apou saJ y3siH

(uonow
/apow)(3jurjdn)
Ojui apls

omHw ‘o1t

mmnOUmv
saJ y3iH

elep uolow

/2pow pue ejep

|9X1d S@4 81H
3ujidwesumop
uoilow/spow
pue |9Xld
19p0odap <
S91 MOT (O9pIA sal
moj) (3uijdn)

ojul 3pIS



PCT/SE2013/051196

WO 2015/053673

8/12

ov1 dNHIRL_ 8ujpodap |
uoljow - |
[ARROIE | /opow sa4 Mo (uonow |
00T elep uonow /apouw)(3uidn)
<1 /3pou 4 ojurapis |
S8 /MO _ Suidwesumop |
_ uonow/apop _
0ST ejep uoljow \
1 /apouw saJ y3iH 0tT 01T
uollelauas ML
uolletauasd uojleziyuenb [enpisai 3unjdwesumop 1opolap
<— - - -
weaJisug pue wJiojsuedj pajesuadwod [9X1d soJ Y3IH
i UonoW cAEP
SIETR]ITE ek elep |9X1d
wJaojsued) [9Xid
elep
|lenpisay
quswisnlpe _ ]
lenpisay | |
|
e J9po0olap _
ovT ‘0T | |lenpisal < (SIUSDIe0))
(undn) |
|
ojulapis |




PCT/SE2013/051196

WO 2015/053673

9/12

€1’ Ol

00T

O4dIA
1Nd1NnoO

3dON
ONIAOIONVYL
NOI1lv1ldVvdy

O4dIA
1NdNI

00¢

4dON
324N0S



WO 2015/053673

PCT/SE2013/051196

10/12

INPUT OUTPUT
VIDEO + SI | A VIDEO
1/0
110 Video r 130 Video
receiver | decoder
il 1| 150 encoder
: 120 Side 140 Side
 information information
| receiver decoder :
[ Sl
i
| |/~ UTILIZER
100 TRANSCODING
ARRANGEMENT
FIG.14
VIDEO
VIDEO BITSTREAM
+ S|
1/0 210 VIDEO BITSTREAM
ENCODER
220 SIDE INFORMATION
GENERATOR
230 TRANSMITTER

200 VIDEO PROVIDER

ARRANGEMENT

FIG.15




WO 2015/053673

11/12

PCT/SE2013/051196

310

~

PROCESSOR

320

a

SYSTEM BUS

MEMORY

SOFTWARE FOR
RECEIVING VIDEO
BITSTREAM

321
58

SOFTWARE FOR
RECEIVING SIDE
INFORMATION

322
f

SOFTWARE FOR
GENERATING
TRANSCODING
GUIDING
INFORMATION

323
f

SOFTWARE FOR
ENCODING

324
f

300 TRANSCODER

ARRANGEMENT

330

c

I/O CONTROLLER

]

I/0 BUS

VIDEO INPUT + Sl |

FIG. 16

Y VIDEO OUTPUT




WO 2015/053673 PCT/SE2013/051196

12/12

SYSTEM BUS

420

h

MEMORY

SOFTWARE FOR
ENODING ViDEO | (~421
BITSTREAM

SOFTWARE FOR _f‘ 422
GENERATING SIDE
INFORMATION

410

FJ SOFTWAREFOR | (423
TRANSMITTING

PROCESSOR ENCODING VIDEO

AND SI

I/O BUS

430
~

400 VIDEO
PROVIDER
ARRANGEMENT f

I/O CONTROLLER

VIDEO | y VIDEO + SI
FIG. 17



INTERNATIONAL SEARCH REPORT

International application No

PCT/SE2013/051196

A. CLASSIFICATION OF SUBJECT MATTER

INV. HO4N19/40 HO4N19/159
ADD.

HO4N19/139

HO4N19/82

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

HO4N

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

Y AHMAD T ET AL:

Research Issues",

, pages 793-804, XP011139259,
ISSN: 1520-9210, DOI:
10.1109/TMM.2005.854472
figures 1,7

first

first

first - paragraph second

"Video Transcoding: An
Overview of Various Techniques and

TEEE TRANSACTIONS ON MULTIMEDIA, IEEE

SERVICE CENTER, PISCATAWAY, NJ, US,
vol. 7, no. 5, 1 October 2005 (2005-10-01)

page 793, left-hand column, paragraph

page 794, left-hand column, last paragraph
- page 795, right-hand column, paragraph

page 796, right-hand column, paragraph

1-36

_/__

Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

16 May 2014

Date of mailing of the international search report

26/05/2014

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Regidor Arenales, R

Form PCT/ISA/210 (second sheet) (April 2005)

page 1 of 2




INTERNATIONAL SEARCH REPORT

International application No

PCT/SE2013/051196

C(Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

paragraph [0046]

Category™ | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
Y US 2005/213664 Al (MAHKONEN ARTO [FI] ET 1-36
AL) 29 September 2005 (2005-09-29)
paragraph [0003]
paragraph [0016] - paragraph [0017]
Y US 2007/189616 Al (MITCHELL JOAN L [US] ET 7-12,
AL) 16 August 2007 (2007-08-16) 19-23

Form PCT/ISA/210 (continuation of second sheet) (April 2005)

page 2 of 2




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/SE2013/051196
Patent document Publication Patent family Publication
cited in search report date member(s) date

US 2005213664 Al 29-09-2005 GB 2369952 A 12-06-2002
US 2005213664 Al 29-09-2005
WO 02073972 Al 19-09-2002
US 2007189616 Al 16-08-2007 US 2005047666 Al 03-03-2005
US 2007189616 Al 16-08-2007

Form PCT/ISA/210 (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - description
	Page 44 - description
	Page 45 - description
	Page 46 - description
	Page 47 - description
	Page 48 - description
	Page 49 - claims
	Page 50 - claims
	Page 51 - claims
	Page 52 - claims
	Page 53 - claims
	Page 54 - claims
	Page 55 - claims
	Page 56 - drawings
	Page 57 - drawings
	Page 58 - drawings
	Page 59 - drawings
	Page 60 - drawings
	Page 61 - drawings
	Page 62 - drawings
	Page 63 - drawings
	Page 64 - drawings
	Page 65 - drawings
	Page 66 - drawings
	Page 67 - drawings
	Page 68 - wo-search-report
	Page 69 - wo-search-report
	Page 70 - wo-search-report

