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SYSTEMS AND METHODS FOR ANALOG COMPUTING USING A LINEAR
PHOTONIC PROCESSOR

RELATED APPLICATIONS
[0001] This Application claims priority under 35 § USC 119(e) to U.S. Provisional Patent
Application Serial No. 62/879,936, filed July 29, 2019, entitled "LINEAR PHOTONIC
PROCESSOR," under Attorney Docket No. L0858.70016US00 and this Application claims
priority under 35 § USC 119(e) to U.S. Provisional Patent Application Serial No. 62/939,480,
filed November 22, 2019, entitled “SYSTEMS AND METHODS FOR ANALOG
COMPUTING,” under Attorney Docket No. L0858.70016US01, which are hereby incorporated

herein by reference in their entirety.

BACKGROUND
[0002] Conventional computation uses processors that include circuits of millions of
transistors to implement logical gates on bits of information represented by electrical signals.
The architectures of conventional central processing units (CPUs) are designed for general
purpose computing, but are not optimized for particular types of algorithms. Consequently,
specialized processors have been developed with architectures better-suited for particular
algorithms. Graphical processing units (GPUs), for example, have a highly parallel architecture
that makes them more efficient than CPUs for performing image processing, graphical
manipulations, and other parallelizable applications, such as for neural networks and deep

learning,

BRIEF SUMMARY
[0003] Some embodiments are directed to an apparatus for implementing signed numerical
values, the apparatus comprising: an optical detector comprising a first terminal and a second
terminal; a first switch coupling the first terminal of the optical detector to either a node or a
reference voltage; a second switch coupling the second terminal of the optical detector to either
the node or to a voltage rail; and control circuitry configured to: produce a positively-signed
numerical value output at least in part by setting the first switch to couple the first terminal to
the reference voltage and setting the second switch to couple the second terminal to the node;

and produce a negatively-signed numerical value output at least in part by setting the first switch
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to couple the first terminal to the node and setting the second switch to couple the second
terminal to the voltage rail.

[0004] Some embodiments are directed to an optical processing system, comprising: a first
plurality of optical modulators, each configured to receive an input optical signal, modulate the
input optical signal, and output a first optical signal representing an element of a vector; a second
plurality of optical modulators, each optically coupled to an optical modulator of the first
plurality of optical modulators and configured to receive the first optical signal, modulate the
first optical signal, and output a second optical signal representing a portion of a matrix-vector
multiplication between the vector and a matrix; a plurality of optical detectors each optically
coupled to optical modulators of the second plurality of optical modulators and configured to
convert the second optical signal into an electrical signal representing the portion of the matrix-
vector multiplication, wherein each optical detector of the plurality of optical detectors
comprises a first terminal and a second terminal; a first switch coupling the first terminal of a
first optical detector to either an output node or a reference voltage; a second switch coupling
the second terminal of the first optical detector to either the output node or to a voltage rail; and
control circuitry configured to: produce a positively-signed numerical value output at least in
part by setting the first switch to couple the first terminal of the first optical detector to the
reference voltage and setting the second switch to couple the second terminal of the first optical
detector to the output node; and produce a negatively-signed numerical value output at least in
part by setting the first switch of the first optical detector to couple the first terminal to the output
node and setting the second switch of the first optical detector to couple the second terminal to
the voltage rail.

[0005] Some embodiments are directed to a method for implementing signed numerical
values output by optical detectors of an optical processor, the method comprising: converting,
using an optical detector comprising a first terminal and a second terminal, an output optical
signal into a first electrical signal, the output optical signal being output by a portion of the
optical processor; determining, using an at least one conventional processor coupled to the
optical processor, whether the first electrical signal represents a positively-signed numerical
value or a negatively-signed numerical value; arranging, using control circuitry of the optical
processor, settings of a first switch coupled to the first terminal and settings of a second switch
coupled to the second terminal in response to determining whether the first electrical signal

represents the positively-signed numerical value or the negatively-signed numerical value,
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wherein the control circuitry is configured to: produce a positively-signed numerical value
output at least in part by setting the first switch to couple the first terminal to a reference voltage
and setting the second switch to couple the second terminal to a node; and produce a negatively-
signed numerical value output at least in part by setting the first switch to couple the first
terminal to the node and setting the second switch to couple the second terminal to a voltage
rail; and outputting, from the optical detector, the first electrical signal so that the first electrical
signal passes through either the first switch or the second switch based on the determination of
whether the first electrical signal represents a positively-signed numerical value or a negatively-
signed numerical value.

[0006] Some embodiments are directed to an optical processor for implementing a matrix-
vector multiplication operation, the optical processor comprising: a first plurality of optical
modulators, each configured to receive an input optical signal, modulate the input optical signal,
and output a first optical signal representing an element of a vector; a second plurality of optical
modulators, each optically coupled to an optical modulator of the first plurality of optical
modulators and configured to receive the first optical signal, modulate the first optical signal,
and output a second optical signal representing a portion of a matrix-vector multiplication
between the vector and a matrix; a plurality of optical detectors each coupled to optical
modulators of the second plurality of optical modulators and configured to convert the second
optical signal into an electrical signal representing the portion of the matrix-vector
multiplication; and a plurality of switches configured to implement a value of zero in the matrix-
vector multiplication operation by preventing transmission of an optical or electrical signal when
a value of the vector and/or matrix comprises a zero, wherein a switch of the plurality of switches
is coupled to an output of each of the first plurality of optical modulators or each of the plurality
of optical detectors.

[0007] Some embodiments are directed to a method of performing a matrix-vector row
multiplication operation using an optical processor, the method comprising: modulating an input
optical signal using a first optical modulator to optically represent an element of a vector in a
first optical signal; modulating the first optical signal using second optical modulators to
optically represent summands in a second plurality of optical signals, wherein the summands,
when summed, represent a product between the element of the vector and a matrix row;
converting the second plurality of optical signals into a plurality of summand electrical signals

using optical detectors; and cause a switch coupled to an output of the first optical modulator to



CA 03148118 2022-01-19

WO 2021/021787 PCT/US2020/043841

prevent transmission of the first optical signal to the second optical modulators when a value of
the element of the vector is equal to zero and/or cause one or more switches coupled to outputs
of the optical detectors to prevent transmission of the summand electrical signals when a value
of one or more elements of the matrix row is equal to zero.

[0008] Some embodiments are directed to at least one non-transitory computer-readable
medium comprising instructions, which, when executed by an at least one optical processor,
cause the optical processor to perform a method of: modulating an input optical signal using a
first optical modulator to optically represent an element of a vector in a first optical signal;
modulating the first optical signal using second optical modulators to optically represent
summands in a second plurality of optical signals, wherein the summands, when summed,
represent a product between the vector and a matrix row; converting the second plurality of
optical signals into a plurality of summand electrical signals using optical detectors; and cause
a switch coupled to an output of the first optical modulator to prevent transmission of the first
optical signal to the second optical modulators when a value of the element of the vector is equal
to zero and/or cause one or more switches coupled to outputs of the optical detectors to prevent
transmission of the summand electrical signals when a value of one or more elements of the
matrix row is equal to zero.

[0009] Some embodiments are directed to a method of performing matrix-matrix operations
using an optical processor, the method comprising: programming a first matrix into a first optical
sub-processor; programming a second matrix into a second optical sub-processor, the second
optical sub-processor comprising inputs that are coupled to outputs of the first optical sub-
processor; inputting, as optical signals, a plurality of one-hot vectors into the first optical sub-
processor; and outputting, from the second optical sub-processor, an output vector representing
a portion of a multiplication of the first and second matrices.

[0010] Some embodiments are directed to an optical processor configured to perform matrix-
matrix operations, the optical processor comprising: a first optical sub-processor configured to
optically perform a matrix-vector multiplication of a one-hot vector and a first matrix to obtain
a first vector; and a second optical sub-processor configured to receive output signals from the
first optical sub-processor and to optically perform a matrix-vector multiplication of the first
vector and a second matrix.

[0011] Some embodiments are directed to an optical processor configured to perform matrix-

matrix operations, the optical processor comprising: a first optical sub-processor, comprising: a
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first plurality of optical modulators, each configured to receive an input optical signal, modulate
the input optical signal, and output a first optical signal representing an element of a one-hot
vector; a second plurality of optical modulators, each optically coupled to an optical modulator
of the first plurality of optical modulators and configured to receive the first optical signal,
modulate the first optical signal, and output a second optical signal representing a portion of a
matrix-vector multiplication between the one-hot vector and a first matrix; a first plurality of
optical detectors, each coupled to an optical modulator of the second plurality of optical
modulators and configured to convert the second optical signal into an electrical signal
representing the portion of the matrix-vector multiplication; and a first plurality of electrical
summing units, each coupled to an output of two or more optical detectors of the first plurality
of optical detectors and configured to output an electrical signal representing an element of a
vector resulting from a summation of portions of the matrix-vector multiplication; and a second
optical sub-processor, comprising: a third plurality of optical modulators, each receiving an
output electrical signal from an electrical summing unit of the plurality of electrical summing
units of the first optical sub-processor, and wherein each is configured to receive an input optical
signal, modulate the input optical signal according to the received output electrical signal, and
output a third optical signal representing the element of the vector; a fourth plurality of optical
modulators, each optically coupled to an optical modulator of the third plurality of optical
modulators and configured to receive the third optical signal representing an element of the
vector, modulate the third optical signal, and output a fourth optical signal representing portion
of a matrix-matrix multiplication between the first matrix and a second matrix; a second plurality
of optical detectors, each coupled to an optical modulator of the third plurality of optical
modulators and configured to convert the third optical signal into an electrical signal
representing a portion of the matrix-matrix multiplication; and a second plurality of electrical
summing units, each coupled to an output of two or more optical detectors of the second plurality
of optical detectors and configured to output an electrical signal representing an element of a

matrix resulting from a summation of portions of the matrix-matrix multiplication.

BRIEF DESCRIPTION OF DRAWINGS
[0001] Various aspects and embodiments will be described with reference to the following
figures. It should be appreciated that the figures are not necessarily drawn to scale. In the

drawings, each identical or nearly identical component that is illustrated in various figures is



CA 03148118 2022-01-19

WO 2021/021787 PCT/US2020/043841

represented by a like numeral. For purposes of clarity, not every component may be labeled in
every drawing.

[0002] FIG. 1isaschematic diagram illustrating an example of a photonic processing system,
in accordance with some embodiments of the technology described herein;

[0003] FIG. 2 is a schematic diagram illustrating a linear photonic processor, in accordance
with some embodiments of the technology described herein;

[0004] FIG. 3A is a block diagram illustrating an example of a photonic architecture for
implementing a matrix-vector operation, in accordance with some embodiments of the
technology described herein;

[0005] FIG. 3B is a block diagram illustrating an example of a photonic architecture layout
for minimizing electrical path length, in accordance with some embodiments of the technology
described herein;

[0006] FIGs. 4A-4C are illustrative examples of intensity modulators configured to optically
represent zero, in accordance with some embodiments of the technology described herein;
[0007] FIG. 5is ablock diagram illustrating an example of a photonic architecture including
wavelength division multiplexing (WDM), in accordance with some embodiments of the
technology described herein;

[0008] FIG. 6A is a schematic diagram of a circuit for implementing a signed value, in
accordance with some embodiments of the technology described herein;

[0009] FIG. 6B is a schematic diagram of a Boolean circuit for implementing a signed value,
in accordance with some embodiments of the technology described herein;

[0010] FIG. 7 is a schematic diagram of an optical circuit for distributing sign bits, in
accordance with some embodiments of the technology described herein;

[0011] FIG. 8 is a flowchart illustrating a process for implementing a signed value, in
accordance with some embodiments of the technology described herein;

[0012] FIGs. 9A-9D are a schematic diagram illustrating a photonic processor arranged into
sub-matrices, in accordance with some embodiments of the technology described herein,;
[0013] FIGs. 10A-10B are a schematic diagram illustrating a photonic processor arranged
into sub-matrices with their outputs being summed locally, in accordance with some

embodiments of the technology described herein;
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[0014] FIG. 11 is a schematic diagram illustrating a photonic processor configured to use
input light having multiple wavelengths, in accordance with some embodiments of the
technology described herein;

[0015] FIG. 12A is a schematic diagram for an optical combiner configured for use with
multiple wavelengths of light, in accordance with some embodiments of the technology
described herein;

[0016] FIG. 12B is an illustrative plot of a free-spectral-range (FSR) of the combiner of FIG.
12A, in accordance with some embodiments of the technology described herein;

[0017] FIG. 12C is an illustrative plot of transmission as a function of wavelength for several
of the combiners of FIG. 12A, in accordance with some embodiments of the technology
described herein;

[0018] FIGs. 13A-13C are block diagrams illustrating photonic processors configured to
implement sparse vectors and/or matrices, in accordance with some embodiments of the
technology described herein;

[0019] FIG. 14 is a flowchart illustrating a process of performing a matrix-vector operation
including a sparse vector and/or matrix, in accordance with some embodiments of the
technology described herein;

[0020] FIGs. 15A-15D are schematic diagrams illustrating signal readout strategies for a
photonic processor, in accordance with some embodiments of the technology described herein;
[0021] FIGs. 16A-16D are a schematic diagram illustrating a photonic processor architecture
having clustered readout circuits, in accordance with some embodiments of the technology
described herein;

[0022] FIG. 17 is a block diagram of a photonic processor configured to implement matrix-
matrix operations, in accordance with some embodiments of the technology described herein;
and

[0023] FIG. 18 is a flowchart illustrating a process of performing a matrix-matrix operation
using a photonic processor, in accordance with some embodiments of the technology described

herein.

DETAILED DESCRIPTION
[0024] Processors based on electrical circuits face limitations regarding speed and efficiency

due to electrical properties such as impedance. For example, connecting multiple processor cores
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and/or connecting a processor core to a memory uses a conductive trace with a non-zero
impedance. Large values of impedance limit the maximum rate at which data can be transferred
through the trace with a negligible bit error rate. For processing that requires billions of
operations, these delays can result in a significant loss of time. In addition to electrical circuits’
inefficiencies in speed, the heat generated by the dissipation of energy caused by the impedance
of the circuits is also a barrier in developing electrical processors.

[0025] The inventors have recognized and appreciated that using light signals instead of or
in combination with electrical signals overcomes many of the aforementioned problems with
electrical computing. Light signals travel at the speed of light in the medium in which the light
is traveling; thus the latency of photonic signals is far less of a limitation than electrical
propagation delay. Additionally, no power is dissipated by increasing the distance traveled by
the light signals, opening up new topologies and processor layouts that would not be feasible
using electrical signals. Thus, light-based processors, such as a photonics-based processor, may
have better speed and efficiency performance than conventional electrical processors.

[0026] The inventors have recognized and appreciated that a light-based processor, such as a
photonics-based processor, may be well-suited for particular types of algorithms. For example,
many machine learning algorithms, e.g. support vector machines, artificial neural networks,
probabilistic graphical model learning, rely heavily on linear transformations on multi-
dimensional arrays/tensors. The simplest example is multiplying a vector by a matrix, which
using conventional algorithms has a complexity on the order of O(N?), where N is the
dimensionality of a square matrix being multiplied by a vector of the same dimension. The
inventors have recognized and appreciated that a photonics-based processor can perform linear
transformations, such as matrix multiplication, in a highly parallel manner by propagating a
particular set of input light signals through a configurable array of active optical components.
Using such implementations, matrix-vector multiplication of dimension N = 512 can be
completed in hundreds of picoseconds, as opposed to the tens to hundreds of nanoseconds using
conventional electronic circuit-based processing.

[0027] General matrix-matrix (GEMM) operations are ubiquitous in software algorithms,
including those for graphics processing, artificial intelligence, neural networks, and deep
learning. GEMM calculations in today’s computers are typically performed using transistor-
based systems such as GPU systems or systolic array systems. GEMM calculations can also be

performed in the photonics domain by mixing an array of input light signals representing
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elements of the input vector using a mesh array of interferometers representing elements of the
input matrix.

[0028] Matrix-vector multiplication using a photonics array can be highly power efficient
when compared to their electronic counterparts as light signals can propagate within a
semiconductor substrate with a minimal amount of loss. The inventors have recognized and
appreciated a number of challenges associated with the use of such photonics arrays. Although
interference is mathematically described by a unitary matrix, the scheme can be generalized to
an arbitrary linear transformation by intentionally adding loss into the mesh array of
interferometers. However, photonics arrays often use practically-lossless interferometers that do
not exhibit phase-dependent loss. This property can restrict the modulation schemes that are
allowable in the system; in particular, it prevents the usage of high-bandwidth (e.g., up to
100GHz), junction-based modulation schemes. Additionally, the number of optical devices that
each optical path “sees” scales with the dimensionality of the matrix. This causes the amount of
loss imparted on each optical signal to be larger for larger matrices. Non-zero insertion loss in
real-world modulators thus sets a practical limit on the size of the matrix that can be represented
in such a photonic processing system. Moreover, programming the matrix into the array of
interferometers can be challenging, as the elements of the matrix must be converted by an
algorithm into phase settings of each interferometer.

[0029] Accordingly, the inventors have developed a novel photonic processing architecture
for performing matrix-vector multiplication, a core operation of GEMM operations, that avoids
or mitigates the above-described challenges. The photonic processing architecture performs
matrix-vector multiplication by modulating the intensity of an array of light signals to encode
elements of an input vector, attenuating or amplifying the array of light signals to perform
multiplication between elements of an input matrix and the elements of the input vector,
detecting the light signals with an array of output detectors, and summing the resulting
photodetector current to produce the final output result representing the matrix-vector product.

[0030] The inventors have recognized and appreciated that such a photonic processing
architecture can utilize incoherent light (e.g., light in which the electromagnetic waves do not
maintain a fixed and predictable phase relationship with each other over a period of time) for its
operations. An advantage of using an array of incoherent light sources is that no phase correcting
scheme is necessary (e.g. to correct for thermal drift and/or device fabrication imperfections).

Additionally, the inventors have recognized and appreciated that in such a photonic processing
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architecture, the matrix elements can be directly encoded in the attenuators. Finally, the
inventors have recognized that optical paths in such a photonic processing architecture pass
through two modulators (e.g., a vector modulator and a matrix modulator) regardless of the size
of the matrix being encoded. The photonic processing architectures described herein thus allows
for modulation schemes with coupled amplitude and phase modulation, as well as dynamic loss,
loss-scaling that does not scale with the size of the matrix, and a more direct encoding scheme
while maintaining the power efficiency advantage of a photonics-based GEMM processor.
[0031] Following below are more detailed descriptions of various concepts related to, and
embodiments of, techniques for performing GEMM operations using a linear photonic
processor. It should be appreciated that various aspects described herein may be implemented
in any of numerous ways. Examples of specific implementations are provided herein for
illustrative purposes only. In addition, the various aspects described in the embodiments below
may be used alone or in any combination, and are not limited to the combinations explicitly
described herein.

[0032] FIG. 1is a schematic diagram of a photonic processing system implementing photonic
processing techniques, according to some embodiments of the technology described herein.
Photonic processing system 100 includes a controller 102, an optical source 108, and a photonic
processor 110. The photonic processing system 100 receives, as an input from an external
processor (e.g., a CPU), an input vector and/or matrix represented by a group of input bit strings
and produces an output vector and/or matrix represented by a group of output bit strings. For
example, if the input vector is an M-dimensional vector, the input vector may be represented by
M separate bit strings, each bit string representing a respective component of the vector.
Alternatively or additionally, for example, if an input matrix is an N X N matrix, the input matrix
may be represented by N? separate bit strings, each bit string representing a respective
component of the input matrix. The input bit string may be received as an electrical or optical
signal from the external processor and the output bit string may be transmitted as an electrical
or optical signal to the external processor.

[0033] In some embodiments, the controller 102 does not necessarily output an output bit
string after every process iteration. Instead, the controller 102 may use one or more output bit
strings to determine a new input bit stream to feed through the components of the photonic
processing system 100. In some embodiments, the output bit string itself may be used as the

input bit string for a subsequent iteration of the process implemented by the photonic processing

10



CA 03148118 2022-01-19

WO 2021/021787 PCT/US2020/043841

system 100. In other embodiments, multiple output bit streams are combined in various ways to
determine a subsequent input bit string. For example, one or more output bit strings may be
summed together as part of the determination of the subsequent input bit string.

[0034] In some embodiments, the controller 102 includes a processor 104 and a memory 106
for controlling the optical source 108 and/or photonic processor 110. The memory 106 may be
used to store input and output bit strings and/or results from the photonic processor 110. The
memory 106 may also store executable instructions that, when executed by the processor 104,
control the optical source 108 and/or control components of the photonic processor 110 (e.g.,
encoders, phase shifters, and/or detectors). For example, the memory 106 may store executable
instructions that cause the processor 104 to determine new input values to send to the photonic
processor 110 based on the number of computational iterations that have occurred. Thus, the
output matrix transmitted by the photonic processing system 100 to the external processor may
be the result of multiple, accumulated multiplication operations, not simply a single
multiplication operation. In another embodiment, the result of the computation by the photonic
processing system 100 may be operated on digitally by the processor 104 before being stored in
the memory 106. The operations on the bit strings may not be simply linear, but may also be
non-linear or, more generally, be Turing complete.

[0035] The optical source 108 may be configured to provide the photonic processor 110 with
N optical signals, in accordance with some embodiments of the technology. Optical source 108
may include, for example, one or more coherent and/or incoherent light sources configured to
produce the N optical signals. Optical light source 108, in some embodiments, may include a
laser configured to emit light at a wavelength Ao. The wavelength of emission may be in the
visible, infrared (including near infrared, mid infrared and far infrared) or ultraviolet portion of
the electromagnetic spectrum. In some embodiments, Ao may be in the O-band, C-band or L-
band. In some embodiments, optical light source 108 may include multiple lasers configured to
emit light at different wavelengths A1, A2, ..., Aa.

[0036] Each output of optical source 108 may be coupled one-to-one to a single input of the
photonic processor 110, in accordance with some embodiments of the technology described
herein. In some embodiments, optical source 108 may be disposed on the same substrate (e.g.,
a same chip) as the photonic processor 110. In such embodiments, the optical signals may be
transmitted from the optical source 108 to the photonic processor 110 in waveguides (e.g.,

silicon photonic waveguides) disposed on the same substrate. In other embodiments, the optical
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source 108 may be disposed on a separate substrate from the photonic processor 110. In such
embodiments, the optical signals may be transmitted from the optical source 108 to the photonic
processor 110 through one or more optical fibers.

[0037] The photonic processor 110 may perform matrix-vector, matrix-matrix, and/or tensor-
tensor multiplication operations, in accordance with some embodiments of the technology
described herein. In some embodiments, the photonic processor 110 includes two parts:
modulators configured to encode elements of the input vector, matrix, and/or tensor in the
amplitude and/or intensity of the optical signals from optical source 108 (see e.g., amplitude
modulators 204 and 208 of FIG. 2), and optical detectors configured to detect and convert optical
signals to an electrical signal proportional to a product of the encoded elements (see e.g.,
detectors 210 of FIG. 2). The photonic processor 110 outputs these electrical signals to the
controller 102 for further processing and/or output to the external processor.

[0038] In some embodiments, one or more of the input matrices or tensors may be too large
to be encoded in the photonic processor using a single pass. In such situations, one portion of
the large matrix may be encoded in the photonic processor and the multiplication process may
be performed for that single portion of the large matrix and/or matrices. The results of that first
operation may be stored in memory 106. Subsequently, a second portion of the large matrix may
be encoded in the photonic processor and a second multiplication process may be performed.
This “tiling” of the large matrix may continue until the multiplication process has been
performed on all portions of the large matrix. The results of the multiple multiplication
processes, which may be stored in memory 106, may then be combined to form a final result of
the tensor multiplication operation.

[0039] In some embodiments, the photonic processor 110 may convert N separate optical
pulses into electrical signals. In some embodiments, the intensity and/or phase of each of the
optical pulses may be measured by optical detectors within the photonic processor 110, as
described in more detail in connection with at least FIGs. 2 and 3. The electrical signals
representing those measured values may then be electrically summed and/or output to the
controller 102 for use in further computations and/or display.

[0040] FIG. 2 is a schematic diagram illustrating an example of a linear photonic processor
200, in accordance with some embodiments of the technology described herein. Linear photonic
processor 200 may be implemented as the optical source 108 and photonic processor 110 of

photonic processing system 100 as described in connection with FIG. 1.
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[0041] In some embodiments, linear photonic processor 200 may be configured to perform
the matrix-vector multiplication operation y = WX, where w is an input P-by-Q matrix, ¥ is an
input vector with Q elements, and y is the output vector with P elements. Light sources 202 may
produce coherent or incoherent light that is passed to Q first amplitude modulators 204. Light
sources 202 may be located on a same substrate as the first amplitude modulators 204 in some
embodiments, and light may be passed to the first amplitude modulators 204 through photonic
waveguides. In some embodiments, light sources 202 may be located on a different substrate
than first amplitude modulators 204, and light may be passed to first amplitude modulators 204
at least in part through optical fibers.

[0042] In some embodiments, first amplitude modulators 204 may be configured to encode
elements of the input vector into the amplitude of the optical signals received from light sources
202 based on a respective input bit string (e.g., from a controller, as in FIG. 1). Modulation
mechanisms could include, for example, electro-mechanical, plasma dispersion, electro-optic
(@, x®, ¥® ), thermo-optic, and/or piezo-electrical-optical. Let I; be the intensity of a
received optical signal that is the input of the j® first amplitude modulator. Each first amplitude
modulator j modulates the intensity of the light to encode the value of x; such that each first
amplitude modulator j outputs a first optical signal having an intensity x;I;.

[0043] In some embodiments, first amplitude modulators 204 may be a variable attenuator or
any other suitable amplitude modulator controlled by a DAC (not pictured), which may further
be controlled by the controller (e.g., controller 102 of FIG. 1). Some amplitude modulators are
known for telecommunication applications and may be used in some embodiments. In some
embodiments, a variable beam splitter may be used as a first amplitude modulator 204, where
only one output of the variable beam splitter is kept and the other output is discarded or ignored.
Other examples of amplitude modulators that may be used in some embodiments include
traveling wave modulators, cavity-based modulators, Franz-Keldysh modulators, plasmon-
based modulators, 2-D material-based modulators and nano-opto-electromechanical switches
(NOEMYS).

[0044] In some embodiments, the first optical signals from first amplitude modulators 204
may be split log,(P) times and transmitted to P second amplitude modulators 208 using
photonic waveguides 206. Photonic waveguides 206 may comprise, for example, silicon

photonic waveguides or any other suitable dielectric photonic waveguide material. The intensity
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of the first optical signals after being split (e.g., when received by each second amplitude
modulator 208) is x;/; /P.

[0045] Each of the second amplitude modulators 208 may be configured to encode one value
of one element of the matrix w, in some embodiments. The second amplitude modulators 208
may be a same kind of modulator as the first amplitude modulators 204, or alternatively, may
be a different kind of modulator as the first amplitude modulators 204. There may be a total of
P X Q second amplitude modulators to represent the entire matrix w.The received first optical
signals with intensity x;I; /P may be modulated by the second amplitude modulators 208 in the
p't row of the matrix w to produce a second optical signal having an intensity wy;x;l;/P. This
optical intensity represents a multiplication of the matrix element w,,; and vector element x; in
an amplitude of the output optical signal.

[0046] In some embodiments, the output second optical signal that is output by each second
amplitude modulator 208 may be transmitted to and detected using an optical detector 210. The
optical detectors 210 may be, for example, photodetectors configured to produce a photocurrent
that is proportion to the intensity of light incident on the detector. In particular, the photocurrent
produced by an optical detector 210 located in row p and column j is i,; X wy,;x;1; /P. In some
embodiments, the optical detectors 210 may be, for example, photodetectors as described in U.S.
Patent Application Publication No. 2020-0228077 filed May 14, 2019 and titled “Optical
Differential Low-Noise Receivers and Related Methods,” which is hereby incorporated herein
by reference in its entirety.

[0047] In some embodiments, the photocurrent generated from optical detectors 210 in each

row may be combined to produce a summed output Lout, =2 lpj XYp =X WpjX;

representing an element of the output vector ¥ which is a product of the vector X and a row of
matrix w. This summation can be performed by, for example, connecting all the cathodes of all
the photodetectors of a single row together using conductive traces 212 (e.g., metal traces). In
some embodiments, the value of the summed photocurrent may be read out using a combination
of a transimpedance amplifier (TIA) and an analog-to-digital converter (ADC) with an
appropriate bit width and precision. The readout value may then be returned to the controller
(e.g., controller 102 of FIG. 1) for use in further computation and/or applications.

[0048] In some embodiments, it may be appreciated that the number of optical detectors 210

may be reduced by routing the optical signals that are output by the second amplitude modulators

14



CA 03148118 2022-01-19

WO 2021/021787 PCT/US2020/043841

208 to a same detector. This alteration will still produce an appropriate electrical signal output
because the matrix-vector multiplication information is encoded in the intensity of the light
which is directly proportional to the photocurrent produced by the optical detector. To prevent
unwanted interference between the signals routed to the same detector, one can use a sufficiently
incoherent light source or can also time-multiplex the optical detectors 210 such that a first
output signal arrives first, a second output signal arrives after the first, a third output signal
arrives after the second, and so on. The detector readout circuitry may use an electrical storage
circuit to store the charges that have been accumulated in such an embodiment.

[0049] In prior photonic processing architectures, the inputs to the modulators encoding the
matrix w must be calculated using a computationally expensive decomposition procedure. In
the described linear photonic processor 200, the inputs to each matrix modulator are the elements
of the matrix w itself, completely eliminating the need for any decomposition prior to
performing the optical computation.

[0050] Additionally, as a direct result of the “Euclidean-space” representation of the matrix
w rather than the “phase-space” representation used by prior photonic processing architectures,
there are N? optical paths for an N-by-N matrix in the above-described linear photonic
processing architecture, each associated with a single element of the w matrix. This result has
two important implications for the performance and scaling of this architecture.

[0051] First, each optical path contains two modulators, regardless of the size of the matrix
being represented. In contrast, optical paths in some photonic processing architectures contain
O(N) modulators. Real-world modulators suffer from non-zero insertion loss, thus limiting the
size of matrix that can be represented for a given acceptable optical loss. The above-describe
linear photonic processor 200 does not suffer from this limitation on matrix size.

[0052] Second, in other photonic processing architectures, each matrix element is generally
associated with many optical paths through an optical array. The number of paths passing
through any given “phase-space” modulator affect many elements of the represented matrix.
Moreover, the number of elements affected by a particular modulator is not constant, giving rise
to a non-uniform error-sensitivity. For example, the sensitivity of modulators near the center of
a modulator array may be much higher than for those modulators at the edges and corners. This
is because the center modulators are in the propagation path of a larger number of input optical

signals than the edge or corner modulators. In contrast, the errors in each “Euclidean-space”
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matrix modulator in the above-described linear photonic processor 200 affect only that specific
value of the matrix element.

[0053] It may be further appreciated that the above-described linear photonic processor 200
may reduce a number of photonic crossings (e.g., of waveguides 206) within a photonic
processing architecture, in some embodiments. Due to the nature of the data flow in a matrix-
vector multiplication (e.g., a single vector element may be broadcast to multiple rows, and the
signals from the different columns of each row may be combined together to produce a single
output vector element), there will inherently be crossings in the data path that can be in the
photonic domain or in the electrical domain. For example, for the case of the photonic processor,
evaluating the partial product M;;x; involves broadcasting of x; to multiple rows of i. At this
point, no crossing is necessary. But, to perform the summation of the different columns within
a single row, i.e. },; M;;x;, photonic or electrical crossings become necessary.

[0054] A crossing between two photonic waveguides can be physically achieved by using a
multi-mode interferometer (MMI) crossing within the same semiconductor layer or by using
another layer of the semiconductor substrate. The photonic crossings are desirable as opposed
to electrical crossing because photonic crossings can reduce the overall capacitance of the
circuits that can adversely affect the bandwidth of the system. However, MMI-based crossings
can induce significant cross-talk and loss to the optical signal.

[0055]  The nature of the binary tree used to broadcast the value of x; is in fact amenable for
reducing the number of necessary crossings. For example, consider the case when the value x;
is split N times (for a multiplication between an N X N matrix and a vector of size N). If the
split is performed with a single 1-to-N splitter, approximately the order of N/2 photonic
crossings may be needed. On the other hand, if the split is performed with binary 1-to-2 splitters
that are spaced apart in a tree fashion, one may need on the order of N photonic crossings to
clear the broadcasting waveguides.

[0056] In some embodiments, when the cross-talk and loss become significant because of the
number of photonic waveguide crossings, it may be desirable to design the crossings in the
electrical domain at the expense of extra capacitance. Crossings in the electrical domain consist
of routing the two signals in two different metal layers in the same semiconductor substrate. The

electrical crossings can be placed at the output of the photodetectors.
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[0057] FIG. 3A is a block diagram of an illustrative example of a linear photonic processor
300a for implementing a matrix-vector operation, in accordance with some embodiments of the
technology described herein. Linear photonic processor 300a is similar to linear photonic
processor 200 as described in connection with FIG. 2 and is configured to perform a same
matrix-vector multiplication operation y = WX, where w is an input P-by-Q matrix, X is an input
vector with Q elements, and y is the output vector with P elements.

[0058] In some embodiments, linear photonic processor 300a may include a single light
source 302 configured to output an optical signal. The light source 302 may be a coherent (e.g.,
a laser) or incoherent light source (e.g., thermal lights, superluminescent diodes, LEDs, etc.). In
some embodiments, the optical signal output by the light source 302 may pass through a beam
splitter 304 configured to split the optical signal into Q optical signals, each being transmitted
to a first amplitude modulator 306.

[0059] Asin linear photonic processor 200 of FIG. 2, first amplitude modulators 306 may be
configured to encode elements of the input vector into the amplitude of the optical signals
received from light source 302. The first amplitude modulators 306 may be a variable attenuator
or any other suitable amplitude modulator controlled by a DAC (not pictured), which may
further be controlled by the controller (e.g., controller 102 of FIG. 1). Some amplitude
modulators are known for telecommunication applications and may be used in some
embodiments. In some embodiments, a variable beam splitter may be used as a first amplitude
modulator 204, where only one output of the variable beam splitter is kept and the other output
is discarded or ignored. Other examples of amplitude modulators that may be used in some
embodiments include traveling wave modulators, cavity-based modulators, Franz-Keldysh
modulators, plasmon-based modulators, 2-D material-based modulators and nano-opto-
electromechanical switches (NOEMS).

[0060] The first amplitude modulators 306 may then output first optical signals that represent
elements of the input vector in amplitudes (e.g., intensity) of the first optical signals. The first
optical signals may be transmitted through additional beam splitters 304 so that the first optical
splitters may be split P times. The split first optical signals may then be transmitted to P second
amplitude modulators 308.

[0061] Each of the second amplitude modulators 308 may be configured to encode one value
of one element of the matrix w, in some embodiments. The second amplitude modulators 308

may be a same kind of modulator as the first amplitude modulators 306, or alternatively, may
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be a different kind of modulator as the first amplitude modulators 306. The received first optical
signals may be modulated by the second amplitude modulators 208 to produce a second optical
signal having an intensity representing a multiplication of the matrix element w,,; and vector
element x; in an amplitude of the output second optical signal.

[0062] In some embodiments, the output second optical signal that is output by each second
amplitude modulator 308 may be transmitted to and detected using an optical detector 310. The
optical detectors 310 may be, for example, photodetectors configured to produce a photocurrent
that is proportion to the intensity of light incident on the detector.

[0063] In some embodiments, some outputs of optical detectors 310 may be transmitted to an
electrical summing circuit 312. As shown in the example of FIG. 3A, the outputs of optical
detectors 310 that are coupled to second amplitude modulators 308 that are configured to
represent a matrix row (e.g., elements wy,, wy,, and wy3) are transmitted to a same electrical
summing circuit 312. In such embodiments, the electrical summing circuits 312 may comprise
circuitry configured to add received photocurrents from the optical detectors 310 such that an
output electrical signal from an electrical summing circuit 312 represents a product of the input
vector and a matrix row (e.g., for the first row of the matrix w, electrically representing x; w;; +
XaW1z + X3Wy3).

[0064] In some embodiments, the electrical summing circuits 312 may comprise voltage
summer circuits. For example, the electrical summing circuits 312 may comprise a resistor
network and an amplifier circuit. In some embodiments, the electrical signals output by the
optical detectors 310 may be summed by simply tying the output nodes together. There are two
advantages to performing this electrical summation prior to reading out an output result. First,
this earlier summation may reduce the number of mixed-signal readout circuitry used in the
photonic processing architecture such that only P readout circuitry elements are used in the
architecture (instead of a total of P X Q of such circuitry as in the example of linear photonic
processor 200 of FIG. 2). Second, the earlier summation increases the size of the photocurrent
that is to be detected by the readout circuitry. Before the optical signals reach each second
amplitude modulator 308, they are split P-ways. Combining the photocurrent generated from Q
different photodetectors can offset the reduction in intensity due to the split (if @ = P).

[0065] FIG. 3B isablock diagram illustrating an example of a linear photonic processor 300b

having a layout configured to minimize electrical path length, in accordance with some
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embodiments of the technology described herein. Because electrical wires suffer from parasitic
resistances, inductances, and capacitances, it can be useful to design the layout of such electrical
wires to minimize these parasitic effects (e.g., by minimizing electrical trace length). The
electrical signals output by the optical detectors 310 are electrical currents, and the speed at
which these electrical currents can switch may depend on the above-described electrical
parasitics. To enable high-speed operation, these electrical parasitics should be minimized.

[0066] Linear photonic processor 300b has same components as linear photonic processor
300a of the example of FIG. 3A, though beam splitters 304 are not shown for clarity. However,
in the example of FIG. 3B, the optical detectors 310 are disposed in a ring configuration around
the electrical summing circuit 312. This ring configuration minimizes lengths of the electrical
traces between optical detectors 310 and the electrical summing circuit 312, thereby minimizing

electrical parasitics such as resistances, inductances, and capacitances.

I. Non-linear Relationships Between Code and Signals

[0067] Analog computers typically take, as inputs, bit strings that may be converted into some
physical process (e.g., electrical, photonic) in which the computation is performed. The
computers then output bit strings based on one or more measurements of these physical
processes.

[0068] Insome embodiments, the relationships between the input bit string and the modulated
signal as well as the output signal and the output bit string need not be linear. In fact, non-linear
signal-to-code relationships may be advantageous for certain algorithms. For example, in some
deep learning algorithms related to image classification, it can be more valuable to discriminate
between multiple small values while discriminating between multiple large values may be less
valuable or unnecessary. Therefore, such algorithms may be run with input DACs and output
ADCs that encode values near zero with a larger fraction of the codebook and encode large
values near the maximum input/output with a smaller fraction of the codebook. The effective

dynamic range of the inputs and the outputs can be increased through the non-linear mappings.

II. Error Correction

[0069] Analog computers can incur errors during computation. Analog computers that use
electronics fundamentally encounter Johnson-Nyquist noise and electrical shot noise that can

cause errors during the readout process. When operating close to the noise floor of the output
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readout circuitry, the electrical noise may have a small probability of causing a bit flip in the
least-significant bits (LSBs) of the output. The probability at which the LSBs flip is higher for
a readout circuit with a higher bandwidth. These LSB-flip errors are synonymous to gate errors
in digital computing circuits (e.g. multiply-accumulate units) but only affect the LSBs.
Therefore, if LSB-flip errors occur, they are limited to an error of a few percent from the correct
output. For example, for an N-bit output, a bit flip error in the LSB corresponds to a relative
error of ~ 1/2V X 100%. This is in contrast to digital computing circuits where gate errors—
although highly improbable—can cause an error in the most significant bit (MSB) because
digital circuits treat every bit equally. In an analog processing system, such as the linear photonic
processors of FIGs. 2, 3A, and 3B, the LSB has a signal power that is closer to the noise power
while the more significant bits have signal powers that are exponentially higher than the noise
power. As a result, the more significant bits may be exponentially less likely to admit a bit flip
error when compared to the LSB.

[0070] One way to mitigate bit flip errors is to perform error correction on the computation.
The simplest error correction algorithm that can be performed is to increase redundancy by
performing the same computation multiple (e.g., at least three) times and perform a majority
vote to determine the correct results at a higher probability. Due to the nature of the errors in
analog computers that affect the LSBs, the voting does not have to be done on the whole output
bit strings. Rather, the voting can be merely done on the LSB, or at least just a few LSBs.
[0071] Resiliency of the more significant bits against error gives analog processors an
advantage when running algorithms that are robust against small errors, such as artificial neural
networks or ordinary differential equation solvers. The inventors have recognized that a faster
analog processor—at the cost of higher probability of bit flip errors in the LSBs—can be used
to evaluate more resilient algorithms. In some deep learning algorithms (e.g. for image
classification) small errors merely cause a reduction in the confidence of the prediction but they
do not necessarily cause a degradation in the prediction accuracy.

[0072] There are many advantages to using an intensity-based optical system such as the
linear photonic processors of FIGs. 2, 3A, and 3B, including a large reduction in sensitivity to
temperature fluctuations and fabrication imperfections. Field-based photonic systems often need
significant stabilization and trimming to function reliably. The proposed architectures described

above are largely immune to such phase errors and fluctuations. Furthermore, as intensity-based
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architectures do not make use of the phase information in their calculations, they are amenable

to intensity modulation schemes that have a coupled phase modulation.

II1. Partial Products and their Sums

[0073] Insome embodiments, the matrix elements w;; and vector elements x; are represented
with a fixed-point number representation. Within this representation, if w;; € {0,1}™* is an

unsigned m;-bit number and x; € {0,1}"2 is an unsigned m,-bit number, then a total of m; +
m, +log, (n) bits may be used to fully represent the resulting vector element y; = }; w;;x;,

where n is the number of columns in matrix w. In general, the number of bits to represent the
result of a matrix-vector product may be larger than the number of bits to represent the inputs
of the operation. If the analog-to-digital converter (ADC) used to readout values from the
photonic processor is unable to readout the output vector at full precision, then the output vector
elements may be rounded to the precision of the ADC.

[0074] Constructing an ADC with a high bit-precision at bandwidths that correspond to the
rate at which input vectors in the form of optical signals are sent through the photonic processing
system can be challenging. Therefore, the bit precision of the ADC typically may limit the bit
precision at which the matrix elements w;; and the vector element x; are represented, if a fully
precise computation is desired. Accordingly, the inventors have developed a method of
obtaining an output vector at its full precision, which can be arbitrarily high, by computing
partial products and sums as described below. For the sake of clarity, the number of bits needed
to represent either w;; or x; is assumed to be the same, e.g., my = m, =m.

[0075]  First, the bit-string representation of the matrix element w;jand x; may be divided into
d divisions, with each division containing k = m/d bits. As aresult, the matrix element w;; can
be written as wy; = wy;[12F@=D) 4, [I2kE=2) 4wy, 1471120 where wy;[%] is the k-bit
value of the a most significant k-bit string of w; ;. In terms of bit string, w;; can be written as
wi; = wyOlwy 1w 1971 Qimilarly, x; can also be written as x; = x;[012¥@-1 4
x;[12k@=2) .. 4, [471120 where the vector element x; can be written as x; =

[fd-1]

x[o]x[l] x.[d_l] x]

X f in terms of its bit string. The multiplication y; = X;w;;x;can be

broken down in terms of these divisions as:
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2(d-1)

Vi = z {(Zapes, Zywy @ Ph 22K (@-17Pky (( z zWij[a]xj[b])ZZk(d_l)_pk}
p=0

abesy, j
where the set Spis the set of all values of @ and b, where a + b = p.
[0076]  The linear photonic processor can then be programmed to implement the matrix wy; [a]

and the input vector x; [] each of which is only k-bit precise, in some embodiments. The matrix-

[a.b] —

vector multiplication produces the intermediate result: y;'**! =} Wij[a

lx;[P1. The output
vector ¥;[*P] can then be stored and is precise up to 2k +log, (n) bits. This multiplication is

iterated over the different values of a, b within the set Sp. The final result can be then be

[ab] over the different

computed by performing the sum Za,beSijWij [a]xj [b] = Za,bESpyi
iterations of a and b with digital electronics (e.g., in the controller or elsewhere).

[0077] The method described above allows the user to obtain a fully precise computation by
manipulating partial products and their sums, even when the available ADCs are not able to

immediately capture the full precision.

IV. Generalizing to GEMM with Tensors by Serializing

[0078] The linear photonic processors described herein (e.g., in connection with FIGs. 2, 3A,
and 3B) can be extended from a matrix-vector multiplication operation to a matrix-matrix
multiplication, in some embodiments. Given an [ X J matrix A and a / X K matrix B, the linear
photonic processor may be configured to produce an I X K matrix C = AB. The matrix A may
be encoded into the second amplitude modulators (e.g., second amplitude modulators 208 or
308) in the photonic processor and a column by of matrix B can be encoded into the first
amplitude modulators (e.g., first amplitude modulators 204 or 306). The result of each matrix-
vector multiplication is a column ¢y of the matrix C. By performing the multiplication with
different columns of b and storing the results in memory (e.g., in the controller 102), the matrix
C can be built column-by-column. Similarly, the matrix B can be encoded into the second
amplitude modulators in the photonic processor and a row a; of matrix 4 can be encoded into
the first amplitude modulators. The result of the matrix-vector multiplication, in this case, is a
row ¢; of the matrix €, and one can build the output matrix C row-by-row.

[0079] In some embodiments, the matrices may be too large to be encoded in the photonic

processor. In this case, the matrix-matrix multiplication may be performed between a portion of
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the first large input matrix and a portion of the second large input matrix. The results of this
multiplication are stored in a memory. Subsequently, a second portion of the first large input
matrix may be encoded in the photonic processor and a second matrix-matrix multiplication may
be performed with a portion of the second large input matrix. This “tiling” of the large matrices
may continue until the multiplication process is performed on all portions of the two large
matrices. The results of the multiplication process may then be combined to generate a final
result of the multiplication of two large matrices. This idea of serialization can be applied to
tensor-tensor multiplication by processing slices of tensors at a time, storing the results in

memory, and then combining the results later to form the output tensor.

V. Application to Neural Networks and Deep Learning

[0080] The linear photonic processor described herein (e.g., in connection with FIGs. 2, 3A,
and 3B) has wide applicability as it can accelerate various GEMM operations and make them
more power-efficient. Today, GEMM is used in linear algebra calculations such as performing
eigenvalue decomposition, singular value decomposition, or inverting a matrix. One important
application of GEMM is the artificial neural network.

[0081] A deep artificial neural network, at its most basic level, involves multiple (layers, up
to hundreds of layers, of tensor-tensor multiplications, with each layer’s linear transformation
followed by a non-linear activation function. Consider a neural network with dimensionality D.
For an input tensor with O(N?) elements and a weight tensor with O(N?) elements, the amount
of computation needed to perform the tensor-tensor multiplication is O(N2P?~1), while the
amount of computation needed to perform the activation function is O(N?). Therefore, tensor-
tensor multiplication typically dominates the computation of a deep neural network, and hence
the photonic processors proposed herein can be used to speed up artificial neural network
calculations.

[0082] Training an artificial neural network typically involves running a back-propagation
algorithm. Consider a single layer of a deep artificial neural network with a weight matrix w
and a bias vector b. For an input vector X, the output result of this layer of neural network is
y; = f((wx); + b;), where f(.) is the nonlinear function that is applied element-wise. In back-
propagation with conventional stochastic gradient descent, the weight matrix is adjusted

iteratively such that the weight matrix at time ¢ + 1 is defined as a function of the weight matrix
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at time t and a derivative of the loss function with respect to the weights of the weight matrix as

follows:

oE
Wap(t+ 1) = wgp(t) — naw—b(t),
a

where 7 is the learning rate and (a, b) represent the a®™ row and b column entry of the weight
matrix, w, respectively.
[0083] The chain rule of calculus may be applied to compute the gradient of the loss function

with respect to any of the parameters within the weight matrix (where for convenience of
representation, the definition z; = (wx); + b; = X ; wy;x; + b; is used) associated with this

single input vector x:

oE _z(@E) oy;\ [ 9z
awab_ o ayi aZj awab .
]

Computing the derivative of z with respect to wy,, results in: 0z;/0wgp = 8, Xp. The sum

representing the gradient of the loss function can then be rewritten as:

0E z <6E> <6yi>
Wy dy;/ \oz, *b-

i

The first sum may then be defined as the back-propagated error vector e, = ); (3—5) (%)

) ) . ) 9E D
where X is the input vector, resulting in the final expression: 5o = €aXp, which is an outer
ab

product between the error vector and the input vectors. In non-tensor notation, the expression

can be written as:

Fi e xT.
[0084] Typically, to reduce the noise in the gradient updates (which can cause the model
parameters to jump frequently), the update Aw = 0E /0w is not taken from a single data sample
(e.g., a single input vector, x, and a single error vector, e). In practice, an average update is
computed from the entire batch of training dataset or from a portion of the batch of the training
dataset. Denote ¥@and é@to be the g input vector and error vector from a bag of training

dataset with @ total training examples. The update Aw may be computed as follows:

Q
Aw = lz g@@7
Q4
q=1
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[0085] The term 23=1 8@Wz@" can be efficiently computed using matrix-matrix products

between two matrices M, and M,. Assuming that the error vector is P elements long and the

input vector is R elements long, M, is then a P X @ matrix whose columns are the error vectors

8@and M,is a Q X R matrix whose rows are the transposed input vectors @ Multiplying

the two matrices provides the update:
1 g 1
Aw = 52 g@@" = o MeM..
q=1

Because the proposed linear photonic processor operates natively in Euclidean space, it can be
used to compute this matrix update Aw efficiently. The linear photonic processor described
herein is accordingly amenable for not only forward-propagation (evaluation) but also back-
propagation (training) of a deep artificial neural network. While the derivation above applies to
the fully-connected layer of the form wx + b, any other layer that is composed of a linear

transformation followed by a non-linearity can have its gradient computed in a similar fashion.

VI Tradeoff between Bandwidth and Signal

[0086] The inventors have further recognized that the linear photonic processor

architectures described herein can perform the sum between partial products (e.g., between the
j elements of }.; M;;v;)in the current domain. Performing this sum in the current domain allows

one to tradeoff between the length of the integration time and the amount of signal collected.
The amount of signal collected by the output sampling circuits is proportional to the intensity of
light collected by the optical detectors and is a function of the input optical power and the optical
propagation loss through the photonic processor. When the photonic processor is operating close
to the noise floor of the system, the signal-to-noise ratio (SNR) can be increased by choosing a
longer integration time. This longer integration time stores a larger amount of electrical charges
at the output of the photonic processor, adding up to larger output signals as these electrical
charges are read by output sampling circuits. The output sampling circuit may be connected to
an analog-digital converter (ADC) which outputs a bit string that describes the amount of
electrical charge sensed by the output sampling circuit. For this bit string to be reliable (e.g.,
multiple measurements produce the same output bit string), the SNR of the photonic processor

may need to be high enough to support the effective number of bits (ENOB) of the output.
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Therefore, the speed of the photonic processor can be chosen such that the SNR of the system
is high enough for the desired bit-width of the output bit string.

VII Rescaling

[0087] Analog computing systems for matrix processing have a finite dynamic range limited
by physical noise limits (e.g., shot noise, thermal noise, etc.) or architecture-based limits. In
computation schemes that are based on dissipation, (e.g., optical or electrical power dissipation)
this dissipation fundamentally affects the link budget, SNR, and precision of the processor. To
avoid these limitations and increase the amount of signal transmitted through the system, the
inventors have appreciated that rows of a matrix can be rescaled to minimize dissipation while
still performing a computation that is directly proportional to the desired computation. A matrix
m can be rescaled row-wise. Below, the matrix m is multiplied by a vector x. Each row of m
can be associated with a different scale factor ;. These scale factors, for example, can either be
continuous variables ranging from O to infinity or powers of 2. In some embodiments where the
rescaling is performed using a digital computer, the scales and rescaling operations can be
performed using either floating point numbers or fixed point numbers. The matrix m can also
be rescaled tile-wise or matrix-wise. To obtain a tile-wise scaling, the different row scale factors
simply may be set to the same value, and to obtain a matrix-wise scaling, the different tile scale

factors may be set to the same value.

My My1 My || X a1(MyoXo + My1Xy + Mypx;)
Mpy Mpqy My X a, (mzoxo + mo1Xq + mzzxz)

(moo Moy moz) (xo) o (MopXo + Mo X1 + Mo2X2)
=4

[0088] After performing this row-wise rescaling, the scale factors a; can be removed by
dividing the scale factors out of the result of the matrix computation. If the scale factor is a
power of two, for example, the scale factor can be removed using electronics energy-efficient
bit shift operations. If the row-scale factor is not a power of two, division can be performed. In
some embodiments, the entries m;; may be normalized because there is a finite dynamic range
for the amplitude modulators. If am;; > 1, the entry saturates at 1. For example, let m; =
(0.1 01 1 0.1) Ifa=10,thenam; =(1 1 10 1). However, the value of 10 cannot
be optically represented if the amplitude modulators saturate at a value of 1, and optically the

vector will be represented asam; =(1 1 1 1). Accordingly, values of the scale factors

may be chosen so that the maximum value of an element in the vector am; is no greater than 1.
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VIII. Computing real-valued matrices with positive-only processors

[0089] The inventors have recognized that analog processors can often encode only positive-
valued matrices and tensors. For example, when using incoherent light sources, a photonic
processor may modulate only the intensity of the optical signals and not the phase. Physically,
intensity 1s a non-negative number. The inventors have recognized that, for most applications,
the photonic processor will be performing a multiplication between a matrix and a vector that
may include positive and/or negative-valued elements. The inventors have therefore developed
a method for performing a matrix-vector multiplication operation between a real-valued matrix
and a real-valued vector using only amplitude-modulation by offsetting and/or rescaling the
number line.

[0090]  Let the original real-valued matrix be M, with elements M;; € R, and let the original
real-valued vector be x, with elements x; € R. Each entry of the original matrix may be offset
by a constant value cyto produce a new matrix M’ such that M;;" = M;; + ¢y = 0. The constant

value ¢y, may be chosen to be the absolute value of the largest negative entry of the matrix, e.g.,

|m_qx((—1)59”(Mii)+1Mij)|, or the absolute value of the largest possible negative entry of the
Lj

matrix, even if this value is not observed in the particular matrix M. Similarly, the vector

elements can be offset by a constant value ¢, to produce a new vector x’ such that x’ = x +

¢, = 0. The constant ¢, may again be chosen to be the absolute value of the largest negative

entry of the vector or the absolute value of the largest possible negative element of the vector.
[0091]  The output vector y; = ¥.; M;;x; can then be computed using the new matrix M’ and

vector x” as follows:
Vi = z M;;x;
J

yi = z(Mij +om — em) (X + Cx — Cx)
J

Vi = z(MU + CM)(X']' + Cx) - Csz]' - szMij
J J

J
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_ I
= QM5 e ) e ), My
J J

where the first term Y,; M;;'x;" can be evaluated using the photonic processor, and where the
values M’;; may be encoded using the second amplitude modulators and the values x’; may be
encoded with the first amplitude modulators. The second term ¢y %; x; and third term

Cx 2; M;j may be evaluated by a digital vector processor. Although computing the third term
incurs a cost of O(I]) operations, assuming an [ X | matrix, the cost may be amortized over the
number of different vectors that will be computed by the photonic processor. If this number is
large enough, one can choose to pipeline the computation of the third term and the matrix
multiplication using the photonic processor.

[0092] In the case that the first amplitude modulators are able encode negative numbers (but
not the second amplitude modulators), the second term ¢y }.; x; can also be computed by
extending the number of rows of the photonic processor by one and setting all second amplitude
modulators in this new last row (row number I + 1) to unity (e.g., set M, ; = 1 for all j). Note
that, for this case, the value of ¢, may be set such that ¢, = 0 or this constant offset may be kept
for other reasons such as the dynamic range of the ADC and readout circuitry, described below.
Similarly, in the case that the second amplitude modulators are able to encode negative numbers
(but not the first amplitude modulators), the third term ¢, }.; M;; can be evaluated by computing
a matrix-vector multiplication with a vector having elements with values of one. Again, c,; may
be chosen such that ¢, = 0 or the constant offset may be kept for other reasons.

[0093] The inventors further recognize that this method of obviating the need to encode
negative numbers in the photonic processor may produce a new matrix M;;’or a new vector x;’
whose elements are out of the photonic processor’s encoding range. Without loss of generality,
the input matrix and input vector can be normalized such that each entry is within the encoding
range. For example, assume that the original matrix elements and the original vector elements
have values between -1 and 1, e.g., M;; € [-1,1] and x; € [—1,1]. Adding the constant offsets
cy and c, means that the modified matrix element values are in a new range M;;" € [-1 +
cu, 1+ cy] = 0 and similarly the modified vector element values are in a new range x;’ €
[-1+cy 1+ c,] = 0. If the photonic processor modulators can only encode values between

0 and 1, then a scale factor ay, and a, may be introduced, in some embodiments. In such
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embodiments, oy, and o, may be chosen such that ap; = 1/(1 + ¢y ) and @, = 1/(1 + ¢,) such
that ayM;;" € [(=1+cy)/(1+cy) 1] and a,x;” € [(—1+ c,)/(1+cx), 1] within the
range of the possible values of the photonic processor. In other words, instead of computing y;

as described above, one can compute:

Oy yY; = z(aMMij,)(axxj,) — Oy OxCy z Xj — aMaxcxz M;j,

] ] ]

where the factors aya, can be removed at a post-processing stage.

[0094] The offsetting and scaling method described above precludes the need for encoding
negative numbers in the processor’s first and second amplitude modulators. The method also
confers an additional benefit of higher signal accumulation at the output. Since the encoded
matrix and the encoded vector now have non-negative elements, the currents summed at the
output have the same direction of flow—Ileading to a larger amount of charges accumulated that
will be sampled by the output sampling circuit. This leads to larger signals at the output that
encode the output vector y. The inventors recognize that the larger signal outputs are important
for processors that operate close to the electronic noise floor, typically consisting of Johnson-

Nyquist noise, electronic shot noise and photonic shot noise.

VIII. Loss-Based Modulation and Optical Representation of Zero Values

[0095] FIGs. 4A-4C show illustrative examples of amplitude modulators that may be used in
some embodiments as first and/or second amplitude modulators as described in connection with
the examples of FIGs. 2, 3A, and 3B, in accordance with some embodiments of the technology
described herein. FIG. 4A shows a modulator 400a that uses imperfect amplitude or phase
modulators 404 and 408 to achieve “good” zero values in an interferometer arrangement. Beam
splitters 402 and 410 split and re-combine, respectively, the optical signal passing through the
modulator 400a. A phase shifter 406 may be added to bias the interferometer in order to increase
the extinction ratio, and the modulator 408 is used for loss-matching. The modulator 400a may
be used in a push-pull mode, in some embodiments. FIG. 4B shows a modulator 400b that uses
a perfect extinction electro-absorption modulator 412 to increase the extinction ratio of the
modulator, in some embodiments. FIG. 4C shows a modulator 400c that uses a ring resonator

414 or cavity that is tuned off resonance. In some embodiments, the ring resonator 414 may be
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tuned off resonance such that 1/2” fraction of light passes in the resonant state, where b is the
desired precision of the computation.

[0096] Because the goal of such amplitude modulators is only to modulate the optical
intensity, almost any intensity modulation strategy (e.g., including a coupled phase modulation)
can be used for amplitude modulation. For more accurate performance, the extinction ratio of
the amplitude modulator should be as large as possible. In some embodiments, it may be
desirable to chain modulators (e.g., to place modulators in series) to increase their extinction
ratio or phase shift. However, as described below, it is possible to trade this accuracy with the
effective insertion loss of the resulting output.

[0097] The same matrix-vector multiplication architecture would also apply if any of the
intensity modulation is switched from a loss-based modulation as shown in FIGs. 4A-4C to a
gain-based modulation. This implies that the same architecture will also work on photonic
integrated circuit platforms that include semiconductor optical amplifiers (e.g., indium
phosphide (InP) or other III-V semiconducting platforms). It may be advantageous to choose a
combination of loss-based modulation and gain-based modulation, in some embodiments. The
former can be more power efficient and the latter can be used to combat loss in the circuit.
[0098] When using only loss-based modulation schemes, the input matrix and input vector
entries can only reduce the intensity of light. Mathematically, this is described by having entries
with values less than one: x; < land wy,; < 1. To achieve this, the input matrix and the input
vector are normalized. Instead of directly computing ¥ = wX, a constant factor is first pulled
out such that | Y| = [IW]|max |||l max, Where ||A||max denotes the element-wise max-norm (e.g.,

the maximum absolute value entry of A, ||A|[mqex = max|A;;|for a matrix and [|A]|pex =
Lj

max|A;|for a vector). The photonic processor may be used to compute y/|y| = w X/|y|, and
[A

digital circuitry may be used to recover the output vector ¥ by multiplying the final result with
Iyl

[0099] Because the signals are encoded into the optical intensity, the matrix-vector
multiplication described above would only apply for a non-negative-valued matrix and a non-
negative-valued vector. The algorithm can be augmented by using four multiplications to
calculate a matrix-vector multiplication between any real-valued matrix and real-valued vector.
To do so, the input matrix may be split into its positive and negative components. For example,

w = w, —w_, where w, (w_) corresponds to a matrix containing only the positive (negative)
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components. Similarly, the input vector may be split into its positive and negative components.
For example, X = x — x_, where X, (X_) corresponds to a vector containing only the positive
(negative) components. To perform the multiplication ¥ = wx = (w, —w_)(¥, — x_), the
multiplications w,x,, w,x_, w_x_,and w_x_ may be performed individually and the results
may be summed and/or subtracted accordingly. This method may be described by the name
“Differential Matrix Multiplication” (DMM).

[0100] Amplitude modulators are generally not capable of (1) fully extinguishing light and
(2) allowing light to fully pass. However, these two properties are important parameters of an
amplitude modulator; the former property is related to the extinction ratio and the latter property
is the insertion loss of the modulator. At first glance, the techniques described herein require
that the amplitude modulators that encode w and x are capable of fully extinguishing light (e.g.,
a modulator with an arbitrarily high extinction ratio). However, the four terms
WX, Wix_, w_x,,and w_x_ that are computed to subtract this “common-mode offset”
resulting from imperfect extinction at the w and x modulators may be taken advantage of. It is
also possible to achieve high extinction ratios using interferometric schemes, even with
imperfect intensity or phase modulators, as shown in FIGs. 4A-4C.

[0101] The DMM techniques described above allows for general matrix multiplication with
amplitude modulators having poor extinction ratios and that cannot encode values close to zero.

Let the jm amplitude modulator “AM” have an intensity modulation range of x; € [xjmi” >

0,x;,™** < 1]. The extinction ratio of this modulator is x;™** /x;™" which has a finite value.

The electronic circuitry, which involves a digital-to-analog converter, driving this modulator

discretizes the range between xjmi”and x;%% . Similarly, let the p™ column and j™ row

amplitude modulator “M” have an intensity modulation range of wy; € [ijmi” >

0, wy,;™** < 1]. The extinction ratio of this modulator is w,;"%*/w, jmi”. The circuitry

driving this modulator also discretizes the range between wy,; ™™ and w,,;**.

[0102] A new modulation range x; = x; — xjmi” can be defined with values ranging from

x'; € [0, — xjmi”], for the first amplitude modulators. And, a new modulation range

1= — min : : ' max __
Wi = Wy — Wy can also be defined, with values ranging from w',; € [0, w,;

min
W .

pi ], for the second amplitude modulators. The matrix-vector product can then be computed

as:
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wx = (wy —w_)(X; —x0)

2L
Il

Y= z(ij,+ - ij,—)(xj,+ - xj,—)
j
V= z[(wupf'* + Wp ™) = (W pj -+ WX + ™) = (67— + ™)
j

y= z(wlpj,+ —wy )X — x50,
j

because both the positive and the negative parts of the matrix and vector are modulated by the
same modulator, which has the same minimum value. Therefore, matrix-vector multiplication
can be performed as if both the first and second amplitude modulators have perfect extinction
ratios by canceling the common-mode offset using these DMM techniques. This allows for a
wider range of modulation mechanisms to be used, and allows for higher speed modulation of
both the vector and matrix elements than could be achieved while requiring high extinction
ratios. The trade-off is a reduction in the range of the resultant photocurrent, which may or may

not be a limiting factor in the bit precision of the output.

IX. Wavelength Division Multiplexing

[0103] FIG. 5 is a block diagram illustrating an example of a linear photonic processor 500
including wavelength division multiplexing (WDM), in accordance with some embodiments of
the technology described herein. The linear photonic processor 500 is similar to the linear
photonic processors of the examples of FIGs. 2, 3A, and 3B, but has been augmented with WDM
circuits 506 and 512. Alternatively, in some embodiments these WDM circuits 506 and 512
could be polarization division multiplexing circuits. The linear photonic processor 500 does not
entail interference between any of the optical paths, and thus is conducive to being assembled
entirely from broadband photonic elements—relaxing the constraint on the wavelength range
used for WDM.

[0104] The example linear photonic processor 500 of FIG. 5 has been configured to multiple
a 3 X 3 matrix w with three, 3-element vectors x;,, x;4, and x;;,. The linear photonic processor
500 may include multiple light sources 502a, 502b, and 502c configured to generate optical
signals having different wavelengths. For example, the light sources 502a, 502b, and 502¢ may
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be configured to generate optical signals that are red light, green light, and blue light,
respectively. Each element of the vectors x;,, x;4, and x;;, may be thus be encoded into an
amplitude of optical signals having different wavelengths by first amplitude modulators 504.

[0105]  After passing through first WDM circuits 506, the first optical signals may be split by
beam splitters 508 and transmitted to second amplitude modulators 510 that are configured to
encode a matrix-vector element product into output second optical signals. These output second
optical signals may be received by second WDM circuits 512 and subsequently detected and
converted into electrical signals by optical detectors 514. The electrical signals may be summed

and/or readout as described previously herein.

X. Implementing Siegned Values

[0106] In some embodiments, negative matrix and/or vector values may be realized using
circuitry. For example, FIG. 6A is a schematic diagram of a circuit 600a for implementing a
negative and positive values, in accordance with some embodiments of the technology described
herein. The optical detector 606 may have a first terminal and a second terminal (e.g., a cathode
and an anode, for embodiments where the optical detector 606 comprises a photodiode as
depicted in FIG. 6A). The first terminal may be coupled to either a rail voltage 602 or a summing
node through switch 604. The second terminal may be coupled to either a reference voltage 608
(e.g., ground) or the summing node through switch 605. The switches 604, 605 may be, for
example, transistor switches. By connecting either the first terminal or the second terminal to
the summing node using switches 604 and 605, the direction of the current output from the
optical detector 606 may be changed such that a signage (e.g., positive or negative) is
implemented. The switch state of the transistor switches may be controlled by additional control
circuitry (not pictured) of the photonic processor and/or of a controller coupled to the photonic
processor.

[0107]  Additionally, it is possible to implement signed matrix and/or vector values using an
XOR operation to pre-compute the sign of the computation and then setting the sign of the output
electrical signal of the optical detectors 606, as shown in Fig. 6B. The circuit 600b may include
an XOR operation 610, in some embodiments. The cathode orientation (e.g., of optical detectors

606) may be calculated by taking the sign of the input vector element x; and the sign of the

matrix element w;; and performing an XOR operation on these signals. The output cathode
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orientation bit may set whether the current coming from the optical detector is positive or
negative (e.g., the output cathode orientation bit may trigger a change in the arrangement or
settings of switches 604 and 605 of circuit 600a).

[0108] The inventors have further developed methods for distributing these ‘sign bits’
throughout the photonic processor. The sign bit of each vector element can be transported near
each first amplitude modulator configured to encode vector element values, where after
performing the XOR operation between this vector sign bit and the matrix sign bit, the sign bit
signal can be used to control the flow of the detector current.

[0109] Alternatively or additionally, the sign bit could be distributed using electrical
communication. This communication may be performed using standard digital design practices
to minimize skew and jitter. For example, a tree or mesh topology may be used to distribute a
single bit to many places at the same time. The time delay of this tree may exceed the vector
rate of the processor at which point there will be multiple signs being transmitted to the
modulator at the same time.

[0110] The inventors further recognize that the sign bit may be distributed photonically. For
example, an additional waveguide could be used to encode and transmit the sign bit. However,
the sign bit may also be transmitted using an unused degree of freedom of the optical signals.
For example, the optical signals may be modulated with another polarization or another
wavelength to encode and distribute the sign bit. The sign bit may also be encoded in the logical
choice of polarization or wavelength. For example, the photonic processor may use light of
wavelength A, if the vector sign bit is positive and the photonic processor may use light of
wavelength A, if the vector sign bit is negative. Photonic sign bit distribution confers multiple
advantages. First, the sign-bit signal and the matrix-vector product signal can propagate at the
same propagation speed. Second, the sign-bit signal and the matrix-vector product signal can
propagate in the same optical waveguide, precluding the use of additional waveguides in the
system.

[0111] FIG. 7 shows a polarization-based scheme for sign bit distribution within a photonic
processor, in accordance with some embodiments of the technology described herein. A first
beam splitter 702 may split an input optical signal, and the vector element value may be encoded
in an amplitude of the light at first amplitude modulator 704. The sign bit may be encoded into
a polarization of the optical signal using a polarization rotator 706 and sign modulator 708. The

two optical signals may then be recombined using a polarization beam splitter 710. It may be
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appreciated that the polarization beam splitter can be used to (1) split an input light of two
different polarizations into two output paths, by their polarization and (2) combine light from
two input paths, each with its own polarization, into a single output light of two different
polarizations.

[0112] The recombined optical signal may be split and transmitted to second amplitude
modulators 712 that are configured to output second optical signals representing vector element-
matrix element products. The second optical signals may pass through additional polarization
beam splitters 716 enabling a separation of the sign 716 and value 718.

[0113] FIG. 8 is a flowchart illustrating a process 800 for implementing a signed value, in
accordance with some embodiments of the technology described herein. Process 800 may be
executed by any suitable computing device. For example, in some embodiments, the process
800 may be performed by a controller coupled to the photonic processor (e.g., controller 102 as
described in connection with FIG. 1). In some embodiments, the process 800 may be executed
by one or more processors located remotely from the photonic processor (e.g., as a part of a
cloud computing system).

[0114] Process 800 begins at act 802, where an optical detector may convert a received
optical signal into a first electrical signal, the optical signal being output by a portion of the
photonic processor. The optical detector may comprise a first terminal and a second terminal.
For example, the optical detector may comprise a photodiode, and the first terminal and the
second terminal may be the anode and the cathode, respectively. In some embodiments, the first
electrical signal may be a photocurrent.

[0115]  After act 802, process 800 may proceed to act 804, where at least one conventional
processor coupled to the optical processor may determine whether the first electrical signal
represents a positively-signed numerical value or a negatively-signed numerical value, in some
embodiments. The at least one conventional processor may determine the signage of the first
electrical signal based at least in part on the sign of an input vector element and a sign of an
input matrix element. For example, the at least one conventional processor may determine the
signage of the first electrical signal using an XOR operation, as described in connection with
FIG. 6B.

[0116] After act 802, process 800 may proceed to act 806, where control circuitry of the
photonic processor may arrange settings of settings of a first switch coupled to the first terminal

of the optical detector and a second switch coupled to the second terminal of the optical detector
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in response to determining whether the first electrical signal represents the positively-signed
numerical value or the negatively-signed numerical value. For example, in some embodiments
the first switch and/or the second switch may comprise transistor switches, and arranging the
settings of the first switch and/or the second switch may comprise applying or removing a gate
voltage to enable the first switch and/or the second switch.

[0117] Act 806 may further proceed in two sub-acts 806a and 806b. In sub-act 806a, the
control circuitry may produce a positively-signed numerical value output at least in part by
setting the first switch to couple the first terminal to a reference voltage and setting the second
switch to couple the second terminal to a node (e.g., an output node). Such a setting of the first
switch and the second switch may cause the optical detector to output a positive current. In sub-
act 806b, the control circuitry may produce a negatively-signed numerical value output at least
in part by setting the first switch to couple the first terminal to the node and setting the second
switch to couple the second terminal to a voltage rail. Such a setting of the first switch and the
second switch may cause the optical detector to output a negative current.

[0118]  After act 806, process 800 may proceed to act 808, where the optical detector may
output the first electrical signal such that the first electrical signal passes through either the first
switch or the second switch. The path of the first electrical signal is based on the previous
determination of whether the first electrical signal represents a positively-signed numerical

value or a negatively-signed numerical value.

XI. Sub-Matrix Processing Architectures

[0119] Matrix-matrix, matrix-vector, and tensor-tensor multiplication operations are
recursive in nature. Consider a multiplication between a matrix M = [[M;,, M1,], [M31, M3,]]
(in Pythonic notation) and the vector x = [x;,x,]. The multiplication with outputs y; =
M;1%; + My,x, and y, = My,x; + My,x, can be regarded as a multiplication between the
submatrices M;,, My,, M1, M,, and the subvectors x4, x,. This logic can be recursed until the
elements M,,, M;,, M,,, M,, and x4, x, are scalar elements. Such a recursion described above
works for a matrix of size 2" x 2V¥multiplied with a vector of size 2", where N is an integer.
Given an arbitrary-sized matrix, zeroes can be added as needed to meet these size requirements.
It should be appreciated, however, that it is not necessary to divide the matrix into two rows and
two columns. The matrix may be divided into R rows and C columns that will result in different

scaling.
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[0120] The matrix processor can be also configured in this recursive manner using sub-matrix
banks. FIGs. 9A-9D are a schematic diagram illustrating a photonic processor 900 arranged into
sub-matrix processors, in accordance with some embodiments of the technology described
herein. Each sub-matrix processor 902 is labeled M “)and the vectors 904 are labeled x). In
the example of FIGs. 9A-9D, i, j € {1,2,3,4}, though it may be appreciated that the sub-matrices
and the vectors may be of other sizes in some embodiments. The sub-vectors are split and
transmitted to the relevant sub-matrix processors. Matrix-vector multiplications are performed
in each sub-matrix processor between the sub-matrix and the sub-vector at amplitude modulators
906. The matrix-vector multiplications are then optically transmitted to optical detectors 908.
The optical detectors 908 are configured to convert the received optical signals into electrical
signals. The relevant sub-vector electrical signals may then be summed together between the
different sub-matrix processors. In FIGs. 10A-10B, another embodiment of a photonic processor
1000 is shown, in accordance with some embodiments. The sub-vector outputs are converted
into bit strings locally using ADCs 1010 and the final outputs are added together using digital

circuitry (not shown).

XII. Photonic Processing with Multiple Wavelengths of Light

[0121] Thus far, a linear photonic processor architecture that uses electronic circuitry to
perform summation has been described. FIG. 11 shows a schematic diagram illustrating an
alternative embodiment of a linear photonic processor 1100 configured to perform summation
in the optical domain and to use input light having multiple wavelengths, in accordance with
some embodiments of the technology described herein. In the example of FIG. 11, each first
amplitude modulator 1102 receives light of different wavelengths: 4, 4,,---, 4g. The vector
modulation strategy and the matrix modulation strategy in the linear photonic processor 1100 is
similar to that performed by the linear photonic processors of FIGs. 2, 3A, and 3B. However, in
the linear photonic processor 1100, the optical signals are not immediately detected after being
modulated by second amplitude modulators 1104. Rather, the optical signals may be fed into an
optical combiner circuit 1106 before being detected by an optical detector 1108. Therefore, there
are only P optical detectors 1108 in the embodiment of FIG. 11 as compared to a total of P X Q
optical detectors in the previously-described linear photonic processors of FIGs. 2, 3A, and 3B.
[0122] FIG. 12A is a schematic diagram of an optical combiner 1106 configured for use with

multiple wavelengths of light, in accordance with some embodiments of the technology
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described herein. The optical combiner 1106 may include an add-drop ring filter 1210. Optical
signals that are resonant with the ring and received from input 1 (e.g., from the second amplitude
modulators 1104) may be dropped into the output bus waveguide, and optical signals that are
not resonant with the ring from input 2 (e.g., from the bus) pass through the ring to the output
bus waveguide. Therefore, the ring is tuned to be resonant to the wavelength of light arriving to
the corresponding second amplitude modulator 1104 but is not resonant to any other
wavelengths used in the processor. The ring filter thus may have have, at least in some
embodiments, a free spectral range (FSR) large enough to support a total of at least Q resonances
within a single FSR.

[0123] FIG. 12B is an illustrative plot of the FSR of the combiner of FIG. 12A, in accordance
with some embodiments of the technology described herein. The ring-filter may be designed to
have a large free-spectral-range (FSR) but with a sufficiently high quality factor such that many
resonance peaks of the input from the second amplitude modulators are captured.

[0124] FIG. 12C is an illustrative plot of transmission as a function of wavelength for several
of the combiners of FIG. 12A, in accordance with some embodiments of the technology
described herein. Each combiner may be detuned from one another such that only one
wavelength of light is dropped from input 1 (e.g., from the second amplitude modulators 1104)
to the output. Other non-resonant multi-wavelength combiners such as y-combiners or
directional couplers can also be used to combine the output light of different wavelengths at the

expense of some optical loss.

X1V. Implementing Sparse Matrices and/or Vectors

[0125] Sparse matrices (e.g., matrices with few non-zero elements) are commonly
encountered in many fields of computation. In some embodiments, sparse entries may be
implemented in the matrix w or vector x by using an electrical or optical switch placed within
the processor architecture, as shown in the examples of FIGs. 13A-13C. The linear photonic
processors 1300a, 1300b, and 1300c are similar to the linear photonic processor 300a as
described in connection with FIG. 3, and include a light source 1302, first amplitude modulators
1306, second amplitude modulators 1308, optical detectors 1310, and electrical summing
circuits 1312. However, the linear photonic processors 1300a, 1300b, and 1300c include

additional electrical or optical switches to implement sparse matrix or vector entries.
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[0126] Placing the electrical switches 1311 after the optical detectors 1310, as in the linear
photonic processor 1300a of FIG. 13A may implement sparse entries in the matrix w.
Alternatively or additionally, as shown in the linear photonic processor 1300b of FIG. 13B,
electrical switches 1313 may be placed after the electrical summing circuits 1312 in order to
implement sparse rows of the matrix w. Alternatively or additionally, optical switches 1314,
shown in the linear photonic processor 1300c of FIG. 13C, may be placed after the first
amplitude modulators 1306 to implement sparse entries in the vector x. It may be appreciated
that any combination of the switches 1311, 1313, and 1314 may be used in a linear photonic
processor to implement sparse matrix and/or vector entries. It is possible to save energy for
sparse matrix entries by ensuring that the zero value corresponds to a default state of the second
amplitude modulators 1308. In this way, energy is not spent on applying zeros.

[0127]  Alternatively or additionally, pre-computation could be used to implement sparse or
identity sub-matrices. Analog processors typically derive an advantage from extremely
compute-intensive dense (non-sparse) operations. Assume a matrix M and a vector x; if the row
of the matrix Mis sparse, it may be beneficial to perform the operations individually on a digital
computing system. For example, if an entire row { of M contains zero entries, the computer
should do no computation and simply output a zero for that vector entry x;. Another extreme
example, if an entire matrix is an identity matrix, the computer should simply return the vector
x. Both examples do not require any computation but a simple mapping between the input and
the output that can be done efficiently using digital circuits. A compiler system external to the
photonic processor may be implemented to determine if the particular multiplication between
the matrix row of M and the vector x is to be computed using digital circuitry, as in the previous
case, or using an analog processor.

[0128] FIG. 14 is a flowchart illustrating a process of performing a matrix-vector operation
including a sparse vector and/or matrix, in accordance with some embodiments of the
technology described herein. Process 1400 may be executed in part by any suitable computing
device in combination with a photonic processor. For example, in some embodiments, the
process 1400 may be performed by a controller coupled to a photonic processor (e.g., controller
102 as described in connection with FIG. 1 coupled to a photonic processor as described in
connection with FIGs. 13A-13C).

[0129] Process 1400 begins at act 1402, where an input optical signal may be modulated

using a first optical modulator, in some embodiments. The input optical signal may be supplied,
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for example, by a light source (e.g., light source 1302 of FIGs. 13A-13C). The input optical
signal may be modulated by the first optical modulator to optically represent an element of a
vector in a first optical signal output by the first optical modulator. For example, the first optical
modulator may be configured to modulate an amplitude (e.g., an intensity) of the input optical
signal and encode the value of an element of a vector into the amplitude of the light.

[0130] The process 1400 may proceed to act 1404, where the first optical signal may be
modulated by second optical modulators. The first optical signal may be split (e.g., using beam
splitters) and transmitted to a number of second optical modulators. The second optical
modulators may be programmed with elements of a matrix row. The second optical modulators,
by modulating an amplitude of the first optical signal, may produce second optical signals that
optically represent summand values (e.g., products of the vector element and an element of the
matrix row). The summands, if summed together, may represent a product between the vector
element and the matrix row.

[0131]  After act 1404, the process 1400 may proceed to act 1406, where the second optical
signals may be converted into a plurality of summand electrical signals by optical detectors. In
some embodiments, each optical signal may be received by an optical detector configured to
convert an amplitude of the received light into an electrical signal. For example, the optical
detectors may comprise photodetectors configured to output a photocurrent having a magnitude
proportional to an intensity of light received by the photodetector. In some embodiments,
multiple second optical signals may be received by a single optical detector (e.g., at a same time
or at different times, for example, by time division multiplexing).

[0132] Act 1400 may then proceed to act 1408, where a switch coupled to an output of the
first optical modulator and/or switches coupled to outputs of the optical detectors may be caused
to prevent transmission of one or more signals. For example, in some embodiments, optical
switches may be coupled to an output of the first optical modulator to prevent transmission of
the first optical signal to the second optical modulators when a value of the element of the vector
is equal to zero. The optical switch may, for example, open to prevent transmission of the first
optical signal. In this way, a true zero value may be propagated through the photonic processor.
Alternatively or additionally, one or more switches coupled to outputs of the optical detectors
may be caused to prevent transmission of the summand electrical signals when a value of one
or more elements of the matrix row is equal to zero. For example, electrical switches coupled to

outputs of the optical detectors may be caused to open when a value of a corresponding element
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of the matrix row is equal to zero. In some embodiments, additional switches coupled to an
output of multiple optical detectors (e.g., coupled to an output of electrical summing circuit
1312) may be configured to prevent transmission of a summed electrical signal if values of the

entire matrix row are equal to zero.

XIV. Signal Readout Strategies

[0133] For large matrices, the above-described method of adding together matrix-row
currents by electrically tying detector outputs together can result in significant parasitic
capacitances. These parasitic capacitances can make high-speed operation challenging due to
the loading of the receiver circuit. To circumvent this, the inventors have developed several
signal readout strategies as shown in FIGs. 15A-15D, in accordance with some embodiments
described herein.

[0134] FIG. 15A shows an illustrative readout system 1500a based on optical-electronic-
optical conversions, in accordance with some embodiments. In the illustrative readout system
1500a, the matrix-vector element multiplications are performed optically by modulating optical
signals using first amplitude modulators 1502 and second amplitude modulators 1504. The
optical signals from second amplitude modulators 1504 may be converted into electrical signals
by optical detectors 1506 and then added in the current domain. The summed electrical signals
may be converted into an amplified voltage using a transimpedance amplifier (TIA) 1508 which
may then drive an optical modulator 1510. The signal from the optical modulator 1510 may be
transmitted to optical detectors 1512 and converted into electrical signals. These electrical
signals may then be converted into a voltage using a TIA 1514 and then readout as a digital
string using an analog-to-digital converter (ADC) 1516. Such an embodiment may enable long-
distance routing of subgroup signals without creating large parasitic capacitances (e.g., by using
photonic waveguides between the optical modulators 1510 and optical detectors 1512 to route
the signals rather than routing the signals in the electrical domain).

[0135] FIG. 15B shows an illustrative readout system 1500b based on subgroup current
amplification, in accordance with some embodiments described herein. This subgroup current
amplification may be performed using, for example, a current mirror circuit 1518. The amplified
currents may then be converted to a voltage using TIA 1514 and readout as a digital string using

ADC 1516.
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[0136] FIG. 15C shows an illustrative readout system 1500¢ based on intra-subgroup addition
in the current domain and subgroup addition in the voltage domain, in accordance with some
embodiments described herein. Intra-subgroup outputs of optical detectors 1506 may be
performed in the current domain. The intra-subgroup outputs may be converted into a voltage
using a TIA 1508. Larger subgroup addition may be performed thereafter, for example, using
an op-amp coupled to multiple resistors (e.g., R1, R2) as input. The summed voltage signal may
be read out as a digital string using an ADC 1522.

[0137] FIG. 15D shows an illustrative readout system 1500d based on digital addition, in
accordance with some embodiments described herein. The intra-subgroup outputs of optical
detectors 1506 may be performed in the current domain and then converted into a digital voltage
signal using a TTA and ADC 1524. The digital addition may then be performed by using a digital
adder 1526.

[0138] Thelayout of a photonic processor in a semiconductor substrate can have large effects
in terms of the performance (e.g., speed and/or power) of the processor. One general strategy to
reduce the capacitance of the readout circuitry (e.g., comprising a TTIA and an ADC) is to group
the photodetectors and readout circuits near each other to reduce the length of electrical
connections. Electrical connections (e.g., via electrical wires) incur additional capacitance for
the output readout circuitry that can limit the gain or the bandwidth of the readout circuitry.
[0139] On the other hand, photonic connections (e.g., via photonic waveguides) do not add
more capacitance to the system. Thus, another strategy of laying out the photonic processor in a
semiconductor substrate, where devices are typically laid out in a two-dimensional plane, is to
have four independent blocks: each reflected along the x- and y-axis from each other, as shown
in the layout 1600 of FIGs. 16A-16D. The optical modulators 1602 and 1604 may be connected
to the optical detectors 1608 through waveguides 1606. The reflected blocks allow the optical
detectors 1608 to be clustered near each other and reduce the amount of additional capacitance
that would have been added to the system if the connections were made electrically.

[0140] If the system can be laid out in a three-dimensional block (in an advanced future
semiconductor substrate), it may be advantageous to divide the system into eight independent
blocks: each reflected along the x-axis, y-axis, and z-axis (not shown). The output
photodetectors may be clustered next to each other. Generally, if the system can be laid out in

an N-dimensional block, it is advantageous to have 2V independent blocks, each reflected along
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one axis of N possible dimensions, such that the output photodetectors are clustered next to each

other.

XV. Matrix-matrix operations

[0141] FIG. 17 is a block diagram of a photonic processor 1700 configured to implement
matrix-matrix operations, in accordance with some embodiments of the technology described
herein. The photonic processor 1700 includes two matrix-vector sub-processors. These matrix-
vector sub-processors have a similar architecture as linear photonic processor 300 as described
in connection with FIG. 3. Both matrix sub-processors include a light source 1702, a beam
splitter 1704, and first amplitude modulators 1706. The first optical signals output by first
amplitude modulators 1706 may be split by additional beam splitters 1704 and transmitted to
second amplitude modulators 1708. The optical signals output by second amplitude modulators
1708 may be detected and converted into electrical signals by optical detectors 1710. The
electrical signals output by optical detectors 1710 may be summed by electrical summing circuit
1717. However, the photonic processor 1700 uses the electrical output of the first sub-processor
as an input to the second sub-processor. In some embodiments, the electrical output of the first
sub-processor may be amplified by amplifiers 1714 prior to being transmitted to the second
matrix sub-processor.

[0142] Consider the multiplication between two matrices A and B, with output matrix € =
AB. The matrix B can be programmed into the second amplitude modulators 1708 of the first
matrix-vector processor and the matrix A can be programmed into the second amplitude
modulators 1708 of the second matrix-vector processor. To read out the resultant matrix C, one-
hot vectors (e.g., a vector with one entry with a value of one and all other entries with a value
of zero) may be programmed into the first amplitude modulators 1706 of the first sub-matrix
vector such that only one modulator is turned on at any single time.

[0143] The one-hot vectors propagate through the photonic processor 1700, in some
embodiments. When the one-hot vectors propagate through the second amplitude modulators
1708 of the first matrix sub-processor, they carry information representing a column of the
matrix B. The column of the matrix B may be transmitted and programmed into the first
amplitude modulators 1706 of the second matrix processor. An optical signal from the light
source 1702 can then transmit the column of the matrix B to the second amplitude modulators

1708 of the second matrix sub-processor that are programmed with the elements of the matrix

43



CA 03148118 2022-01-19

WO 2021/021787 PCT/US2020/043841

A. The output vectors correspond to the columns of the final matrix C. More specifically, if the
user sends in vector e;—a vector of all zeros except a one as the i element—the output will be
the i column of C. For example, sendingine; =(1 0 0 0 ..) returns the first column
of C. Thus, a multiplication between a column of the matrix B and the elements of the matrix A
may be performed and stored digitally (e.g., by an external memory). By propagating different
one-hot vectors through the photonic processor 1700, the entire matrix-matrix multiplication
operation may be performed.

[0144] FIG. 18 is a flowchart illustrating a process of performing a matrix-matrix operation
using a photonic processor, in accordance with some embodiments of the technology described
herein. Process 1800 may be executed in part by any suitable computing device in combination
with a photonic processor. For example, in some embodiments, the process 1800 may be
performed by a controller coupled to a photonic processor (e.g., controller 102 as described in
connection with FIG. 1 coupled to a photonic processor as described in connection with FIG.
17).

[0145] Process 1800 may begin at act 1802, where a first matrix may be programmed into a
first optical sub-processor, in some embodiments. For example, the first matrix may be
programmed into second amplitude modulators (e.g., second amplitude modulators 1708) of the
first optical sub-processor. The first matrix may be programmed into the second amplitude
modulators, for example, based on bit strings received from an external controller. Individual
elements of the first matrix may each be programmed into an individual amplitude modulator of
the second amplitude modulators. For example, a first matrix element having a value of one may
be programmed into a first of the second amplitude modulators such that the first one of the
second amplitude modulators may allow the intensity of a received optical signal to be passed
through the amplitude modulator without being changed. A second matrix element having a
value of zero may be programmed into a second one of the second amplitude modulators such
that the second one of the amplitude modulators may extinguish the intensity of a received
optical signal and may output an optical signal with an amplitude of zero or close to zero.
[0146] In some embodiments, process 1800 may then proceed to act 1804, where a second
matrix may be programmed into a second optical sub-processor. The second matrix may be
programmed into second amplitude modulators (e.g., second amplitude modulators 1708) of the
second optical sub-processor. The second matrix may be programmed into the second amplitude

modulators, for example, based on bit strings received from an external controller. As with the

44



CA 03148118 2022-01-19

WO 2021/021787 PCT/US2020/043841

first matrix, individual elements of the second matrix may be programmed into individual
amplitude modulators of the second amplitude modulators of the second optical sub-processor.
In some embodiments, the second optical sub-processor may comprise inputs that are coupled
to outputs of the first optical sub-processor;

[0147]  After act 1804, the process 1800 may proceed to act 1806, where a plurality of one-
hot vectors are input into the first optical sub-processor. For example, the plurality of one-hot
vectors may be programmed into the first amplitude modulators 1706 of the first optical sub-
processor. By propagating an optical signal from a light source through the first amplitude
modulators (e.g., propagating a one-hot vector) and to the second amplitude modulators being
programmed with the first matrix, the first optical sub-processor may propagate a first set of
matrix elements (e.g., a matrix row, a matrix column) to the second optical sub-processor. For
example, the output optical signals from the first optical sub-processor may be used to program
the first set of matrix elements of the first matrix into the first amplitude modulators of the
second optical sub-processor. By propagating another optical signal (e.g., originating from a
light source) through the first and second amplitude modulators of the second optical sub-
processor, a multiplication between the first set of matrix elements of the first matrix and
elements of the second matrix may be performed.

[0148] Subsequently, at act 1808, the second optical sub-processor may output an output
vector representing a portion of a multiplication of the first and second matrices, in some
embodiments. For example, the second optical sub-processor may output summed electrical
signals (e.g., from electrical summing circuits 1712) representing products of elements of the
first and second matrices.

[0149] Having thus described several aspects of at least one embodiment of this technology,
it is to be appreciated that various alterations, modifications, and improvements will readily
occur to those skilled in the art.

[0150] The above-described embodiments of the technology described herein can be
implemented in any of numerous ways. For example, the embodiments may be implemented
using hardware, software or a combination thereof. When implemented in software, the
software code can be executed on any suitable processor or collection of processors, whether
provided in a single computer or distributed among multiple computers. Such processors may
be implemented as integrated circuits, with one or more processors in an integrated circuit

component, including commercially available integrated circuit components known in the art by
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names such as CPU chips, GPU chips, microprocessor, microcontroller, or co-processor.
Alternatively, a processor may be implemented in custom circuitry, such as an ASIC, or semi-
custom circuitry resulting from configuring a programmable logic device. As yet a further
alternative, a processor may be a portion of a larger circuit or semiconductor device, whether
commercially available, semi-custom or custom. As a specific example, some commercially
available microprocessors have multiple cores such that one or a subset of those cores may
constitute a processor. Though, a processor may be implemented using circuitry in any suitable
format.

[0151]  Also, the various methods or processes outlined herein may be coded as software that
is executable on one or more processors running any one of a variety of operating systems or
platforms. Such software may be written using any of a number of suitable programming
languages and/or programming tools, including scripting languages and/or scripting tools. In
some instances, such software may be compiled as executable machine language code or
intermediate code that is executed on a framework or virtual machine. Additionally, or
alternatively, such software may be interpreted.

[0152] The techniques disclosed herein may be embodied as a non-transitory computer-
readable medium (or multiple computer-readable media) (e.g., a computer memory, one or more
floppy discs, compact discs, optical discs, magnetic tapes, flash memories, circuit configurations
in Field Programmable Gate Arrays or other semiconductor devices, or other non-transitory,
tangible computer storage medium) encoded with one or more programs that, when executed
on one or more processors, perform methods that implement the various embodiments of the
present disclosure described above. The computer-readable medium or media may be
transportable, such that the program or programs stored thereon may be loaded onto one or more
different computers or other processors to implement various aspects of the present disclosure
as described above.

[0153] A computing device may additionally have one or more components and peripherals,
including input and output devices. These devices can be used, among other things, to present a
user interface. Examples of output devices that can be used to provide a user interface include
printers or display screens for visual presentation of output and speakers or other sound
generating devices for audible presentation of output. Examples of input devices that can be
used for a user interface include keyboards, and pointing devices, such as mice, touch pads, and

digitizing tablets. As another example, a computing device may receive input information
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through speech recognition or in other audible format. As another example, a computing device
may receive input from a camera, lidar, or other device that produces visual data.

[0154] Embodiments of a computing device may also include a photonic processor, such as
the one described herein. The processor of the computing device may send and receive
information to the photonic processor via one or more interfaces. The information that is sent
and received may include settings of the detectors of the photonic processor and/or measurement
results from the detectors of the photonic processor.

[0155] The terms “program” or “software” are used herein to refer to any type of computer
code or set of computer-executable instructions that may be employed to program one or more
processors to implement various aspects of the present disclosure as described above. Moreover,
it should be appreciated that according to one aspect of this embodiment, one or more computer
programs that, when executed, perform methods of the present disclosure need not reside on a
single computer or processor, but may be distributed in a modular fashion amongst a number of
different computers or processors to implement various aspects of the present disclosure.
[0156] Computer-executable instructions may be in many forms, such as program modules,
executed by one or more computers or other devices. Program modules may include routines,
programs, objects, components, data structures, etc. that perform particular tasks or implement
particular abstract data types. Functionalities of the program modules may be combined or
distributed as desired in various embodiments.

[0157]  Also, data structures may be stored in computer-readable media in any suitable form.
For simplicity of illustration, data structures may be shown to have fields that are related through
location in the data structure. Such relationships may likewise be achieved by assigning storage
for the fields to locations in a computer-readable medium that convey relationship between the
fields. However, any suitable mechanism may be used to establish a relationship between
information in fields of a data structure, including through the use of pointers, tags, or other
mechanisms that establish relationship between data elements.

[0158] Various aspects of the technology described herein may be used alone, in
combination, or in a variety of arrangements not specifically described in the embodiments
described in the foregoing and is therefore not limited in its application to the details and
arrangement of components set forth in the foregoing description or illustrated in the drawings.
For example, aspects described in one embodiment may be combined in any manner with

aspects described in other embodiments.
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[0159] Also, the technology described herein may be embodied as a method, examples of
which are provided herein including with reference to FIGs. 8, 15 and 19. The acts performed
as part of the method may be ordered in any suitable way. Accordingly, embodiments may be
constructed in which acts are performed in an order different than illustrated, which may include
performing some acts simultaneously, even though shown as sequential acts in illustrative

embodiments.

[0160] Also, the phraseology and terminology used herein is for the purpose of description

and should not be regarded as limiting. The use of “including,” “comprising,” or “having,”

“containing,” “involving,” and variations thereof herein, is meant to encompass the items listed

thereafter and equivalents thereof as well as additional items.
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CLAIMS

What is claimed is:

1. An apparatus for implementing signed numerical values, the apparatus comprising:
an optical detector comprising a first terminal and a second terminal;
a first switch coupling the first terminal of the optical detector to either a node or a
reference voltage;
a second switch coupling the second terminal of the optical detector to either the node or
to a voltage rail; and
control circuitry configured to:
produce a positively-signed numerical value output at least in part by setting the
first switch to couple the first terminal to the reference voltage and setting the second
switch to couple the second terminal to the node; and
produce a negatively-signed numerical value output at least in part by setting the
first switch to couple the first terminal to the node and setting the second switch to

couple the second terminal to the voltage rail.

2. The apparatus of claim 1, wherein the optical detector comprises a photodiode;
the first terminal comprises an anode; and

the second terminal comprises a cathode.

3. The apparatus of claim 1, wherein the first switch and the second switch each comprise a

transistor switch.

4. The apparatus of claim 1, wherein the reference voltage is ground.

5. The apparatus of claim 1, wherein the control circuitry comprises logical gate configured
to output a sign orientation bit, wherein the sign orientation bit comprises information indicative
of whether the numerical value output comprises a positively-signed or negatively-signed
numerical value.

6. The apparatus of claim 5, wherein the logical gate comprises an XOR gate.
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7. The apparatus of claim 5, wherein the logical gate is configured to compare a sign of a

value of an input vector element and a sign of a value of an input matrix element.

8. An optical processing system, comprising;

a first plurality of optical modulators, each configured to receive an input optical signal,
modulate the input optical signal, and output a first optical signal representing an element of a
vector,

a second plurality of optical modulators, each optically coupled to an optical modulator
of the first plurality of optical modulators and configured to receive the first optical signal,
modulate the first optical signal, and output a second optical signal representing a portion of a
matrix-vector multiplication between the vector and a matrix;

a plurality of optical detectors each optically coupled to optical modulators of the second
plurality of optical modulators and configured to convert the second optical signal into an
electrical signal representing the portion of the matrix-vector multiplication, wherein each
optical detector of the plurality of optical detectors comprises a first terminal and a second
terminal;

a first switch coupling the first terminal of a first optical detector to either an output node
or a reference voltage;

a second switch coupling the second terminal of the first optical detector to either the
output node or to a voltage rail; and

control circuitry configured to:

produce a positively-signed numerical value output at least in part by setting the
first switch to couple the first terminal of the first optical detector to the reference
voltage and setting the second switch to couple the second terminal of the first optical
detector to the output node; and

produce a negatively-signed numerical value output at least in part by setting the
first switch of the first optical detector to couple the first terminal to the output node and
setting the second switch of the first optical detector to couple the second terminal to the

voltage rail.
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0. The optical processing system of claim 8, wherein the optical detector comprises a
photodiode;
the first terminal comprises an anode; and

the second terminal comprises a cathode.

10.  The optical processing system of claim 9, wherein the first switch and the second switch

each comprise a transistor switch.

11.  The optical processing system of claim 9, wherein the reference voltage is grounded.

12.  The optical processing system of claim 9, further comprising a plurality of electrical
summing circuits, wherein:

a first electrical summing circuit of the plurality is coupled to two or more output nodes,
each output node of the two or more output nodes being coupled to an optical detector through
the first switch or the second switch; and

the first electrical summing circuit is configured to output an electrical signal
representing a sum of the portions of the matrix-vector operation output by the optical detectors

coupled to the two or more output nodes.

13.  The optical processing system of claim 8, wherein the control circuitry comprises logical
gate configured to output a sign orientation bit, wherein the sign orientation bit comprises
information indicative of whether the numerical value output comprises a positively-signed or

negatively-signed numerical value.

14. The optical processing system of claim 13, wherein the logical gate comprises an XOR
gate.
15.  The optical processing system of claim 13, wherein the logical gate is configured to

compare a sign of a value of an input vector element and a sign of a value of an input matrix

element.
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16. A method for implementing signed numerical values output by optical detectors of an
optical processor, the method comprising:

converting, using an optical detector comprising a first terminal and a second terminal,
an output optical signal into a first electrical signal, the output optical signal being output by a
portion of the optical processor;

determining, using an at least one conventional processor coupled to the optical
processor, whether the first electrical signal represents a positively-signed numerical value or a
negatively-signed numerical value;

arranging, using control circuitry of the optical processor, settings of a first switch
coupled to the first terminal and settings of a second switch coupled to the second terminal in
response to determining whether the first electrical signal represents the positively-signed
numerical value or the negatively-signed numerical value, wherein the control circuitry is
configured to:

produce a positively-signed numerical value output at least in part by setting the
first switch to couple the first terminal to a reference voltage and setting the second
switch to couple the second terminal to a node; and
produce a negatively-signed numerical value output at least in part by setting the

first switch to couple the first terminal to the node and setting the second switch to

couple the second terminal to a voltage rail; and

outputting, from the optical detector, the first electrical signal so that the first electrical
signal passes through either the first switch or the second switch based on the determination of
whether the first electrical signal represents a positively-signed numerical value or a negatively-

signed numerical value.

17. The method of claim 16, wherein arranging settings of the first switch and the second
switch comprises sending, from the control circuitry, one or more electrical signals to the first
switch and the second switch, wherein the first switch and the second switch each comprise a

transistor switch.

18. The method of claim 16, further comprising:
modulating an input optical signal using a first optical modulator to optically represent

an element of a vector in a first optical signal;
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modulating the first optical signal using a second optical modulator to optically represent
a summand in the output optical signal, wherein the summand, when summed with other
summands, represents a product between the vector and a matrix row; and

detecting the output optical signal using the optical detector.

19. The method of claim 16, wherein arranging settings of a first switch and settings of a
second switch further comprises using a logical gate to generate a sign orientation bit, wherein
the sign orientation bit comprises information indicative of whether the first electrical signal

comprises a positively-signed or negatively-signed numerical value.

20. The method of claim 19, wherein using the logical gate comprises using an XOR gate.

21.  An optical processor for implementing a matrix-vector multiplication operation, the
optical processor comprising:

a first plurality of optical modulators, each configured to receive an input optical signal,
modulate the input optical signal, and output a first optical signal representing an element of a
vector,

a second plurality of optical modulators, each optically coupled to an optical modulator
of the first plurality of optical modulators and configured to receive the first optical signal,
modulate the first optical signal, and output a second optical signal representing a portion of a
matrix-vector multiplication between the vector and a matrix;

a plurality of optical detectors each coupled to optical modulators of the second plurality
of optical modulators and configured to convert the second optical signal into an electrical signal
representing the portion of the matrix-vector multiplication; and

a plurality of switches configured to implement a value of zero in the matrix-vector
multiplication operation by preventing transmission of an optical or electrical signal when a
value of the vector and/or matrix comprises a zero, wherein a switch of the plurality of switches
is coupled to an output of each of the first plurality of optical modulators or each of the plurality

of optical detectors.
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22.  The optical processor of claim 21, wherein a switch of the plurality of switches
comprises an electrical switch and is coupled to an output of one of the first plurality of optical

detectors.

23.  The optical processor of claim 22, wherein the switch is configured to prevent
transmission of an electrical signal when a corresponding value of an element of the matrix is

ZCro.

24.  The optical processor of claim 21, wherein a switch of the plurality of switches
comprises an optical switch and is coupled to an output of one of the second plurality of optical

modulators.

25.  The optical processor of claim 24, wherein the switch is configured to prevent

transmission of an optical signal when a corresponding value of an element of the vector is zero.

26.  The optical processor of claim 21, further comprising a plurality of electrical summing
units, each coupled to an output of two or more optical detectors of the plurality of optical
detectors and configured to output an electrical signal representing a sum of the portions of the

matrix-vector operation output by the two or more optical detectors.

27. The optical processor of claim 26, further comprising another plurality of switches
coupled to outputs of the plurality of electrical summing units, the switches of the another
plurality of switches configured to prevent transmission of the electrical signal representing the

sum when all values of elements of a row of the matrix are equal to zero.

28. A method of performing a matrix-vector row multiplication operation using an optical
processor, the method comprising:

modulating an input optical signal using a first optical modulator to optically represent
an element of a vector in a first optical signal;

modulating the first optical signal using second optical modulators to optically represent
summands in a second plurality of optical signals, wherein the summands, when summed,

represent a product between the element of the vector and a matrix row;
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converting the second plurality of optical signals into a plurality of summand electrical
signals using optical detectors; and

cause a switch coupled to an output of the first optical modulator to prevent transmission
of the first optical signal to the second optical modulators when a value of the element of the
vector is equal to zero and/or cause one or more switches coupled to outputs of the optical
detectors to prevent transmission of the summand electrical signals when a value of one or more

elements of the matrix row is equal to zero.

29. The method of claim 28, further comprising:
summing, using an electrical summing unit, the summand electricals signals to obtain a
product electrical signal; and

outputting the product electrical signal.

30. The method of claim 29, further comprising:
causing a switch coupled to an output of the electrical summing unit to prevent
transmission of the product electrical signal when values of all elements of the matrix row are

equal to zero.

31 The method of claim 28, wherein causing the switch coupled to the first optical
modulator to prevent transmission of the first optical signal to the second optical modulators

when the value of the element of the vector is equal to zero comprises opening an optical switch.

32. The method of claim 28, wherein causing the one or more switches coupled to outputs of
the optical detectors to prevent transmission of the summand electrical signals when the value of

one or more elements of the matrix row is equal to zero comprises opening an electrical switch.

33. The method of claim 28, wherein modulating the input optical signal using the first

optical modulator comprises modulating an amplitude of the input optical signal.

34.  Atleast one non-transitory computer-readable medium comprising instructions, which,
when executed by an at least one optical processor, cause the optical processor to perform a

method of:
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modulating an input optical signal using a first optical modulator to optically represent
an element of a vector in a first optical signal;

modulating the first optical signal using second optical modulators to optically represent
summands in a second plurality of optical signals, wherein the summands, when summed,
represent a product between the vector and a matrix row;

converting the second plurality of optical signals into a plurality of summand electrical
signals using optical detectors; and

cause a switch coupled to an output of the first optical modulator to prevent transmission
of the first optical signal to the second optical modulators when a value of the element of the
vector is equal to zero and/or cause one or more switches coupled to outputs of the optical
detectors to prevent transmission of the summand electrical signals when a value of one or more

elements of the matrix row is equal to zero.

35. The at least one non-transitory computer-readable medium of claim 34, wherein the
method further comprises:

summing, using an electrical summing unit, the summand electricals signals to obtain a
product electrical signal; and

outputting the product electrical signal.

36. The at least one non-transitory computer-readable medium of claim 35, wherein the
method further comprises:

causing a switch coupled to an output of the electrical summing unit to prevent
transmission of the product electrical signal when values of all elements of the matrix row are

equal to zero.

37. The at least one non-transitory computer-readable medium of claim 34, wherein causing
the switch coupled to the first optical modulator to prevent transmission of the first optical signal
to the second optical modulators when the value of the element of the vector is equal to zero

comprises opening an optical switch.

38. The at least one non-transitory computer-readable medium of claim 34, wherein causing

the one or more switches coupled to outputs of the optical detectors to prevent transmission of
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the summand electrical signals when the value of one or more elements of the matrix row is

equal to zero comprises opening an electrical switch.

39. The at least one non-transitory computer-readable medium of claim 34, wherein
modulating the input optical signal using the first optical modulator comprises modulating an

amplitude of the input optical signal.

40. A method of performing matrix-matrix operations using an optical processor, the method
comprising:

programming a first matrix into a first optical sub-processor;

programming a second matrix into a second optical sub-processor, the second optical
sub-processor comprising inputs that are coupled to outputs of the first optical sub-processor;

inputting, as optical signals, a plurality of one-hot vectors into the first optical sub-
processor; and

outputting, from the second optical sub-processor, an output vector representing a

portion of a multiplication of the first and second matrices.

41. The method of claim 40, further comprising:
outputting, from the first optical sub-processor, a plurality of electrical signals

representing a multiplication between the one-hot vector and the first matrix.

42. The method of claim 41, further comprising:

receiving, at the second optical sub-processor, the plurality of electrical signals from the
first optical sub-processor; and

modulating, using optical modulators of the second optical sub-processor, input optical

signals using the plurality of electrical signals received from the first optical sub-processor.

43. The method of claim 41, further comprising:
after outputting the plurality of electrical signals representing a multiplication between
the one-hot vector and the first matrix, amplifying the plurality of electrical signals using one or

more amplifiers.
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44, An optical processor configured to perform matrix-matrix operations, the optical
processor comprising:

a first optical sub-processor configured to optically perform a matrix-vector
multiplication of a one-hot vector and a first matrix to obtain a first vector; and

a second optical sub-processor configured to receive output signals from the first optical
sub-processor and to optically perform a matrix-vector multiplication of the first vector and a

second matrix.

45. An optical processor configured to perform matrix-matrix operations, the optical
processor comprising:
a first optical sub-processor, comprising:

a first plurality of optical modulators, each configured to receive an input optical
signal, modulate the input optical signal, and output a first optical signal representing an
element of a one-hot vector;

a second plurality of optical modulators, each optically coupled to an optical
modulator of the first plurality of optical modulators and configured to receive the first
optical signal, modulate the first optical signal, and output a second optical signal
representing a portion of a matrix-vector multiplication between the one-hot vector and a
first matrix;

a first plurality of optical detectors, each coupled to an optical modulator of the
second plurality of optical modulators and configured to convert the second optical
signal into an electrical signal representing the portion of the matrix-vector
multiplication; and

a first plurality of electrical summing units, each coupled to an output of two or
more optical detectors of the first plurality of optical detectors and configured to output
an electrical signal representing an element of a vector resulting from a summation of
portions of the matrix-vector multiplication; and
a second optical sub-processor, comprising:

a third plurality of optical modulators, each receiving an output electrical signal
from an electrical summing unit of the plurality of electrical summing units of the first

optical sub-processor, and wherein each is configured to receive an input optical signal,
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modulate the input optical signal according to the received output electrical signal, and
output a third optical signal representing the element of the vector;

a fourth plurality of optical modulators, each optically coupled to an optical
modulator of the third plurality of optical modulators and configured to receive the third
optical signal representing an element of the vector, modulate the third optical signal,
and output a fourth optical signal representing portion of a matrix-matrix multiplication
between the first matrix and a second matrix;

a second plurality of optical detectors, each coupled to an optical modulator of
the third plurality of optical modulators and configured to convert the third optical signal
into an electrical signal representing a portion of the matrix-matrix multiplication; and
a second plurality of electrical summing units, each coupled to an output of two or more

optical detectors of the second plurality of optical detectors and configured to output an electrical
signal representing an element of a matrix resulting from a summation of portions of the matrix-

matrix multiplication.
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