(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property
Organization
International Bureau

(43) International Publication Date
21 January 2021 (21.01.2021)

J

=

(10) International Publication Number

WO 2021/011577 A1

WIPO I PCT

(51) International Patent Classification:

GO6F 1/324 (2019.01) GO6F 1/3293 (2019.01)
GO6F 1/3212 (2019.01) GOG6N 20/00 (2019.01)
GO6F 1/3296 (2019.01)

(21) International Application Number:

PCT/US2020/042014

(22) International Filing Date:

14 July 2020 (14.07.2020)

(25) Filing Language: English
(26) Publication Language: English
(30) Priority Data:

62/874,411 15 July 2019 (15.07.2019) UsS

(71) Applicant: INTEL CORPORATION [US/US]; 2200
Mission College Blvd., Santa Clara, CA 95054 (US).

(72) Inventors: SAKARDA, Premanand; 36 Meyer Hill Dri-

Albert Switcher 10, 34995 Haifa (IL). ABU SALAH,
Hisham; Hermon 830, 12438 Majdal Shams (IL). BE-
JA, Hadas; Havradim St. Number 31, 56100 Yahud (IL).
FENGER, Russell, 8697 SW 168th Avenue, Beaverton,
Oregon 97007 (US). GANAPATHY, Deepak; 124 Cob-
ble Ridge Drive, Folsom, California 95630 (US). HER-
MERDING II, James; 1023 NW 112th Street, Vancouver,
Washington 98685 (US). KARAVANY, Ido; Sderot Halon
97, 8533700 Givot Bar (IL). KRISHNAKUMAR, Nived-
ha; 23-56P Sarjapur Outer Ring Road, Bangalore 560103
(IN). NAIR, Sudheer; 15170 NW Nightshade Dr., Port-
land, Oregon 97229 (US). OLSWANG, Gilad; Kfar Mena-
hem 41, 7987500 Kfar Menahem (IL). PERI, Moran; Neo-
mi Shemer 12, 2603609 Kiryat Mtotzkin (IL). WAGNER,
Avishai; Hacarmel 79, 4421422 Kfar Sabe (IL). WANG,
Zhongsheng; 5605 NW Crady Lane, Portland, Oregon
97229 (US). YASSIN, Noha; Khallah Street, 3081200
Arraba (IL).

wo 2021/011577 A1 |0 0000 KA 00 0 00

ve, Acton, Massachusetts 01720 (US). ROTEM, Efraim;
8 Vizo St., 34400 Haifa (IL). WEISSMANN, Eliezer;

(54) Title: DYNAMIC ENERGY PERFORMANCE PREFERENCE BASED ON WORKLOADS USING AN ADAPTIVE ALGO-
RITHM

200

P

DTT Telematics
data Machine-
HWP hints: EF’P, OS PM DTT Driver Learning
Min, Max, Desired, Module
time window 205 o Module
205 202
Prediction
activation type
A
Pcode 0OS Pcode DTT
Interface Interface
206 203
A A 4
) Pcode Control Flows
PCU telematics data 204 .
Fig. 2

(57) Abstract: Described are mechanisms and methods for tracking user behavior profile over large time intervals and extracting
observations for a user usage profile. The mechanisms and methods use machine learning (ML) algorithms embedded into a dynamic
platform and thermal framework (DPTF) (e.g., Dynamic Tuning Technology) and predict device workloads using hardware (HW)
counters. These mechanisms and methods may accordingly increase performance and user responsiveness by dynamically changing an
Energy Performance Preference (EPP) based on a longer time workload analysis and workload prediction.

[Continued on next page]



WO 20217011577 A [I 0000000 00O O 00O

(74) Agent: MUGHAL, Usman A.; Green, Howard, & Mughal,
LLP, 5 Centerpointe Dr., Suite 400, Lake Oswego, Oregon
97035 (US).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AQ, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW,BY, BZ,
CA, CH, CL,CN, CO, CR, CU, CZ,DE, DJ, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT, HN,
HR, HU, ID, IL, IN, IR, IS, IT, JO, JP, KE, KG, KH, KN,
KP, KR, KW,KZ, LA, LC,LK, LR, LS, LU, LY, MA, MD,
ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO,
NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW,
SA, SC, SD, SE, SG, SK, SL, ST, SV, SY, TH, TJ, TM, TN,
TR, TT, TZ, UA, UG, US, UZ, VC, VN, WS, ZA, ZM, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

Declarations under Rule 4.17:
— of'inventorship (Rule 4.17(iv))

Published:
—  with international search report (Art. 21(3))



WO 2021/011577 PCT/US2020/042014

DYNAMIC ENERGY PERFORMANCE PREFERENCE BASED ON WORKLOADS

USING AN ADAPTIVE ALGORITHM

CLAIM OF PRIORITY

[0001] This application claims priority of United States Provisional Application No.
62/874,411 titled “Dynamic Energy Performance Preference Based On Workloads Using An
Adaptive Algorithm,” filed July 15, 2019, which is incorporated by reference in its entirety.

BACKGROUND

[0002] Designs may prioritize performance at the cost of power consumption and
energy consumption. Some products may implement a power/performance preference input
and/or a set of underlying optimization algorithms. Such features may facilitate the detection
of workload behavior and adaptation of P-states to this behavior. For example, a transition
from a deep C-state to being 100% active may be assumed to be an interactive action that
drives full turbo.

[0003] However, such “reverse engineering” of usage profiles may be limited in
success and may have many false positives (e.g., redundant turbo transitions) which may
cause wasted energy, and/or false negatives (e.g., missed performance needs) which may

result in low performance and/or user experience.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] The embodiments of the disclosure will be understood more fully from the
detailed description given below and from the accompanying drawings of various
embodiments of the disclosure. However, while the drawings are to aid in explanation and
understanding, they are only an aid, and should not be taken to limit the disclosure to the
specific embodiments depicted therein.

[0005] Fig. 1 illustrates a pCode firmware interface to an operating system and
software, in accordance with some embodiments of the disclosure.

[0006] Fig. 2 illustrates interfaces across multiple modules for dynamic Energy
Performance Preference (EPP), in accordance with some embodiments of the disclosure.
[0007] Fig. 3 illustrates an architecture using dynamic EPP, in accordance with some

embodiments of the disclosure.
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[0008] Fig. 4 illustrates a set of plots showing workload classes classified by a
machine-learning engine, in accordance with some embodiments.

[0009] Fig. 5 illustrates a flowchart for workload classification, in accordance with
some embodiments.

[0010] Fig. 6 illustrates a plot showing performance gains using dynamic EPP when
system is powered by direct current (DC), in accordance with some embodiments of the
disclosure.

[0011] Fig. 7 illustrates a computer system or computing device with mechanisms for

dynamic EPP, in accordance with some embodiments.

DETAILED DESCRIPTION

[0012] Fixed balancing policies for energy and performance of a processor may
account merely for short-term micro-architectural behavior, but may not account for user
usage profiles. Such fixed balancing solutions may be sub-optimal, because they may
produce many false positives and false negatives (e.g., the power/performance algorithm may
launch a full turbo feature or mode when there is little to no user perceived value, which may
waste energy, and/or may keep running at a low-P state, which may in turn result in low
benchmark scores and/or less positive user experience. Here, P-states refer to power
performance states such as those defined by the Advanced Configuration and Power Interface
(ACPI) specification, version 6.3 released January 2019. P-states provide a mechanism to
scale the frequency and/or voltage at which the processor runs so as to reduce the power
consumption of the processor and to use optimal energy. Conversely, C-states (such as those
defined by the ACPI specification) are stated when the processor has reduced or turned off
selected functions. Various embodiments herein are applicable to any power or energy
performance metric and are not limited to a particular P-state or C-state, and/or those defined
by the ACPI specification.

[0013] Various embodiments provide mechanisms and methods for tracking user
behavior profile over large time intervals (e.g., seconds, minutes, hours, days, weeks, months)
and extracting observations for a user usage profile. A human activity may be characterized
by from seconds to minutes of consistency (e.g. web browsing or video playback, opening
certain applications, etc.). The embodiments of the mechanisms and methods disclosed
herein also use machine-learning (ML) algorithms embedded into a dynamic platform and
thermal framework (DPTF) such as Intel’s Dynamic Tuning Technology (DTT) and predict

device workloads using hardware (HW) performance monitoring counters. DPTEF/DTT
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provides mechanisms for platform components and devices to be exposed to individual
technologies in a consistent and modular fashion. DPTF/DTT enables a coordinated control
of the platform to achieve the power and thermal management goals.

[0014] These mechanisms and methods may accordingly increase performance and
user responsiveness by dynamically changing an Energy Performance Preference (EPP) value
based on profiling the workload for a longer duration and predicting the type of workload.
The mechanisms and methods may be used while a device is on battery power, but may also
have significance when used for power-limited systems on alternating current (AC) such as
power from a wall plug.

[0015] Some mechanisms and methods incorporate hierarchical control with higher
hierarchy performing usage analysis (e.g., over time intervals of seconds to minutes, in a
machine-learning SW (software) driver), as well as underlying power management unit
(PCU) and pCode control. Here, pCode refers to a firmware executed by the PCU to manage
performance of the processor. For example, pCode may set frequencies and appropriate
voltages for the processor. Part of the pCode are accessible via an operating system (OS). In
various embodiments, the mechanisms and methods may dynamically change an EPP value
based on workloads, user behavior, and/or system conditions. There may be a well-defined
interface between an operating system and the pCode. The interface may allow or facilitate
the software configuration of several parameters and/or may provide hints to the pCode. As
an example, an EPP parameter may inform the pCode algorithm as to whether performance
or battery life is more important.

[0016] In some embodiments, an algorithm in a driver (such as an adaptive mini-filter
driver, mailbox driver, DTT driver, etc.) may use an interface from a filter manager of the
operating system to detect certain types of events, such as file opening events, file creation
events, file closing events, and application opening events for productivity usage, and may
then dynamically change the value of EPP for higher performance for that duration of the
event. In addition, a machine-learning algorithm embedded into the DTT (or separate from
the DTT) may predict a device workload using HW counters, and pCode may dynamically
change the value for EPP for higher performance and/or increased battery life. An EPP value
may be used by a pCode algorithm to set processor core frequencies, internal system-on-chip
(SoC) interconnect fabric frequencies, and/or turbo durations. As the EPP value is reduced,
the system may become adaptive, and may provide higher performance, which may be

desirable to a user for higher quality of service.
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[0017] There are many technical effects of the various embodiments. For example,
the mechanisms and methods disclosed herein may yield 10% to 20% performance
improvements in responsiveness for application-launch and file-opening operations.
Accordingly, they may advantageously increase system performance. The disclosed
mechanisms and methods may facilitate better characterization of user behavior, and better
fitting of a power/performance configuration to user needs and perceived experience, which
may permit original equipment manufacturers (OEMs) to advantageously provide an
additional 10% to 20% system performance. Other technical effects will be evident from the
various figures and embodiments.

[0018] In the following description, numerous details are discussed to provide a more
thorough explanation of embodiments of the present disclosure. It will be apparent to one
skilled in the art, however, that embodiments of the present disclosure may be practiced
without these specific details. In other instances, well-known structures and devices are
shown in block diagram form, rather than in detail, in order to avoid obscuring embodiments
of the present disclosure.

[0019] Note that in the corresponding drawings of the embodiments, signals are
represented with lines. Some lines may be thicker, to indicate a greater number of constituent
signal paths, and/or have arrows at one or more ends, to indicate a direction of information
flow. Such indications are not intended to be limiting. Rather, the lines are used in
connection with one or more exemplary embodiments to facilitate easier understanding of a
circuit or a logical unit. Any represented signal, as dictated by design needs or preferences,
may actually comprise one or more signals that may travel in either direction and may be
implemented with any suitable type of signal scheme.

[0020] Throughout the specification, and in the claims, the term "connected" means a
direct electrical, mechanical, or magnetic connection between the things that are connected,
without any intermediary devices. The term "coupled” means either a direct electrical,
mechanical, or magnetic connection between the things that are connected or an indirect
connection through one or more passive or active intermediary devices. The term "circuit" or
"module” may refer to one or more passive and/or active components that are arranged to
cooperate with one another to provide a desired function. The term "signal" may refer to at
least one current signal, voltage signal, magnetic signal, or data/clock signal. The meaning of

" "o

a," "an,"” and "the" include plural references. The meaning of "in" includes "in" and "on."

"o

[0021] The terms "substantially," "close," "approximately,” "near," and "about"

generally refer to being within +/- 10% of a target value. Unless otherwise specified the use
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"o

of the ordinal adjectives "first," "second," and "third," etc., to describe a common object,
merely indicate that different instances of like objects are being referred to, and are not
intended to imply that the objects so described must be in a given sequence, either
temporally, spatially, in ranking, or in any other manner.

[0022] It is to be understood that the terms so used are interchangeable under
appropriate circumstances such that the embodiments of the invention described herein are,
for example, capable of operation in other orientations than those illustrated or otherwise
described herein.

[0023] The terms "left," "right," "front," "back," "top," "bottom," "over," "under," and
the like in the description and in the claims, if any, are used for descriptive purposes and not
necessarily for describing permanent relative positions.

[0024] For purposes of the embodiments, the transistors in various circuits, modules,
and logic blocks are Tunneling FETs (TFETs). Some transistors of various embodiments
may comprise metal oxide semiconductor (MOS) transistors, which include drain, source,
gate, and bulk terminals. The transistors may also include Tri-Gate and FinFET transistors,
Gate All Around Cylindrical Transistors, Square Wire, or Rectangular Ribbon Transistors or
other devices implementing transistor functionality like carbon nanotubes or spintronic
devices. MOSFET symmetrical source and drain terminals i.e., are identical terminals and
are interchangeably used here. A TFET device, on the other hand, has asymmetric Source
and Drain terminals. Those skilled in the art will appreciate that other transistors, for
example, Bi-polar junction transistors-BJT PNP/NPN, BiCMOS, CMOS, etc., may be used
for some transistors without departing from the scope of the disclosure.

[0025] For the purposes of the present disclosure, the phrases "A and/or B" and "A or
B" mean (A), (B), or (A and B). For the purposes of the present disclosure, the phrase "A, B,
and/or C" means (A), (B), (C), (A and B), (A and C), (B and C), or (A, B and C).

[0026] In addition, the various elements of combinatorial logic and sequential logic
discussed in the present disclosure may pertain both to physical structures (such as AND
gates, OR gates, or XOR gates), or to synthesized or otherwise optimized collections of
devices implementing the logical structures that are Boolean equivalents of the logic under
discussion.

[0027] Fig. 1 illustrates a hardware to software hierarchy 100 with pCode interface to
an operating system and software, in accordance with some embodiments of the disclosure.
Hierarchy 100 has four levels of abstractions including software having applications that

allow for user mode 101 operations, kernel with operating system mode 102 operations,
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firmware with pCode mode 103 operations, and hardware with components such as processor
core(s) 104, graphics processor unit (GPU) 105, mesh or ring interconnect fabric 106, and
system agent (SA) 107. In some embodiments, the various components are standalone
components with their own packages. In some embodiments, the one or more components
are part of a system-on-chip coupled in single package. In some embodiments, some of the
one or more components may be in an SoC while other components may be outside of the
SoC. In some embodiments, any one of the components may include a power control unit
(PCU) or any appropriate power management logic that executes the pCode (firmware). In
some embodiments, the PCU is a separate hardware component. In some embodiments, the
PCU executes the firmware separately from the one or more components that are managed
for power performance by the PCU. In cases where the PCU is part of the one or more
hardware components, the PCU executes the pCode firmware and managements power
performance of the one or more hardware components. Various configurations are for
hierarchy 100 are also illustrated with reference to Fig. 7.

[0028] Referring back to Fig. 1, user mode 101 includes software applications (e.g.,
web-browser, email handler, word processing software, etc.) that communicate with the
operating system via well-established application programming interfaces (APIs). Here,
operating system mode 102 includes I/O manager, filter manager, file system driver, storage
driver, etc., that communicate between applications in user mode 101 with firmware 103
and/or hardware. The operating system receives a default value for EPP, which may be a
value between a maximum and minimum allowable value of the EPP, from the pCode.
pCode may also provide a time window to the operating system as to when to apply the EPP
value. Traditionally, the EPP value is fixed for a particular energy or performance preference
for the processor. This value can traditionally be changed by the operating system statically
upon reboot, for example, but not dynamically after reboot based on workload and user
behavior.

[0029] Traditionally, EPP values are static values with default values. The default

values for Microsoft Windows® operating system are shown in Table 1.

Table 1
Operating system power AC EPP DC EPP
policy
Best performance 25 33
Better performance 33 50
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Better battery 33 70
Battery saver - 70

[0030]
hardware P-state (HWP) algorithm. Windows operating system maps EPP based on

An operating system owns the EPP settings to the system-on-chip (SoC)

operating system processor power management (PPM) settings and operating system slider
position. EPP value typically defines the performance versus energy tradeoffs within HWP.
HWP EPP changes the sustained and maximum frequencies used by the SoC. Currently, the
EPP values are static. These parameters or values can be changed by the operating system
statically (e.g., at boot time, or transition of AC to DC or DC to AC power source). For
example, an original equipment manufacturer (OEM) may statically configure EPP values
using the slider position, and thus change the EPP values for AC and DC conditions.

[0031]

frequency, a GPU frequency, and an internal SOC frequency, based on parameters that may

pCode may use various parameters to set appropriate frequencies for a core

be configured by software. Using the mechanisms and methods disclosed herein, a driver
(e.g., a mini-filter driver) may identify when to change an EPP value based on workload
and/or usage. In some embodiments, mechanisms and methods disclosed herein monitor at
least three factors over time under various workloads and operating conditions. These three
factors include energy consumed by the processor, sustained performance of the processor,
and burst performance (e.g., responsiveness) of the processor. The mechanisms and methods
of various embodiments may adaptively or dynamically change a value of EPP to improve or
optimize one or more of the at least three factors. Here, changing a value dynamically
generally refers to change in a parameter in real-time while the processor is running (e.g.,
after boot operation) without requirement a reboot or restart of the processor. Table 2
provides some hardware P-state interfaces between hardware components (e.g., core(s) 104,
GPU 105, mesh or ring fabric 106, SA 107, etc.) and the operating system via the pCode.

These interfaces are well-defined between the operating system and the pCode.

Table 2

Parameters Description Default

Minimum Performance

Minimum performance to
achieve the required quality

of service (QoS)

[IA32_HWP_Copabilities

lowest performance
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Maximum Performance Maximum performance that IA32_HWP_Copabilities
is expected by the hardware highest performance
Desired Performance Explicit performance hint to | 0, hardware autonomous
the hardware selection
Energy performance Performance preference 0x80, uses as a hint to the
preference (EPP) from O to energy efficiency hardware
preference of OxFFh
Activity Window Time value from profile 1 p 0, hardware determines
to 1270 seconds appropriate time window
[0032] As discussed herein, the pCode is a firmware in Intel system-on-chip (SoC)

that sets the frequencies and appropriate voltages for the SOC. The interface allows the
software to configure several parameters and provide hints to the pCode. As an example, the
Energy Performance Preference (EPP) parameter informs the pCode algorithm whether
performance is more important or battery life. pCode uses these parameters to set appropriate
frequencies for the Core, GPU and internal SoC frequencies based on the parameters (See
Table 2) that are configured by the software.

[0033] Various embodiments provide mechanism and method to adjust one or more
of these parameters adaptively. For example, the EPP value can be modified adaptively
according to workload conditions. These mechanism and methods can be implemented as
part of the DTT driver and/or other modules in the OS kernel mode 102. In some
embodiments, dynamic adjustment to EPP is achieved using machine-learning (ML)
algorithm to improve performance, responsiveness while maintaining battery life in DC
mode.

[0034] For example, a DTT driver (interfacing modules of the OS and the pCode)
receives prediction from a machine-learning engine executing in the hardware to classify and
predict user behavior and provide a prediction value corresponding to the user behavior. The
prediction value corresponds to an EPP value, which is then modified dynamically by the OS.
In some embodiments, DTT software sends workload hint to system-on-chip (SoC) via a
pCode interface. The SoC opportunistically scales internal p-state control algorithm (HWP)
for each type of workload hint. In various embodiments, runtime workload hint to the SoC is
defined as one of: idle, battery life, bursty, sustained, and/or semi-active. The machine-

learning engine creates workload classification prediction (e.g., one of idle, battery life,
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bursty, sustained, and/or semi-active) for a given workload. The workload hint has a
corresponding prediction value. Based on the prediction value, in some embodiments, the OS
then instructs the pCode (firmware) to perform EPP control. For example, pCode adjusts the
frequency and/or voltage for one or more of the hardware components (e.g., core(s) 104,
GPU 105, mesh or ring fabric 106, SA 107, etc.) according to the new EPP value.

[0035] Fig. 2 illustrates a functional diagram 200 with interfaces across multiple
modules for dynamic Energy Performance Preference (EPP), in accordance with some
embodiments of the disclosure. Functional diagram 200 provides modules in the kernel and
firmware. In some embodiments, DTT driver 201 includes logic (e.g., software module) to
interface with a machine-learning (ML) module or engine 202. In some embodiments,
machine-learning engine 202 is implemented in software in the user mode. In some
embodiments, machine-learning engine 202 is implemented in hardware using multipliers
and summers. In some embodiments, machine-learning engine 202 is implemented as part of
DTT driver 201. Machine-learning engine 202 can be implemented in hardware and/or
software, in accordance with some embodiments.

[0036] DTT driver 201 provides DTT telematics data to machine-learning engine 202
and receives in response to that, a prediction activation type. The telematics data include data
such as: workload type (e.g., type of application like Microsoft Word®, Microsoft Outlook®,
Adobe Reader®, Web browser, etc.), time of invoking the application (e.g., time in the day,
day of the week, etc.), current frequency of the processor (e.g., operating clock frequency of
the processor executing the workload), current battery charge of a battery powering the
processor, operating supply voltage of the processor, current responsiveness of the
application being invoked, and current EPP value, etc.).

[0037] Machine-learning engine 202 operates based on telemetries and events that are
collected by DTT 201 and delivered to ML module 202. ML module 202 in runtime predicts
the current type of activities and delivers this prediction value into DTT 201. In some
embodiments, machine-learning engine 202 includes a trained model (which may be a trained
a priori). In that case, the machine-learning engine 202 applies inference (for prediction type
or value) in response to receiving input data. This prediction value can be used by DTT 201
for its control method and is delivered into the HW and pCode via interface between the DTT
driver 201 and pCode 103. This interface 203 (e.g., pCode-DTT interface) can be defined as
MMIO (memory-mapped 10) registers, MSRs (model-specific registers) or BIOS (basic

input/output system) mailbox. Additional data fields are added to interface 203 to
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communicate the prediction value, type, and/or workload hints from DTT driver 201 to

pCode 103. Table 3 provides a functional structure of a 32-bit pCode interface 203.

Table 3

Data Input Field Name Description
DATA[31:31] DTT pCode setting enable | Set this bet to make the

current DTT setting into the
pCode value clear this bit
causes the pCode to ignore
the last setting value of
DTT, default =0
DATAJ[30:30] AC/DC mode Enable for the pCode the

current system AC or DC
mode status, AC=0, DC=1,
default=AC

DATA[29:24] RESERVED
DATA]23:16] Thermal constraints Enable for the pCode the

current skin temperature
constraint, 0-100% in units
of 1/127 (OxFF = fully
constraint no room for any
turbo, 0= unconstrained).
Default=0.

DATA[15:8] Battery status Enable for the pCode the

current Battery status. 0-
100% in units of 1/127
(OxFF=fully constraint no
room for any Turbo,
O=unconstrained).
Default=0

DATAI7:0] Workload type Enable for the pCode the

current workload type as it
is identified by the

machine-learning engine.

10
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DTT enables the pCode the
workload classification
prediction (see below) that
currently has the maximum
classification confidence. If
the confident is low or
indecisive, DTT
communicates NA rather
than the prediction (or some

consolidation rule)

0-NA

1-IDLE

2 — SEMI ACTIVE
3-BURSTY

4 — SUSTAINED
5 —-BATTERY LIFE

[0038] In some embodiments, some or all fields of the 32-bit data input are part of the
pCode auxiliary interface. These fields are provided at runtime to pCode control flow 204
which executes the new EPP value by setting a new frequency and/or voltage condition for
the processor to enhance user experience. In some embodiments, DTT driver 201
periodically sends a workload hint (e.g., the predicted value) to the SoC (or hardware). For
example, DTT sends the workload hint to SoC every 1 second. The period for sending the
workload hint is programmable. In some embodiments, DTT may not change the OS EPP
setting, but maps the workload hint to an internal HWP algorithm that modifies the HWP
behavior similar to changing SoC or Windows OS EPP. In some embodiments, DTT does
not send workload hints in AC operating modes (e.g., when the computer is plugged to an AC
source instead of a DC battery source). In some embodiments, DTT is not active when the
display screen of the computer is off. The various embodiments may not require any changes
to the Built-in input/output system (BIOS). The ML algorithm may be pre-trained or for
faster EPP adjustment, or can be trained for each computer overtime.

[0039] In some embodiments, machine-learning engine 202 is purely software. In
some embodiments, machine-learning engine 202 executes on one or more processor core(s)

104, where the machine-learning engine 202 sends the predication value to the same core

11
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(that executes the machine-learning engine 202) and controls that same core. In some
embodiments, machine-learning engine 202 executes on a dedicated hardware (e.g.,
application specific integrated circuit) or one of the processor cores, and sends the prediction
value to a PCU or some firmware that controls a different core. In some embodiments,
machine-learning engine 202 executes in firmware on the same PCU that controls the
processor core(s) 104.

[0040] The additional modules of Fig. 2 include operating system power management
module 205 that provides hardware p-state (HWP) hints to pCode 103 or pCode control flow
204 via pCode OS interface 206. The hardware P-state hints include the static parameters of
Table 2, for example. The pCode control flow 204 receives hardware telematics data such as
temperature of the processor, current frequency and operating voltage of the processor,
number of active processor cores, current C-state of the processor, etc. In some
embodiments, this hardware telematics data is combined with the HWP hints from the
operating system and provided to machine learning module 202 via the pCode DTT interface
203. Machine-learning module 202 adaptively generates a prediction activation type for DTT
driver 201 which dynamically provides an EPP value for pCode 103 or pCode control flow
204 via pCode OS interface 206. In turn, pCode 103 causes the hardware component(s) to
adjust frequency and/or voltage to accommodate the new EPP value.

[0041] Fig. 3 illustrates architecture 300 using dynamic EPP, in accordance with
some embodiments of the disclosure. Architecture 300 is an alternative to architecture flow
of Fig. 2. Architecture 300 shows a mini-filter 301, DTT module 302, pCode 303 (same as
103 or control flow 204), I/O manager 304, Filter Manager 305, and File system driver 306.
Here, a mini-filter driver 301 is added that identifies when to change the Energy Performance
Preference (EPP) value based on workloads and usages. In some embodiments, mini-filter
driver 301 registers with filter manager 305 in the existing software architecture and gets
notified on certain types of events for the 1/0 request packets. The I/O requests packets are
received by I/O Manager 304. These I/O requests packets are filtered by filter manager 305
which converts the I/O packet requests from one format to another format for the subsequent
drivers to handle. For example, filter manager 305 converts the I/O request received by I/O
Manager 304 to a format that can be handled by file system driver 306 and/or storage driver
307. The file system driver 306 and/or storage driver 307 then sends the 1/0 request to the
firmware and/or hardware for further processing.

[0042] In some embodiments, the algorithm in mini-filter driver 301 processes the

events with inputs from the system and determines when to change the EPP. Once it has
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made the decision, mini-filter driver 301 uses the auxiliary interface via DTT 302 to change
the EPP dynamically.

[0043] Fig. 4 illustrates a set of plots 400 showing workload classes classified by
machine-learning engine 202, in accordance with some embodiments. In computing, a
workload (WL) is the amount of processing that the computer has been given to do at a given
time. A defined workload can be specified as a benchmark when evaluating a computer
system in terms of performance. First step towards predicting workload behavior or hint is
defining 5 WL classes—Idle or Battery Life 401, Sustain 402, Bursty 403, and Semi-Active
404.

[0044] In idle class, the computer system performs no tasks, power and residency are
consistently low for long periods of time. In battery life, power is relatively low, but the
processor may still be actively performing a task, such as video playback for a long period of
time. Bursty class consumes a relatively constant average amount of power, however, bursts
of activity interrupt periods of relative idleness. The bursts are relatively short and spaced
with relative idleness which typically do not exhaust PL1 budget for single thread. With
multi-threaded workloads, typical the burst power is higher than PL.1 but lower than PL2.
Semi-Active class consumes a relatively constant average amount of power, significantly
below PL1. Relatively long bursts of activity interrupt periods of relative idleness. The
bursts may be irregular but long and high enough to exhaust PL2 budget. PL.1 {(power level
1) is defined as the amount of power the processor is able to consume over a sustained period
of time while PL2 {(power level 2) indicates the maximam short-term burst power
consumption of the chip. In sustain class power level is relatively high for a long period of
time as compared to semi-active, with very few to no periods of idleness, which can reach
PL2 and PL1 levels.

[0045] Fig. 5 illustrates flowchart 500 for workload classification, in accordance with
some embodiments. While the blocks in flowchart 500 are shown in a particular order, the
order can be modified. For example, some blocks may be performed in parallel with other
blocks.

[0046] At block 501, telematic data (or hardware data) is provided to DTT driver 201
from hardware via pCode interface 203. The hardware (HW) data may be data (e.g.,
telematics data and input data) from the operation of the processor, but also from components
of platform hardware 501 (e.g., power control unit (PCU), processor core(s) 104, graphics
processor unit 105, ring interconnect 106, system-on-chip (SoC), etc.). Hardware data may

include number of active processor cores, active components, and other telemetry
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information. At block 502, performance monitoring data is also gathered and provided to
DTT driver 201 via pCode interface 203. Performance monitoring data may include power
parameters, frequency, residency, temperature and more.

[0047] At block 503, DTT driver 201 provides the input data (e.g., telematic data and
performance monitoring data) to machine-learning engine 202. In various embodiments, to
identify workload characteristics and be able to predict future workload class, a prediction
engine 202 (or machine-learning engine 202) is used. Based on the HW data collected, as
well as on previous predictions, prediction engine 202 predicts the characteristics of a
workload being executed by the processor for a future time period. Prediction engine 202
predicts that the behavior of a future workload to be executed by processor may most likely
to be within one of a number of classifications: idle, battery-life, bursty, semi-active or
sustained.

[0048]
(e.g., pCode interface driver) to instruct the pCode to adjust the EPP based on the prediction.

Upon receiving the prediction, DTT 503 provides it to mailbox driver 504

At block 505, pCode adjusts the EPP. Thus, upon receiving the workload prediction, DTT
503, in real-time causes adjustment of the EPP based on the prediction from prediction
engine 202. For example, if the workload prediction is a bursty classification, then DTT 503
may cause pCode to increase the value of EPP, for instance, to 30%, to improve the system
responsiveness. In some embodiments, prediction engine 202 (also referred to machine-
learning engine 202) is generic and can fit any platform and pre-trained engine of an original

equipment manufacturer (OEM).

[0049] Table 4 illustrates the various machine-learning modes based on workload.
Table 4

Machine-learning mode | Power saving (EPP == 70%) Balance (EPP == 50%)

Idle No impact Adjust P-Alpha savings,
decay autonomous response
(50% => 70 %)

Battery Life No impact Adjust P-Alpha savings,
decay autonomous response
(50% => 70 %)

Sustained No impact No impact

Semi-active Adjust autonomous response Adjust autonomous

(70 =250%) response (50% > 30 %)
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Bursty Adjust autonomous response Adjust autonomous
(70 =250%) response (50% > 30 %)
[0050] Depending upon the workload hint and the reference starting EPP value, the

pCode algorithm is changed to provide additional burst performance or save energy. As an
example, for the bursty workload, the autonomous response is reduced by 20% so that the
next result is higher performance.

[0051] In some embodiments, pCode uses the workload prediction as an index for the
EPP boost tables, which defines the threshold to start or stop boosting from (according to
whether the boost is positive or negative), and the boost amount. In some embodiments,
there are separate boost tables for the different algorithms that use EPP — Autonomous and P-

alpha shown in Table 5, for example.

Table 5
Machine-learning mode | Autonomous P-Alpha
Threshold Boost Threshold | Boost

Idle T70% 20% T70% 20%
Semi-active 50% -20% 0% 0%

Bursty 50% -20% 0% 0%
Sustained 0% 0% 0% 0%

Battery life 70% 20% 70% 20%

[0052] The pCode uses two parameters, threshold and boost, in its algorithm to

determine the EPP values across the two modes, Autonomous and P-Alpha. By changing the
threshold and boost parameters, the performance for bursty workload is increased with higher
residencies in higher frequencies of operation.
[0053] In some embodiments, EPP may be boosted according to the following:
EPP is boosted:
* if(boost > 0)
Boosted_EPP = EPP>Threshold ? EPP : min(Threshold, EPP+boost)
* if(boost < 0)
Boosted_EPP = EPP> Threshold ? max(Threshold, EPP-boost) : EPP
[0054] In some embodiments, autonomous uses the boosted EPP in different parts of

the algorithm: Kickdown threshold; Tau for the average C0% window; Delay between
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changes; C0% thresholds for increasing/decreasing frequency. For P-alpha, boosted EPP is
used to calculate alpha, where higher EPP means alpha is more aggressive towards energy
saving.

[0055] Elements of embodiments are also provided as a machine-readable medium
(e.g., memory) for storing the computer-executable instructions (e.g., instructions to
implement any other processes discussed herein) also referred to as machine-executable
instructions. In some embodiments, the computing platform comprises memory, processor,
machine-readable storage media (also referred to as tangible machine readable medium),
communication interface (e.g., wireless or wired interface), and network bus coupled
together.

[0056] In some embodiments, the processor is a Digital Signal Processor (DSP), an
Application Specific Integrated Circuit (ASIC), a general-purpose Central Processing Unit
(CPU), or a low power logic implementing a simple finite state machine to perform the
method of various embodiments, etc.

[0057] In some embodiments, the various logic blocks of the system are coupled
together via a network bus. Any suitable protocol may be used to implement network bus. In
some embodiments, the machine-readable storage medium includes instructions (also referred
to as the program software code/instructions) for calculating or measuring distance and
relative orientation of a device with reference to another device as described with reference to
various embodiments and flowchart.

[0058] Program software code/instructions associated with the methods and executed
to implement embodiments of the disclosed subject matter may be implemented as part of an
operating system or a specific application, component, program, object, module, routine, or
other sequence of instructions or organization of sequences of instructions referred to as

"o

"program software code/instructions,” "operating system program software

"o

code/instructions," "application program software code/instructions," or simply "software" or
firmware embedded in processor. In some embodiments, the program software
code/instructions associated with various embodiments are executed by the computing
system.

[0059] In some embodiments, the program software code/instructions associated with
various flowcharts are stored in a computer executable storage medium and executed by the

processor. Here, computer executable storage medium is a tangible machine-readable

medium that can be used to store program software code/instructions and data that, when
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executed by a computing device, causes one or more processors to perform a method(s) as
may be recited in one or more accompanying claims directed to the disclosed subject matter.
[0060] In some embodiments, the method or operation includes: receiving telematic
data and performance data from one or more hardware components; providing the telematic
data and performance data to a machine-learning engine to predict a workload type; receiving
the predicted workload type; adaptively modifying an energy performance preference based
on the predicted workload type; and providing the modified energy performance preference
to a firmware which in turn adjusts frequency and/or voltage of the one or more components.
In some embodiments, the workload type is one of: idle, semi-active, bursty, sustained, and
battery life. In some embodiments, the energy performance preference is visible to an
operating system. In some embodiments, the energy performance preference is adjusted to a
lower value, performance of the one or more components increases. In some embodiments,
as the energy performance preference is adjusted to a higher value, performance increases for
the one or more components. In some embodiments, the machine-learning engine is
implemented in software and/or hardware. In some embodiments, the one or more
components include: one or more processor cores, graphics processing unit, and mesh or ring
fabric.

[0061] Tangible machine-readable medium may include storage of the executable
software program code/instructions and data in various tangible locations, including for
example ROM, volatile RAM, non-volatile memory and/or cache and/or other tangible
memory as referenced in the present application. Portions of this program software
code/instructions and/or data may be stored in any one of these storage and memory devices.
Further, the program software code/instructions can be obtained from other storage,
including, e.g., through centralized servers or peer-to-peer networks and the like, including
the Internet. Different portions of the software program code/instructions and data can be
obtained at different times and in different communication sessions or in the same
communication session.

[0062] The software program code/instructions and data can be obtained in their
entirety prior to the execution of a respective software program or application by the
computing device. Alternatively, portions of the software program code/instructions and data
can be obtained dynamically, e.g., just in time, when needed for execution. Alternatively,
some combination of these ways of obtaining the software program code/instructions and
data may occur, e.g., for different applications, components, programs, objects, modules,

routines or other sequences of instructions or organization of sequences of instructions, by
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way of example. Thus, it is not required that the data and instructions be on a tangible
machine-readable medium in entirety at a particular instance of time.

[0063] Examples of tangible computer-readable media include but are not limited to
recordable and non-recordable type media such as volatile and non-volatile memory devices,
read only memory (ROM), random access memory (RAM), flash memory devices, floppy
and other removable disks, magnetic storage media, optical storage media (e.g., Compact
Disk Read-Only Memory (CD ROMS), Digital Versatile Disks (DVDs), etc.), among others.
The software program code/instructions may be temporarily stored in digital tangible
communication links while implementing electrical, optical, acoustical or other forms of
propagating signals, such as carrier waves, infrared signals, digital signals, etc. through such
tangible communication links.

[0064] In general, tangible machine readable medium includes any tangible
mechanism that provides (i.e., stores and/or transmits in digital form, e.g., data packets)
information in a form accessible by a machine (i.e., a computing device), which may be
included, e.g., in a communication device, a computing device, a network device, a personal
digital assistant, a manufacturing tool, a mobile communication device, whether or not able to
download and run applications and subsidized applications from the communication network,
such as the Internet, e.g., an iPhone®, Galaxy®, Blackberry® Droid®, or the like, or any
other device including a computing device. In one embodiment, processor-based system is in
a form of or included within a PDA (personal digital assistant), a cellular phone, a notebook
computer, a tablet, a game console, a set top box, an embedded system, a TV (television), a
personal desktop computer, etc. Alternatively, the traditional communication applications
and subsidized application(s) may be used in some embodiments of the disclosed subject
matter.

[0065] Fig. 6 illustrates plot 600 showing performance gains on direct current (DC)
using dynamic EPP, in accordance with some embodiments of the disclosure. Here, the y-
axis is the responsiveness of an application in milliseconds. The x-axis includes a list of
various applications tested. For each application, responsiveness is determined using the
static EPP method and for the dynamic EPP method of various embodiments. The
mechanisms and methods disclosed herein improve responsiveness of the applications, for
example, by 10% to 20%. As an example, launching an application may improve from 8.1
seconds in the default case (e.g., static EPP) to 6.5 seconds through use of the disclosed
mechanisms and methods that use dynamic EPP. The battery life may see a minimal impact

of 2% to 3%, since the mechanisms and methods of various embodiments are adaptive, event-
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based, and configure the EPP dynamically for the duration of the specific type of operations
that matter to the user.

[0066] Fig. 7 illustrates a computer system or computing device with mechanisms for
dynamic EPP, in accordance with some embodiments. It is pointed out that those elements of
Fig. 7 having the same reference numbers (or names) as the elements of any other figure may
operate or function in any manner similar to that described, but are not limited to such.
[0067] In some embodiments, device 2400 represents an appropriate computing
device, such as a computing tablet, a mobile phone or smart-phone, a laptop, a desktop, an
Internet-of-Things (IOT) device, a server, a wearable device, a set-top box, a wireless-
enabled e-reader, or the like. It will be understood that certain components are shown
generally, and not all components of such a device are shown in device 2400. Any
component of device 2400 can include the latch and/or flip-flop of various embodiments.
[0068] In an example, the device 2400 comprises an SoC (System-on-Chip) 2401.

An example boundary of the SOC 2401 is illustrated using dotted lines in Fig. 7, with some
example components being illustrated to be included within SOC 2401 — however, SOC 2401
may include any appropriate components of device 2400.

[0069] In some embodiments, device 2400 includes processor 2404. Processor 2404
can include one or more physical devices, such as microprocessors, application processors,
microcontrollers, programmable logic devices, processing cores, or other processing means.
The processing operations performed by processor 2404 include the execution of an operating
platform or operating system on which applications and/or device functions are executed.
The processing operations include operations related to I/O (input/output) with a human user
or with other devices, operations related to power management, operations related to
connecting computing device 2400 to another device, and/or the like. The processing
operations may also include operations related to audio I/O and/or display 1/0.

[0070] In some embodiments, processor 2404 includes multiple processing cores
(also referred to as cores) 2408a, 2408b, 2408c. Although merely three cores 2408a, 2408b,
2408c are illustrated in Fig. 7, processor 2404 may include any other appropriate number of
processing cores, .., tens, or even hundreds of processing cores. Processor cores 2408a,
2408b, 2408c may be implemented on a single integrated circuit (IC) chip. Moreover, the
chip may include one or more shared and/or private caches, buses or interconnections,
graphics and/or memory controllers, or other components.

[0071] In some embodiments, processor 2404 includes cache 2406. In an example,

sections of cache 2406 may be dedicated to individual cores 2408 (e.g., a first section of
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cache 2406 dedicated to core 2408a, a second section of cache 2406 dedicated to core 2408Db,
and so on). In an example, one or more sections of cache 2406 may be shared among two or
more of cores 2408. Cache 2406 may be split in different levels, e.g., level 1 (L.1) cache,
level 2 (L2) cache, level 3 (LL3) cache, etc.

[0072] In some embodiments, processor core 2404 may include a fetch unit to fetch
instructions (including instructions with conditional branches) for execution by the core 2404.
The instructions may be fetched from any storage devices such as the memory 2430.
Processor core 2404 may also include a decode unit to decode the fetched instruction. For
example, the decode unit may decode the fetched instruction into a plurality of micro-
operations. Processor core 2404 may include a schedule unit to perform various operations
associated with storing decoded instructions. For example, the schedule unit may hold data
from the decode unit until the instructions are ready for dispatch, e.g., until all source values
of a decoded instruction become available. In one embodiment, the schedule unit may
schedule and/or issue (or dispatch) decoded instructions to an execution unit for execution.
[0073] The execution unit may execute the dispatched instructions after they are
decoded (e.g., by the decode unit) and dispatched (e.g., by the schedule unit). In an
embodiment, the execution unit may include more than one execution unit (such as an
imaging computational unit, a graphics computational unit, a general-purpose computational
unit, etc.). The execution unit may also perform various arithmetic operations such as
addition, subtraction, multiplication, and/or division, and may include one or more an
arithmetic logic units (ALUs). In an embodiment, a co-processor (not shown) may perform
various arithmetic operations in conjunction with the execution unit.

[0074] Further, execution unit may execute instructions out-of-order. Hence,
processor core 2404 may be an out-of-order processor core in one embodiment. Processor
core 2404 may also include a retirement unit. The retirement unit may retire executed
instructions after they are committed. In an embodiment, retirement of the executed
instructions may result in processor state being committed from the execution of the
instructions, physical registers used by the instructions being de-allocated, etc. Processor
core 2404 may also include a bus unit to enable communication between components of
processor core 2404 and other components via one or more buses. Processor core 2404 may
also include one or more registers to store data accessed by various components of the core
2404 (such as values related to assigned app priorities and/or sub-system states (modes)

association.
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[0075] In some embodiments, device 2400 comprises connectivity circuitries 2431.
For example, connectivity circuitries 2431 includes hardware devices (e.g., wireless and/or
wired connectors and communication hardware) and/or software components (e.g., drivers,
protocol stacks), e.g., to enable device 2400 to communicate with external devices. Device
2400 may be separate from the external devices, such as other computing devices, wireless
access points or base stations, etc.

[0076] In an example, connectivity circuitries 2431 may include multiple different
types of connectivity. To generalize, the connectivity circuitries 2431 may include cellular
connectivity circuitries, wireless connectivity circuitries, etc. Cellular connectivity circuitries
of connectivity circuitries 2431 refers generally to cellular network connectivity provided by
wireless carriers, such as provided via GSM (global system for mobile communications) or
variations or derivatives, CDMA (code division multiple access) or variations or derivatives,
TDM (time division multiplexing) or variations or derivatives, 3rd Generation Partnership
Project (3GPP) Universal Mobile Telecommunications Systems (UMTS) system or variations
or derivatives, 3GPP Long-Term Evolution (LTE) system or variations or derivatives, 3GPP
LTE-Advanced (LTE-A) system or variations or derivatives, Fifth Generation (5G) wireless
system or variations or derivatives, 5G mobile networks system or variations or derivatives,
5G New Radio (NR) system or variations or derivatives, or other cellular service standards.
Wireless connectivity circuitries (or wireless interface) of the connectivity circuitries 2431
refers to wireless connectivity that is not cellular, and can include personal area networks
(such as Bluetooth, Near Field, etc.), local area networks (such as Wi-Fi), and/or wide area
networks (such as WiMax), and/or other wireless communication. In an example,
connectivity circuitries 2431 may include a network interface, such as a wired or wireless
interface, e.g., so that a system embodiment may be incorporated into a wireless device, for
example, a cell phone or personal digital assistant.

[0077] In some embodiments, device 2400 comprises control hub 2432, which
represents hardware devices and/or software components related to interaction with one or
more 1/O devices. For example, processor 2404 may communicate with one or more of
display 2422, one or more peripheral devices 2424, storage devices 2428, one or more other
external devices 2429, etc., via control hub 2432. Control hub 2432 may be a chipset, a
Platform Control Hub (PCH), and/or the like.

[0078] For example, control hub 2432 illustrates one or more connection points for
additional devices that connect to device 2400, e.g., through which a user might interact with

the system. For example, devices (e.g., devices 2429) that can be attached to device 2400
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include microphone devices, speaker or stereo systems, audio devices, video systems or other
display devices, keyboard or keypad devices, or other I/O devices for use with specific
applications such as card readers or other devices.

[0079] As mentioned above, control hub 2432 can interact with audio devices, display
2422, etc. For example, input through a microphone or other audio device can provide input
or commands for one or more applications or functions of device 2400. Additionally, audio
output can be provided instead of, or in addition to display output. In another example, if
display 2422 includes a touch screen, display 2422 also acts as an input device, which can be
at least partially managed by control hub 2432. There can also be additional buttons or
switches on computing device 2400 to provide I/O functions managed by control hub 2432.
In one embodiment, control hub 2432 manages devices such as accelerometers, cameras,
light sensors or other environmental sensors, or other hardware that can be included in device
2400. The input can be part of direct user interaction, as well as providing environmental
input to the system to influence its operations (such as filtering for noise, adjusting displays
for brightness detection, applying a flash for a camera, or other features).

[0080] In some embodiments, control hub 2432 may couple to various devices using
any appropriate communication protocol, e.g., PCle (Peripheral Component Interconnect
Express), USB (Universal Serial Bus), Thunderbolt, High Definition Multimedia Interface
(HDMI), Firewire, etc.

[0081] In some embodiments, display 2422 represents hardware (e.g., display
devices) and software (e.g., drivers) components that provide a visual and/or tactile display
for a user to interact with device 2400. Display 2422 may include a display interface, a
display screen, and/or hardware device used to provide a display to a user. In some
embodiments, display 2422 includes a touch screen (or touch pad) device that provides both
output and input to a user. In an example, display 2422 may communicate directly with the
processor 2404. Display 2422 can be one or more of an internal display device, asin a
mobile electronic device or a laptop device or an external display device attached via a
display interface (e.g., DisplayPort, etc.). In one embodiment display 2422 can be a head
mounted display (HMD) such as a stereoscopic display device for use in virtual reality (VR)
applications or augmented reality (AR) applications.

[0082] In some embodiments, and although not illustrated in the figure, in addition to
(or instead of) processor 2404, device 2400 may include Graphics Processing Unit (GPU)
comprising one or more graphics processing cores, which may control one or more aspects of

displaying contents on display 2422.
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[0083] Control hub 2432 (or platform controller hub) may include hardware
interfaces and connectors, as well as software components (e.g., drivers, protocol stacks) to
make peripheral connections, e.g., to peripheral devices 2424.

[0084] It will be understood that device 2400 could both be a peripheral device to
other computing devices, as well as have peripheral devices connected to it. Device 2400
may have a “docking” connector to connect to other computing devices for purposes such as
managing (e.g., downloading and/or uploading, changing, synchronizing) content on device
2400. Additionally, a docking connector can allow device 2400 to connect to certain
peripherals that allow computing device 2400 to control content output, for example, to
audiovisual or other systems.

[0085] In addition to a proprietary docking connector or other proprietary connection
hardware, device 2400 can make peripheral connections via common or standards-based
connectors. Common types can include a Universal Serial Bus (USB) connector (which can
include any of a number of different hardware interfaces), DisplayPort including
MiniDisplayPort (MDP), High Definition Multimedia Interface (HDMI), Firewire, or other
types.

[0086] In some embodiments, connectivity circuitries 2431 may be coupled to control
hub 2432, e.g., in addition to, or instead of, being coupled directly to the processor 2404. In
some embodiments, display 2422 may be coupled to control hub 2432, e.g., in addition to, or
instead of, being coupled directly to processor 2404.

[0087] In some embodiments, device 2400 comprises memory 2430 coupled to
processor 2404 via memory interface 2434. Memory 2430 includes memory devices for
storing information in device 2400.

[0088] In some embodiments, memory 2430 includes apparatus to maintain stable
clocking as described with reference to various embodiments. Memory can include
nonvolatile (state does not change if power to the memory device is interrupted) and/or
volatile (state is indeterminate if power to the memory device is interrupted) memory devices.
Memory device 2430 can be a dynamic random access memory (DRAM) device, a static
random access memory (SRAM) device, flash memory device, phase-change memory device,
or some other memory device having suitable performance to serve as process memory. In
one embodiment, memory 2430 can operate as system memory for device 2400, to store data
and instructions for use when the one or more processors 2404 executes an application or

process. Memory 2430 can store application data, user data, music, photos, documents, or
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other data, as well as system data (whether long-term or temporary) related to the execution
of the applications and functions of device 2400.

[0089] Elements of various embodiments and examples are also provided as a
machine-readable medium (e.g., memory 2430) for storing the computer-executable
instructions (e.g., instructions to implement any other processes discussed herein). The
machine-readable medium (e.g., memory 2430) may include, but is not limited to, flash
memory, optical disks, CD-ROMs, DVD ROMs, RAMs, EPROMs, EEPROMs, magnetic or
optical cards, phase change memory (PCM), or other types of machine-readable media
suitable for storing electronic or computer-executable instructions. For example,
embodiments of the disclosure may be downloaded as a computer program (e.g., BIOS)
which may be transferred from a remote computer (e.g., a server) to a requesting computer
(e.g., aclient) by way of data signals via a communication link (e.g., a modem or network
connection).

[0090] In some embodiments, device 2400 comprises temperature measurement
circuitries 2440, e.g., for measuring temperature of various components of device 2400. In
an example, temperature measurement circuitries 2440 may be embedded, or coupled or
attached to various components, whose temperature are to be measured and monitored. For
example, temperature measurement circuitries 2440 may measure temperature of (or within)
one or more of cores 2408a, 2408b, 2408c, voltage regulator 2414, memory 2430, a mother-
board of SOC 2401, and/or any appropriate component of device 2400.

[0091] In some embodiments, device 2400 comprises power measurement circuitries
2442, e.g., for measuring power consumed by one or more components of the device 2400.
In an example, in addition to, or instead of, measuring power, the power measurement
circuitries 2442 may measure voltage and/or current. In an example, the power measurement
circuitries 2442 may be embedded, or coupled or attached to various components, whose
power, voltage, and/or current consumption are to be measured and monitored. For example,
power measurement circuitries 2442 may measure power, current and/or voltage supplied by
one or more voltage regulators 2414, power supplied to SOC 2401, power supplied to device
2400, power consumed by processor 2404 (or any other component) of device 2400, etc.
[0092] In some embodiments, device 2400 comprises one or more voltage regulator
circuitries, generally referred to as voltage regulator (VR) 2414. VR 2414 generates signals
at appropriate voltage levels, which may be supplied to operate any appropriate components
of the device 2400. Merely as an example, VR 2414 is illustrated to be supplying signals to

processor 2404 of device 2400. In some embodiments, VR 2414 receives one or more
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Voltage Identification (VID) signals, and generates the voltage signal at an appropriate level,
based on the VID signals. Various type of VRs may be utilized for the VR 2414. For
example, VR 2414 may include a “buck™ VR, “boost” VR, a combination of buck and boost
VRs, low dropout (LDO) regulators, switching DC-DC regulators, constant-on-time
controller-based DC-DC regulator, etc. Buck VR is generally used in power delivery
applications in which an input voltage needs to be transformed to an output voltage in a ratio
that is smaller than unity. Boost VR is generally used in power delivery applications in
which an input voltage needs to be transformed to an output voltage in a ratio that is larger
than unity. In some embodiments, each processor core has its own VR, which is controlled
by PCU 2410a/b and/or PMIC 2412. In some embodiments, each core has a network of
distributed LDOs to provide efficient control for power management. The LDOs can be
digital, analog, or a combination of digital or analog LDOs. In some embodiments, VR 2414
includes current tracking apparatus to measure current through power supply rail(s).

[0093] In some embodiments, device 2400 comprises one or more clock generator
circuitries, generally referred to as clock generator 2416. Clock generator 2416 generates
clock signals at appropriate frequency levels, which may be supplied to any appropriate
components of device 2400. Merely as an example, clock generator 2416 is illustrated to be
supplying clock signals to processor 2404 of device 2400. In some embodiments, clock
generator 2416 receives one or more Frequency Identification (FID) signals, and generates
the clock signals at an appropriate frequency, based on the FID signals.

[0094] In some embodiments, device 2400 comprises battery 2418 supplying power
to various components of device 2400. Merely as an example, battery 2418 is illustrated to
be supplying power to processor 2404. Although not illustrated in the figures, device 2400
may comprise a charging circuitry, e.g., to recharge the battery, based on Alternating Current
(AC) power supply received from an AC adapter.

[0095] In some embodiments, device 2400 comprises Power Control Unit (PCU)
2410 (also referred to as Power Management Unit (PMU), Power Controller, etc.). In an
example, some sections of PCU 2410 may be implemented by one or more processing cores
2408, and these sections of PCU 2410 are symbolically illustrated using a dotted box and
labelled PCU 2410a. In an example, some other sections of PCU 2410 may be implemented
outside the processing cores 2408, and these sections of PCU 2410 are symbolically
illustrated using a dotted box and labelled as PCU 2410b. PCU 2410 may implement various

power management operations for device 2400. PCU 2410 may include hardware interfaces,
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hardware circuitries, connectors, registers, etc., as well as software components (e.g., drivers,
protocol stacks), to implement various power management operations for device 2400.
[0096] In some embodiments, device 2400 comprises Power Management Integrated
Circuit (PMIC) 2412, e.g., to implement various power management operations for device
2400. In some embodiments, PMIC 2412 is a Reconfigurable Power Management ICs
(RPMICs) and/or an IMVP (Intel® Mobile Voltage Positioning). In an example, the PMIC is
within an IC chip separate from processor 2404. The may implement various power
management operations for device 2400. PMIC 2412 may include hardware interfaces,
hardware circuitries, connectors, registers, etc., as well as software components (e.g., drivers,
protocol stacks), to implement various power management operations for device 2400.
[0097] In an example, device 2400 comprises one or both PCU 2410 or PMIC 2412.
In an example, any one of PCU 2410 or PMIC 2412 may be absent in device 2400, and
hence, these components are illustrated using dotted lines.

[0098] Various power management operations of device 2400 may be performed by
PCU 2410, by PMIC 2412, or by a combination of PCU 2410 and PMIC 2412. For example,
PCU 2410 and/or PMIC 2412 may select a power state (e.g., P-state) for various components
of device 2400. For example, PCU 2410 and/or PMIC 2412 may select a power state (e.g., in
accordance with the ACPI (Advanced Configuration and Power Interface) specification) for
various components of device 2400. Merely as an example, PCU 2410 and/or PMIC 2412
may cause various components of the device 2400 to transition to a sleep state, to an active
state, to an appropriate C state (e.g., CO state, or another appropriate C state, in accordance
with the ACPI specification), etc. In an example, PCU 2410 and/or PMIC 2412 may control
a voltage output by VR 2414 and/or a frequency of a clock signal output by the clock
generator, e.g., by outputting the VID signal and/or the FID signal, respectively. In an
example, PCU 2410 and/or PMIC 2412 may control battery power usage, charging of battery
2418, and features related to power saving operation.

[0099] The clock generator 2416 can comprise a phase locked loop (PLL), frequency
locked loop (FLL), or any suitable clock source. In some embodiments, each core of
processor 2404 has its own clock source. As such, each core can operate at a frequency
independent of the frequency of operation of the other core. In some embodiments, PCU
2410 and/or PMIC 2412 performs adaptive or dynamic frequency scaling or adjustment. For
example, clock frequency of a processor core can be increased if the core is not operating at
its maximum power consumption threshold or limit. In some embodiments, PCU 2410

and/or PMIC 2412 determines the operating condition of each core of a processor, and
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opportunistically adjusts frequency and/or power supply voltage of that core without the core
clocking source (e.g., PLL of that core) losing lock when the PCU 2410 and/or PMIC 2412
determines that the core is operating below a target performance level. For example, if a core
is drawing current from a power supply rail less than a total current allocated for that core or
processor 2404, then PCU 2410 and/or PMIC 2412 can temporality increase the power draw
for that core or processor 2404 (e.g., by increasing clock frequency and/or power supply
voltage level) so that the core or processor 2404 can perform at higher performance level. As
such, voltage and/or frequency can be increased temporality for processor 2404 without
violating product reliability.

[00100] In an example, PCU 2410 and/or PMIC 2412 may perform power
management operations, e.g., based at least in part on receiving measurements from power
measurement circuitries 2442, temperature measurement circuitries 2440, charge level of
battery 2418, and/or any other appropriate information that may be used for power
management. To that end, PMIC 2412 is communicatively coupled to one or more sensors to
sense/detect various values/variations in one or more factors having an effect on
power/thermal behavior of the system/platform. Examples of the one or more factors include
electrical current, voltage droop, temperature, operating frequency, operating voltage, power
consumption, inter-core communication activity, etc. One or more of these sensors may be
provided in physical proximity (and/or thermal contact/coupling) with one or more
components or logic/IP blocks of a computing system. Additionally, sensor(s) may be
directly coupled to PCU 2410 and/or PMIC 2412 in at least one embodiment to allow PCU
2410 and/or PMIC 2412 to manage processor core energy at least in part based on value(s)
detected by one or more of the sensors.

[00101] Also illustrated is an example software stack of device 2400 (although not all
elements of the software stack are illustrated). Merely as an example, processors 2404 may
execute application programs 2450, Operating System (OS) 2452, one or more Power
Management (PM) specific application programs (e.g., generically referred to as PM
applications 2458), and/or the like. PM applications 2458 may also be executed by the PCU
2410 and/or PMIC 2412. OS 2452 may also include one or more PM applications 2456a,
2456b, 2456¢. The OS 2452 may also include various drivers 2454a, 2454b, 2454c, etc.,
some of which may be specific for power management purposes. In some embodiments,
device 2400 may further comprise a Basic Input/Output System (BIOS) 2420. BIOS 2420
may communicate with OS 2452 (e.g., via one or more drivers 2454), communicate with

processors 2404, etc.
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[00102] For example, one or more of PM applications 2458, 2456, drivers 2454, BIOS
2420, etc. may be used to implement power management specific tasks, e.g., to control
voltage and/or frequency of various components of device 2400, to control wake-up state,
sleep state, and/or any other appropriate power state of various components of device 2400,
control battery power usage, charging of the battery 2418, features related to power saving
operation, etc.

[00103] In some embodiments, pCode executing on PCU 2410a/b has a capability to
enable extra compute and telemetries resources for the runtime support of the pCode. Here,
pCode refers to a firmware executed by PCU 2410a/b to manage performance of the 2401.
For example, pCode may set frequencies and appropriate voltages for the processor. Part of
the pCode are accessible via OS 2452. In various embodiments, mechanisms and methods
are provided that dynamically change an Energy Performance Preference (EPP) value based
on workloads, user behavior, and/or system conditions. There may be a well-defined
interface between OS 2452 and the pCode. The interface may allow or facilitate the software
configuration of several parameters and/or may provide hints to the pCode. As an example,
an EPP parameter may inform a pCode algorithm as to whether performance or battery life is
more important.

[00104] This support may be done as well by the OS 2452 by including machine-
learning support as part of OS 2452 and either tuning the EPP value that the OS hints to the
hardware (e.g., various components of SCO 2401) by machine-learning prediction, or by
delivering the machine-learning prediction to the pCode in a manner similar to that done by a
Dynamic Tuning Technology (DTT) driver. In this model, OS 2452 may have visibility to
the same set of telemetries as are available to a DTT. As aresult of a DTT machine-learning
hint setting, pCode may tune its internal algorithms to achieve optimal power and
performance results following the machine-learning prediction of activation type. The pCode
as example may increase the responsibility for the processor utilization change to enable fast
response for user activity, or may increase the bias for energy saving either by reducing the
responsibility for the processor utilization or by saving more power and increasing the
performance lost by tuning the energy saving optimization. This approach may facilitate
saving more battery life in case the types of activities enabled lose some performance level
over what the system can enable. The pCode may include an algorithm for dynamic EPP that
may take the two inputs, one from OS 2452 and the other from software such as DTT, and

may selectively choose to provide higher performance and/or responsiveness. As part of this
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method, the pCode may enable in the DTT an option to tune its reaction for the DTT for

different types of activity.

"o "o

[00105] Reference in the specification to "an embodiment," "one embodiment,” "some
embodiments," or "other embodiments" means that a particular feature, structure, or
characteristic described in connection with the embodiments is included in at least some
embodiments, but not necessarily all embodiments. The various appearances of "an

"o

embodiment,” "one embodiment," or "some embodiments" are not necessarily all referring to

the same embodiments. If the specification states a component, feature, structure, or

"o

characteristic "may," "might," or "could" be included, that particular component, feature,

structure, or characteristic is not required to be included. If the specification or claim refers
to "a" or "an" element, that does not mean there is only one of the elements. If the
specification or claims refer to "an additional” element, that does not preclude there being
more than one of the additional elements.

[00106] Furthermore, the particular features, structures, functions, or characteristics
may be combined in any suitable manner in one or more embodiments. For example, a first
embodiment may be combined with a second embodiment anywhere the particular features,
structures, functions, or characteristics associated with the two embodiments are not mutually
exclusive.

[00107] While the disclosure has been described in conjunction with specific
embodiments thereof, many alternatives, modifications and variations of such embodiments
will be apparent to those of ordinary skill in the art in light of the foregoing description. For
example, other memory architectures e.g., Dynamic RAM (DRAM) may use the
embodiments discussed. The embodiments of the disclosure are intended to embrace all such
alternatives, modifications, and variations as to fall within the broad scope of the appended
claims.

[00108] In addition, well known power/ground connections to integrated circuit (IC)
chips and other components may or may not be shown within the presented figures, for
simplicity of illustration and discussion, and so as not to obscure the disclosure. Further,
arrangements may be shown in block diagram form in order to avoid obscuring the
disclosure, and also in view of the fact that specifics with respect to implementation of such
block diagram arrangements are highly dependent upon the platform within which the present
disclosure is to be implemented (i.e., such specifics should be well within purview of one
skilled in the art). Where specific details (e.g., circuits) are set forth in order to describe

example embodiments of the disclosure, it should be apparent to one skilled in the art that the
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disclosure can be practiced without, or with variation of, these specific details. The
description is thus to be regarded as illustrative instead of limiting.

[00109] The following examples pertain to further embodiments. Specifics in the
examples may be used anywhere in one or more embodiments. All optional features of the
apparatus described herein may also be implemented with respect to a method or process.
[00110] Various embodiments described herein are illustrated as examples. The
features of these examples can be combined with one another in any suitable way. These
examples include:

[00111] Example 1: An apparatus comprising: one or more hardware components; and
a firmware to execute on at least one of the one or more hardware components, wherein the
firmware adaptively adjusts an energy performance preference for the one or more hardware
components based on parameters including predicted workload and usage behavior of
applications executed on the one or more hardware components.

[00112] Example 2: The apparatus of example 1 comprises a machine-learning engine
to predict a workload type based on telematic data from the one or more hardware
components.

[00113] Example 3: The apparatus of example 2, wherein the workload type is one of:
idle, semi-active, bursty, sustained, and battery life.

[00114] Example 4: The apparatus of example 2, wherein the machine-learning engine
has a pre-trained model to predict the workload.

[00115] Example 5: The apparatus of example 2, wherein the machine-learning engine
is implemented in hardware and/or software.

[00116] Example 6: The apparatus of example 1, wherein the energy performance
preference is visible to an operating system.

[00117] Example 7: The apparatus of example 1, wherein the firmware adjusts
frequency and/or voltage of the one or more hardware components according to the
adaptively adjusted energy performance preference.

[00118] Example 8: The apparatus of example 1, wherein as the energy performance
preference is adjusted to a lower value, performance increases for the one or more
components, or wherein as the energy performance preference is adjusted to a higher value,
energy reduces for the one or more components.

[00119] Example 9: The apparatus according to any one of examples 1 to 8, wherein
the one or more components include: one or more processor cores, graphics processing unit,

and mesh or ring fabric.
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[00120] Example 10: A machine-readable storage media having machine-executable
instructions, that when executed, cause one or more machines to perform an operating
comprising: receiving telematic data and performance data from one or more hardware
components; providing the telematic data and performance data to a machine-learning engine
to predict a workload type; receiving the predicted workload type; adaptively modifying an
energy performance preference based on the predicted workload type; and providing the
modified energy performance preference to a firmware which in turn adjusts frequency
and/or voltage of the one or more components.

[00121] Example 11: The machine-readable storage media of example 10, wherein the
workload type is one of: idle, semi-active, bursty, sustained, and battery life.

[00122] Example 12: The machine-readable storage media of example 10, the energy
performance preference is visible to an operating system.

[00123] Example 13: The machine-readable storage media of example 10, wherein the
energy performance preference is adjusted to a lower value, performance increases for the
one or more components, or wherein as the energy performance preference is adjusted to a
higher value, energy reduces for the one or more components.

[00124] Example 14: The machine-readable storage media of example 10, wherein the
machine-learning engine is implemented in software and/or hardware.

[00125] Example 15: The machine-readable storage media according to any one of
examples 10 to 14, wherein the one or more components include: one or more processor
cores, graphics processing unit, and mesh or ring fabric.

[00126] Example 16: A system comprising: a memory; a processor coupled to the
memory; a wireless interface communicatively coupled to the processor, wherein the
processor includes a power control unit which executes a firmware that adaptively adjusts an
energy performance preference for one or more hardware components of the system,
including the processor, based on parameters including predicted workload and usage
behavior of applications executed on the one or more hardware components; and a machine-
learning engine communicatively coupled to the firmware, wherein the machine-learning
engine predicts a workload type based on telematic data from the one or more hardware
components.

[00127] Example 17: The system of example 16, wherein the workload type is one of:
idle, semi-active, bursty, sustained, and battery life.

[00128] Example 18: The system of example 16, wherein the machine-learning engine

has a pre-trained model to predict the workload.
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[00129] Example 19: The system of example 18, wherein the firmware adjusts
frequency and/or voltage of the one or more hardware components according to the
adaptively adjusted energy performance preference.

[00130] Example 20: The system according to any one of examples 16 to 19, wherein
as the energy performance preference is adjusted to a lower value, performance increases for
the one or more components or wherein as the energy performance preference is adjusted to a
higher value, performance increases for the one or more components.

[00131] Example 21: A method comprising: receiving telematic data and performance
data from one or more hardware components; providing the telematic data and performance
data to a machine-learning engine to predict a workload type; receiving the predicted
workload type; adaptively modifying an energy performance preference based on the
predicted workload type; and providing the modified energy performance preference to a
firmware which in turn adjusts frequency and/or voltage of the one or more components.
[00132] Example 22: The method of example 21, wherein the workload type is one of:
idle, semi-active, bursty, sustained, and battery life.

[00133] Example 23: The method of claim 21, the energy performance preference is
visible to an operating system.

[00134] Example 24: The method of example 21, wherein the energy performance
preference is adjusted to a lower value, performance increases for the one or more
components, or wherein as the energy performance preference is adjusted to a higher value,
energy reduces for the one or more components.

[00135] Example 25: The method of example 21, wherein the machine-learning
engine is implemented in software and/or hardware.

[00136] Example 26: The method according to any one of examples 21 to 25, wherein
the one or more components include: one or more processor cores, graphics processing unit,
and mesh or ring fabric.

[00137] An abstract is provided that will allow the reader to ascertain the nature and
gist of the technical disclosure. The abstract is submitted with the understanding that it will
not be used to limit the scope or meaning of the claims. The following claims are hereby
incorporated into the detailed description, with each claim standing on its own as a separate

embodiment.
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CLAIMS
We claim:
1. An apparatus comprising:

one or more hardware components; and

a firmware to execute on at least one of the one or more hardware components,
wherein the firmware adaptively adjusts an energy performance preference for the one or
more hardware components based on parameters including predicted workload and usage

behavior of applications executed on the one or more hardware components.

2. The apparatus of claim 1 comprises a machine-learning engine to predict a workload type

based on telematic data from the one or more hardware components.

3. The apparatus of claim 2, wherein the workload type is one of: idle, semi-active, bursty,

sustained, and battery life.

4. The apparatus of claim 2, wherein the machine-learning engine has a pre-trained model to

predict the workload.

5. The apparatus of claim 2, wherein the machine-learning engine is implemented in

hardware and/or software.

6. The apparatus of claim 1, wherein the energy performance preference is visible to an

operating system.

7. The apparatus of claim 1, wherein the firmware adjusts frequency and/or voltage of the
one or more hardware components according to the adaptively adjusted energy

performance preference.

8. The apparatus of claim 1, wherein as the energy performance preference is adjusted to a
lower value, performance increases for the one or more components, or wherein as the
energy performance preference is adjusted to a higher value, energy reduces for the one

or more components.
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10.

11.

12.

13.

14.

15.

16.

The apparatus according to any one of claims 1 to 8, wherein the one or more components

include: one or more processor cores, graphics processing unit, and mesh or ring fabric.

A machine-readable storage media having machine-executable instructions, that when
executed, cause one or more machines to perform an operating comprising:

receiving telematic data and performance data from one or more hardware
components;

providing the telematic data and performance data to a machine-learning engine to
predict a workload type;

receiving the predicted workload type;

adaptively modifying an energy performance preference based on the predicted
workload type; and

providing the modified energy performance preference to a firmware which in

turn adjusts frequency and/or voltage of the one or more components.

The machine-readable storage media of claim 10, wherein the workload type is one of:

idle, semi-active, bursty, sustained, and battery life.

The machine-readable storage media of claim 10, the energy performance preference is

visible to an operating system.

The machine-readable storage media of claim 10, wherein the energy performance
preference is adjusted to a lower value, performance increases for the one or more
components, or wherein as the energy performance preference is adjusted to a higher

value, energy reduces for the one or more components.

The machine-readable storage media of claim 10, wherein the machine-learning engine is

implemented in software and/or hardware.

The machine-readable storage media according to any one of claims 10 to 14, wherein the
one or more components include: one or more processor cores, graphics processing unit,

and mesh or ring fabric.

A system comprising:
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a memory;
a processor coupled to the memory;

a wireless interface communicatively coupled to the processor, wherein the processor

includes a power control unit which executes a firmware that adaptively adjusts an energy

performance preference for one or more hardware components of the system, including the

processor, based on parameters including predicted workload and usage behavior of

applications executed on the one or more hardware components; and

a machine-learning engine communicatively coupled to the firmware, wherein the

machine-learning engine predicts a workload type based on telematic data from the one or

more hardware components.

17.

18.

19.

20.

21.

The system of claim 16, wherein the workload type is one of: idle, semi-active, bursty,

sustained, and battery life.

The system of claim 16, wherein the machine-learning engine has a pre-trained model to

predict the workload.

The system of claim 18, wherein the firmware adjusts frequency and/or voltage of the one
or more hardware components according to the adaptively adjusted energy performance

preference.

The system according to any one of claims 16 to 19, wherein as the energy performance
preference is adjusted to a lower value, performance increases for the one or more
components or wherein as the energy performance preference is adjusted to a higher

value, performance increases for the one or more components.

A method comprising:

receiving telematic data and performance data from one or more hardware
components;

providing the telematic data and performance data to a machine-learning engine to
predict a workload type;

receiving the predicted workload type;

adaptively modifying an energy performance preference based on the predicted

workload type; and
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22.

23.

24,

25.

26.

providing the modified energy performance preference to a firmware which in

turn adjusts frequency and/or voltage of the one or more components.

The method of claim 21, wherein the workload type is one of: idle, semi-active, bursty,

sustained, and battery life.

The method of claim 21, the energy performance preference is visible to an operating

system.

The method of claim 21, wherein the energy performance preference is adjusted to a
lower value, performance increases for the one or more components, or wherein as the
energy performance preference is adjusted to a higher value, energy reduces for the one

or more components.

The method of claim 21, wherein the machine-learning engine is implemented in software

and/or hardware.
The method according to any one of claims 21 to 25, wherein the one or more

components include: one or more processor cores, graphics processing unit, and mesh or

ring fabric.

36



PCT/US2020/042014

WO 2021/011577

1/7

00}

SOl 0l
NdS (s)ai0)

alempJieH

abepon ‘onel Aousnbal4

a

SPON
apond atemul 4

MOPUIM 3WI
‘dd3 Xew ‘uiw paiisaq aJemuLg

€0l

-

QPOIAN |PUIey SO

[eutay

c0l

A

~

(suoneoldde
“6°'8) spoIA JosN

alemljogS

10}



PCT/US2020/042014

WO 2021/011577

2/7

v0C
SMO|4 |00U0D) 8p09d

EJep sofjewsig) NOd

A|
A
90¢
a0ela|
SO ¥p02d
A
S0¢ MOopUIM awn
3INPON ‘paasaq e\ “uliy
INd SO ‘dd3 Sy dMH

€0¢c
oAU
11d9p0dd
A
adAy uoneanoe
uonaipaid
c0¢
SINPO 10
Buiutes JaAuq 11d
-auiyoepy  [€ -~
sonewsf@] 11d

\Y

00¢



PCT/US2020/042014

WO 2021/011577

3/7

¢0¢
9p09d

aoepBjuI Aleljixny

oJemulil4

I0€ 90¢

Januq abelolg <

0¢
11d

00€

JaALq walsAg 9|14

Jabeue

G0¢

EELIS

A

A

ﬁ -

JHIF-UIN 70t

Jabeuepy O/

[eutay

alemyjog



AE

\\\\\\\\\\\\ ........ \\\\ ..... \\§\

\\\\\\\ \\\\\sﬂ\H m\\\\\ \\\\\\“\N\\U\\_\\\\\\N\\\\\\\\\w




PCT/US2020/042014

WO 2021/011577

577

Z0¢ auibu3 Buiusea suyoepy

BAIoB-IWSS ‘BIp!
‘ureysns ‘Aising :“6'a adAy peopiom Bunoipald

iiisssssess R R

"SIy PPUd "SIy} usean

009

"Emu ndul —
€ €08

L 110

BJep Soljews|s)

208
Bjep Jojuow
99UBLLIONA

109

uonoipasd

709

(Nod “6-9)
alempleH
wiope|d

JOALIP XOqie|

G0S
dd3 isnlpy




WO 2021/011577

600

6/7

9000

8000

Dynamic EPP

Dynamic EPP

o
ir D
g s
i \\ ................ \\\\
iv pe
£ 5
£ & a

1000

App  Switchto

PCT/US2020/042014
k=
‘©
QL
[b)
=
(@]
a
©
(&)
>
w5
a
W]
Q
5
< ({o)
O -
® - —
L
=]
S &
= L
Q
®
n
2
(@]
o
5
(@]




PCT/US2020/042014

WO 2021/011577

717

8G¢ suoneoldde |\d

!

-
-~
esspeecsca

”~

-~

—  941¢
4951¢ ©9Gh ¢
SUoTEddde

d

[ ] %774
aySve evave
SIoAlLQ

¢5v¢ SO

0S¢
swelboid uoneonddy

/
ssececpeccccccccacccccaccnes

jpecccccccscencccccscanca

!
!
/

|
obe

J/

-1

S10SUSS/S8LNINDIY) JUSWAINSES)

O SN0 ¢ S{LINDII0
Juswiainseaw Juswiainseaw
ainjesadws | Jamod

-_—

!

-~

I

I
!
I
/

¢I¢ OINd

/

00t¢ @1nsd

e

10¥¢ J0S

A

P 90BLAUI [« : » (¢ Mowsapy
o_@ ady L Q0LYT | howayy m
V72 Joleinbe. | | 9777 Jojessush | :oa.w :
abeyon %901 A P e saamnap
+ + h ' "1 reussixs soyi0
77 : —
L TATACIEN
 C0Lye ang 1< abe.o)g
80 a80¥¢ | |1.N2d |0Ju0) m
210 20 > :
0 0 eg0ye L T S90INap
310D D “ "1 essyduag
90t 2U%e 0 m
— | Zave keidsig
Y0Pz 105592014 < LEY¢ SIUHNDID :
AAnosuuo) m

81¥C Aiepeg




International application No.
PCT/US2020/042014

INTERNATIONAL SEARCH REPORT

A. CLASSIFICATION OF SUBJECT MATTER
GOGF 1/324(2019.01)i, GO6F 1/3212(2019.01)i, GO6F 1/3296(2019.01)i, GO6F 1/3293(2019.01)i, GO6N 20/00(2019.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
GO6F 1/324; GO6F 1/20; GO6F 1/26; GO6F 1/32; GO6F 9/44, GOGF 9/445, GOGF 9/46; GO6F 1/3212, GOGF 1/3296; GO6F 1/3293; GO6N
20/00

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electromic data base consulted during the international search (name of data base and, where practicable, search terms used)
¢eKOMPASS(KIPO internal) & Keywords: firmware, workload, energy performance preference, telematic data, prediction, hardware,
adjustment

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

A US 9390461 B1 (JASON P. JANE et al.) 12 July 2016 1-26
column 3, line 23 - column 10, line 58 and figures 1-4

A US 2018-0181407 A1 (INTEL CORPORATION) 28 June 2018 1-26
paragraphs [0020]-[0038] and figures 1-3

A US 2017-0075682 A1 (KRISHNAKUMAR NARASIMHAN et al.) 16 March 2017 1-26
paragraphs [0018]1-[0023] and figure 1

A KR 10-2012-0116975 A (QUALCOMM INCORPORATED) 23 October 2012 1-26
paragraphs [0027]-[0034] and figure 5

A US 2016-0282927 A1 (NICHOLAS J. ADAMS et al.) 29 September 2016 1-26

paragraphs [0015]-[0033] and figures 1-3

|:| Further documents are listed in the continuation of Box C. See patent family annex.

* Special categoties of cited documents: "

"A"  document defining the general state of the art which is not considered
to be of particular relevance

later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory undetlying the invention

"L"  document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"P" document published prior to the international filing date but later
than the priority date ¢claimed

"0O" document referring to an oral disclosure, use, exhibition or other means

"D" document cited by the applicant in the international application "X" document of particular relevance; the claimed invention cannot be
"E" earlier application or patent but published on or after the international considered novel or cannot be considered to involve an inventive
filing date step when the document is taken alone

"Y" documentof particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents,such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search
21 October 2020 (21.10.2020)

Date of mailing of the international search report

26 October 2020 (26.10.2020)

Name and mailing address of the ISA/KR

International Application Division

Korean Intellectual Property Office

189 Cheongsa-ro, Seo-gu, Dagjeon, 35208, Republic of Korea

FFacsimile No. +82-42-481-8578

Authorized officer

YANG JEONG ROK

+82-42-481-5709

Telephone No.

Form PCT/ISA/210 (second sheet) (July 2019)




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2020/042014
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 9390461 Bl 12/07/2016 US 9952655 Bl 24/04/2018
US 2018-0181407 Al 28/06/2018 BR 112014012398 A2 13/06/2017

CN 103946765 A 23/07/2014
CN 103946765 B 17/11/2017
GB 2510091 A 23/07/2014
GB 2510091 B 20/05/2020
JP 2015-505388 A 19/02/2015
JP 61565507 B2 05/07/2017
KR 10-1723009 Bl 04/04/2017
KR 10-1763102 Bl 04/08/2017
KR 10-1810822 Bl 19/12/2017
KR 10-2014-0082832 A 02/07/2014
KR 10-2017-0013402 A 06/02/2017
KR 10-2017-0072953 A 27/06/2017
TW 201335841 A 01/09/2013
TW 201337537 A 16/09/2013
TW 201339967 A 01/10/2013
TW 1467363 B 01/01/2015
TW 1502505 B 01/10/2015
TW 1518586 B 21/01/2016
US 10007528 B2 26/06/2018
US 10078522 B2 18/09/2018
US 10108433 B2 23/10/2018
US 10275260 B2 30/04/2019
US 10514931 B2 24/12/2019
US 10732986 B2 04/08/2020
US 2013-0151569 Al 13/06/2013
US 2013-0275737 Al 17/10/2013
US 2013-0275796 Al 17/10/2013
US 2013-0283032 Al 24/10/2013
US 2014-0053024 Al 20/02/2014
US 2014-0059337 Al 27/02/2014
US 2014-0059368 Al 27/02/2014
US 2014-0258701 Al 11/09/2014
US 2017-0003724 Al 05/01/2017
US 2017-0147358 Al 25/05/2017
US 2017-0147484 Al 25/05/2017
US 2019-0065211 Al 28/02/2019
US 2019-0317773 Al 17/10/2019
US 9442739 B2 13/09/2016
US 9454379 B2 27/09/2016
US 9454380 B2 27/09/2016
US 9535711 B2 03/01/2017
US 9594570 B2 14/03/2017
US 9898306 B2 20/02/2018
WO 2013-077889 Al 30/05/2013
WO 2013-077890 Al 30/05/2013
WO 2013-077891 Al 30/05/2013

Form PCT/ISA/210 (patent family annex) (July 2019)




INTERNATIONAL SEARCH REPORT
Information on patent family members

International application No.

PCT/US2020/042014
Patent document Publication Patent family Publication
cited in search report date member(s) date
WO 2013-078363 Al 30/05/2013
WO 2013-078387 Al 30/05/2013
WO 2013-078397 Al 30/05/2013
WO 2013-078418 Al 30/05/2013
US 2017-0075682 Al 16/03/2017 US 10318278 B2 11/06/2019
KR 10-2012-0116975 A 23/10/2012 CN 102687098 A 19/09/2012
CN 102687098 B 17/06/2015
EP 2524274 Al 21/11/2012
JP 2013-516712 A 13/05/2013
JP 5601731 B2 08/10/2014
US 2011-0173617 Al 14/07/2011
US 2013-0132973 Al 23/05/2013
US 8671413 B2 11/03/2014
US 8996595 B2 31/03/2015
WO 2011-085320 Al 14/07/2011
US 2016-0282927 Al 29/09/2016 CN 107430424 A 01/12/2017
EP 3274788 Al 31/01/2018
EP 3274788 Bl 26/08/2020
JP 2018-511104 A 19/04/2018
JP 6627180 B2 08/01/2020
US 10198274 B2 05/02/2019
WO 2016-160194 Al 06/10/2016

Form PCT/ISA/210 (patent family annex) (July 2019)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - claims
	Page 36 - claims
	Page 37 - claims
	Page 38 - claims
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - drawings
	Page 43 - drawings
	Page 44 - drawings
	Page 45 - drawings
	Page 46 - wo-search-report
	Page 47 - wo-search-report
	Page 48 - wo-search-report

