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(57) Abréegée/Abstract:

A system that delivers live broadcast media to consumer devices, Including a system for enabling devices without native capabillities
such as internal bulk storage and stream processing, to have command and control of live broadcast streams, has been provided.
This Is achieved through intercepting and converting the normal service provider channel mapping data to a new channel map
which points to a software system that delivers command and control of live broadcast media, and implementation of a software
system which can recelve a channel change protocol, establish a command and control session with the device, convert the
channel map protocol to the original format, tune In, receive, convert and process the live stream so that it can be delivered to the
requesting device and In turn be controlled by user interaction with that device or the software system. A corresponding method Is
also provided.
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ABSTRACT

A System that delivers live broadcast media to consumer devices, including a system for enabling
devices without native capabilities such as internal bulk storage and stream processing, to have
command and control of live broadcast streams, has been provided. This 1s achieved through
intercepting and converting the normal service provider channel mapping data to a new channel
map which points to a software system that delivers command and control of live broadcast
media, and implementation of a software system which can receive a channel change protocol,
establish a command and control session with the device, convert the channel map protocol to
the original format, tune in, receive, convert and process the live stream so that it can be
delivered to the requesting device and in turn be controlled by user interaction with that device

or the software system. A corresponding method is also provided.
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REALTIME BROADCAST STREAM AND CONTROL DATA CONVERSION SYSTEM
AND METHOD

FIELD OF THE INVENTION

The present invention relates to systems for the real time delivery of multimedia data,

specifically broadcast video.

BACKGROUND OF THE INVENTION

Advanced command and control of live streams is a key feature in the delivery of new
multimedia services into the home. Current mechanisms for command and control of Live
television (TV) delivery requires in-device bulk storage,'buf’fering, and implementation of
stream command and control intelligence in the device itself. Devices which have these
capabilities are for example personal video recorder (PVR) or personal computers (PC). This
requirement adds considerable expense for service providers who have deployed legacy devices,
for example set-top boxes for subscriber terminals (ST), which do not have such capabilities. In
addiﬁon as more and more devices become network connected and these features continue as
desired functionality, this will drive additional cost in those devices, for example, upgraded

devices if the native capability needs to be built-in.

With a goal of enabling this functionality on new inexpensive devices as well as on legacy
devices, an improved system and method for interactively delivering broadcast video from a

service provider network to one or more subscriber terminals needs to be developed.

The existing prior art primarily deals with the implementation of in-device stream processing,
command and control implementation internally within that device. For example, existing
consumer electronic PVR implementations receive the live stream into internal buffers and
command and control is provided to that device by intercepting remote control commands
associated with that stream. While this implementation works for a single viewing device, one
television set for example, it will not work for implementation of live command and control for
other devices, i. e. multiple viewing devices, or for devices that were not designed with this

native capability in mind such as many existing STs.
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Theretore there is a need in the industry for developing a system and methods which would
avoid the shortcomings of the prior art, and allow economies to be obtained when more than one

device is to be served from a single provider network access point.

SUMMARY OF THE INVENTION
Therefore there is an object of the invention to provide a system and method for interactively

delivering broadcast video from a service provider network to one or more subscriber terminals.

According to one aspect of the invention, there is provided a system for processing a broadcast
stream, carrying video channels and an electronic program guide (EPG) information, and for
distributing same over a local area network to a plurality N of subscriber terminals (STs), the
system comprising: () a plurality of N broadcast tuners, each broadcast tuner being configured
for tuning in a respective one of the video channels of the broadcast stream; (b) an EPG tuner for
extracting the EPG information from the broadcast stream; and (¢) a multichannel proxy module,
comprising: (1) a live conversion system for buffering and processing said tuned-in video
channels, comprising: (i-1) a media buffer, operatively coupled to the N broadcast tuners and
configured to buffer respective media payloads for the tuned-in video channels, the media buffer
being indexed for each tuned-in video channel; (i-2) a realtime processing module for providing
normal play and trick play functions for each respective video channel, including:processing the
respective media payloads, the realtime processing module comprising a plurality of N realtime
processing function units; (i-3) an output buffer configured to accumulate a predetermined
number of media packets contained in the media payloads for transmission to the respective STs
In a form of network packets; wherein the media buffer and the output buffer are partitioned into
respective N sections assigned to a respective one of the N realtime processing function units;
(11) an EPG conversion Sub-system for converting the EPG information into a format suitable for
transmission over the local area network; and (iii) a streaming control sub-system for
transmitting each buffered and processed video channel to a corresponding ST and for

controlling the normal play and trick play functions of said buffered and processed video channel
by the ST.
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In the system described above, the EPG conversion sub-system comprises: a Tuner Interface for

periodically receiving the EPG information from the EPG tuner; and a Parsing Module for
converting the received EPG information as a channels file, and storing the channels file into a

channels files memory.

In the system described above, the EPG conversion sub-system further comprises: a format
conversion module for converting the channels file into a converted channel map; and a Local

network input/output (1/0) module for sending the converted channel map to each ST.

In the system described above, the EPG conversion sub-system further comprises a control

program module and a timer module for periodically updating the converted channel map.

In the system described above, the realtime processing module further comprises: a normal play
module for providing the normal play function and a trick play module for providing the trick
play function for use by any of the realtime processing function units upon a command from a

corresponding ST.

In the system described above, the streaming control sub-system is configured to distribute the

buffered and processed video channels as a Real Time Streaming Protocol (RTSP) stream.

In the system described above, the streaming control sub-system comprises: an RTSP conversion

subsystem operatively coupled to the N broadcast tuners; and a plurality of N RTSP session units

operatively connected to the RTSP conversion subsystem, and to corresponding STs over
respective Media Links and respective control and command (CC) links for enabling each ST to

control a corresponding one of the N broadcast tuners.

In the system described above, the plurality of N RTSP session units are further configured to

forward the processed video channels to respective STs.

In the system described above, the broadcast stream is one of the following: an Internet Protocol

Television (IPTV) stream; a multi-channel cable television signal; a multi-channel satellite

CA 2740111 2018-04-18



television signal; or a multi-channel terrestrial television signal.

According to another aspect of the invention, there is provided a method for processing a
broadcast stream carrying video channels and an electronic program guide (EPG) information,
and for distributing same over a local area network to a plurality N of subscriber terminals (STs),
the method comprising: (a) under control of the STs, tuning a plurality of N corresponding
broadcast tuners into the video channels of the broadcast stream; (b) extracting the EPG
information from the broadcast stream; (c) buffering and processing said tuned-in video
channels, comprising: (i) forming a media buffer, operatively coupled to the N broadcast tuners
and configured to buffer respective media payloads for the tuned-in video channels; (ii) indexing
the media buffer for each tuned-in video channel; (iii) providing normal play and trick play
functions for each respective video channel, including processing the media payloads; (iv)
forming an output buffer configured to accumulate a predetermined number of media packets
contained in the media payloads for transmission to the respective STs in a form of network
packets; and (v) forming a plurality of N realtime processing function units, partitioning the
media buffer and the output buffer into respective N sections, and assigning each partitioned
section to a respective one of the N realtime processing function units; (d) converting the EPG
information into a format suitable for transmission over the local area network to the STs for
controlling the normal play and trick play functions by the STs; and (€) transmitting the buffered

and processed video channels to corresponding STs.

In the method described above, the processing comprises controlling the play mode of each

tuned-1in video channel by a corresponding ST.

In the method described above, the step (b) further comprises identifying the EPG information
related to video channels with respective local network addresses; and the step (a) further

comprises identifying video channels with said respective local network addresses for

communicating a selection of video channels by respective STs to corresponding broadcast

tfuners.

In the method described above, the step (c) further comprises buffering and processing the tuned-
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in video channels identified with said respective local network addresses.

In the method described above, the step (b) further comprises periodically receiving the EPG
information; the step (d) further comprises: parsing the received EPG information as a channels
file; and converting the channels file into the format of a converted channel map suitable for the

transmisston to each ST over the local area network.

In the method described above, the step (c) further comprises distributing the buffered and

processed video channels as a Real Time Streaming Protocol (RTSP) stream.

In the method described above, the step (c) further comprises: launching a plurality of N RTSP
sesstons for corresponding STs; and establishing RTSP control and command (CC) links between
STs and respective broadcast tuners for selecting video channels in respective broadcast tuners

and for transmitting the buffered and processed video channels to the STs.

In the method described above, the broadcast stream is carried as one of the following: an
Internet Protocol Television (IPTV) stream; a multi-channel cable television signal; a multi-

channel satellite television signal; a multi-channel terrestrial television signal.

In the method described above, the step (e) comprises: (f) establishing a RTSP session; (g)
butfering media packets from each tuned-in video channel in the media buffer; (g) storing the

buffered and processed video channels for each respective subscriber terminal in the output

butter; (h) estimating a stream bit rate of each tuned-in video channel; and (k) sending the
contents of the output buffer in the form of network packets to the associated subscriber terminal

substantially at the strcam bit rate.

In the method described above, the step (d) comprises converting the EPG information into a

Real Time Streaming Protocol (RTSP) control and command (CC) format.

According to yet another aspect of the invention, there is provided a non-transitory computer

readable storage medium, having computer readable instructions stored thereon for execution by
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a processor, causing the processor to: process a broadcast stream carrying video channels and an

clectronic program guide (EPG) information, and to distribute same over a local area network to
a plurality N of subscriber terminals (STs), comprising: (a) under control of the STs, tuning a
plurality of N corresponding broadcast tuners into the video channels of the broadcast stream; (b)
extracting the EPG information from the broadcast stream; (c) buffering and processing said
tuned-in video channels, comprising: (i) forming a media buffer, operatively coupled to the N
broadcast tuners and configured to buffer respective media payloads for the tuned-in video
channels; (i1) indexing the media buffer for each tuned-in video channel; (iii) providing normal
play and trick play functions for each respective video channel, including processing the media
payloads; (1v) forming an output buffer configured to accumulate a predetermined number of
media packets contained in the media payloads for transmission to the respective STs in a form
of network packets; and (v) forming a plurality of N realtime processing function units,
partitioning the media buffer and the output buffer into respective N sections, and assigning each
partitioned section to a respective one of the N realtime processing function units; (d) converting
the EPG information into a format suitable for transmission over the local area network to the
STs for controlling the normal play and trick play functions by the STs; and (&) transmitting the

buttered and processed video channels to corresponding STs.

In the non-transitory computer readable medium described above, the computer readable
instructions further cause the processor to: receive the EPG information; parse the received EPG
information as a channels file; and convert the channels file into the format of a converted

channel map suitable for the transmission to each ST over the local area network.

T'hus, an improved realtime broadcast stream and control data conversion system and method

have been provided.

BRIEF DESCRIPTION OF THE DRAWINGS
Embodiments of the invention will now be described, by way of example, with reference to the

accompanying drawings, in which:

Figure 1 shows a typical simple broadcast television system 100 of the prior art;
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Figure 2 shows a system diagram 200 according to an embodiment of the invention, including
the Broadcast Source 102 and the Service Provider Network 104 of Fig. [; a Realtime Broadcast
Stream and Control Data Conversion System for Control of Live Streaming (also referred to as a

Proxy System) 202; and a number of “N” Subscriber Terminals 204 (ST I to ST N);

Figure 3 is a functional block diagram of the Proxy System 202 of Fig. 2, including a simplified
block diagram of the Multi-Channel Proxy Module 212;

Figure 3A shows a block diagram of the EPG Conversion Subsystem 314 of Fig. 3;

Figure 4 shows a flowchart of an EPG control data transformation algorithm 400 that takes

place in the EPG Tuner 210 of Fig. 2 and the EPG Conversion Subsystem 314 of Fig. 3;

Figure 3 illustrates flowchart steps of an initial capturing and stream conversion method 500 that

may be executed in the live conversion subsystem 302 of Fig. 3;
Figure 6 is a flowchart of a normal play back algorithm 600; and
Figure 7 is a flowchart of a trick play algorithm 700.

DESCRIPTION OF THE EMBODIMENTS OF THE INVENTION
Embodiments of the present invention relate to a proxy system that is interposed between the
service provider network and one or more subscriber terminals (ST) and corresponding methods

of operation.

Glossary of Terms

IPTV — Internet Protocol Television — used to describe the technology for delivery of broadcast

television services using IP as a delivery protocol;
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PVR/DVR - Personal or Digital Video Recorder;
ST — Subscriber Terminal;

CC - Command and Control — This term is used to describe technologies which allow a user to

control behavior of a media stream(i. e. pause, fast forward, rewind, etc.);

EPG — Electronic Program Guide;

RTSP — Real Time Streaming Protocol — RFC 2326 — A an IP protocol which can be used for

streaming command and control among other things;
URL - Universal Resource Locator;

UDP — User Datagram Protocol;

MPEG?2 —ISO 13818-1,2,3 — The Motion Picture Experts Group standard that describes

systems(-1) , Video compression(-2) and Audio compression(-3);

PMT — Program Map Table — a data structure used to describe information in a Mpeg?2 transport
stream(ISO 13818—1);

PAT — Program Access Table — similar to PMT but contains information regarding programs

carried in the transport stream;

PID — Program Identifier — unique identifier associated with each video , audio or data program

carried in a transport stream;

PTS — Program Time Stamp — Timestamp used to tell decoder when to present decoded

information;
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DTS — Decode Time Stamp — Timestamp used to tell decoder when to decode encoded data;
10 — Input Output - industry term tor describing in/out throughput of a particular system;
TS — Transport Stream — generic term used to refer to ISO 13818-1 streams;

ECM - Entitlement Control Message — In stream data used to allow end systems to decrypt

encrypted streams;

PCR — Program Clock Reference — Instream clock reference which allows decoding systems to

recreate clocking system in decoder and perform other operations relevant to that reference; and

DRM - Digital Rights Management — generic term to describe copyright and purchasing

protection systems which encrypt media and then decrypt at client devices for consumption.

Figure 1 shows a typical simple broadcast television system 100 of the prior art, including a
Broadcast Source 102, a Service Provider Network 104, a Set-Top Box 106, and a TV Set 108.
Broadcast television signals are distributed from the Broadcast Source 102, for example a cable
head end, through the Service Provider Network 104 over a broadcast subscriber link (also
referred to simply as a subscriber link) 110, for example a cable-drop to a subscriber location 112
where the Set-Top Box 106 and the TV Set 108 are located. Alternatively, the subscriber link 110

may be a wireless link, directly from a broadcast satellite to the subscriber location 112. In both

these simple cases, the subscriber link 110 1s a link carrying broadcast media signals (TV
channels) and an electronic program guide (EPG). In more advanced systems of the prior art
including IPTV systems an upstream control channel may also exist which permits the

subscriber (through the Set-Top Box 106) to remotely control channel selection.

The TV Set 108 receives a selected TV channel, and/or a channel carrying the EPG (and EPG
channel) from the Set-Top Box 106 over a TV-link 114. Channel selection in the Set-Top Box

106 may be controlled with an infra-red remote unit, for example.
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A more advanced Set-Top Box 106 of the prior art, such as a Personal or Digital Video Recorder
(PVR or DVR) may include a bulk storage medium such as a hard disk for recording and play-
back of broadcast media signals, and may also include capabilities for “trick play” such as

rewind, fast forward etc.

The diagram of Fig. 1 is also intended to describe a simple IPTV system in which the Service
Provider Network 104 may be replaced by the internet, and the subscriber link 110 would
include one or more virtual connections over which individual broadcast channels would be

streamed, the virtual channel selection being performed through the Set-Top Box 106.

Figure 2 shows a system diagram 200 according to an embodiment of the invention, including
the Broadcast Source 102 and the Service Provider Network 104 of F ig. 1; a Realtime Broadcast

Stream and Control Data Conversion System for Control of Live Streaming (also referred to as a
Proxy System) 202; and a number of “N” Subscriber Terminals 204 (ST 1 to ST N) which may
be connected to the Proxy System 202 over a Local Network 206.

The Proxy System 202 includes one or more Broadcast Tuners 208; an Electronic Program
Guide (EPG) Tuner 210; a Multi-Channel Proxy Module 212; and a Local Network Interface
214. The Proxy Systém 202 comprises computer readable storage medium, for example,
memory, CD-ROM, DVD or the like, having computer readable instructions and data stored
thereon for execution by a processor. The number of Broadcast Tuners 208 is preferably, but not

necessarily at least as high as the number “N” of Subscriber Terminals 204, to permit each Sub-

scriber Terminal 204 to simultaneously receive a different live broadcast channel.

The Service Provider Network 104 sends data of two types to the Proxy System 202, a plurality
“M” of media broadcast channels 112, and an Electronic Program Guide (EPG) channel 114

which comprises information about the broadcast channels 112. The term “channel” is used here
In the broadest sense, to describe distinct communications paths over a common physical
“medium, including frequency division multiplex (FDM) channels, spread spectrum channels, and

channels created by virtual connections on a packet network.

10
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It 1s understood that the Broadcast Tuners 208 may be individual hardware, firmware or software

modules; they may be implemented as individual tuners, each able to tune into any of the video
channels of the broadcast stream; they may be also combined into a multi-channel tuner able to

tune into several channels simultaneously to provide “N” channel streams for the “N” STs 204.

It 1s further understood that broadcasting of the EPG information on the EPG channel 114 may
“be repeated and updated periodically or at predetermined intervals. In some broadcast systems,
the EPG channel 114 may be similar in modulation and formats to a video channel. Alternatively,
it may be distributed in a time multiplexed manner with the broadcast channels 112. It is an ob-
jective that the EPG Tuner 210 be adapted to extract the EPG information regardless of the pre-

sentation method.

Each of the Subscriber Terminals 204 receives program information and selected program data

from the Proxy System 202 over individual local network (virtual) connections provided by the
Local Network 206 which may be a wired Ethernet Local Area Network (LAN) or a wireless lo-
cal network (wireless LAN).

Alternatively, and depending on the nature of the Subscriber Terminals 204, for example legacy
subscriber terminals with proprietary interfaces, other types of links and protocols may also be

employed to connect the Subscriber Terminals 204 with the Proxy System 202.

The Local Network Interface 214 is adapted to connect the Multi-Channel Proxy Module 212 to

the Local Network 206 according to protocols used for communicating with the Subscriber

Terminals 204 over the specific type of network embodied in the Local Network 206.

The connection between each Subscriber Terminal 204 and the Multi-Channel Proxy Module

212 1s provided in (virtual) data links which are carried on multiplexed links 216, 218, and 220,
respectively coupling: the Multi-Channel Proxy Module 212 to the Local Network Interface 214;
the Loocal Network Interface 214 to the Local Network 206; and the L.ocal Network 206 to each
ST 204. Each of the multiplexed links 216, 218, and 220 carries: a Media Link 222 for delivering
a media stream from the Multi-Channel Proxy Module 212 to each of the STs 204; a Command

11
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and Control (CC) Link 224 for providing the Subscriber Terminals 204 with certain control
capabilities; and a Program Information Link 226 for disseminating a converted Electronic

Program Guide to the Subscriber Terminals 204.

While 1t is an objective of the invention to provide enhanced capabilities through the Proxy
System 202 to many kinds of subscriber terminals, it should be noted that there are certain base
capabilities for the Subscriber Terminals 204 which need to present for the Proxy System 202 in

accordance with the embodiments of present invention to work.
These are as follows.

The STs 204 should have the ability to decode and display the audio and video currently
deployed by the service provider as described in this invention. This also includes the ability to
interact with Digital Rights Management (DRM) systems to enable decryption and decoding of
encrypted signals.

The STs 204 should have the ability to implement some type of command and control protocol
for interaction with the Proxy System 202. This is typically the same command and control
protocol they would use for interacting with a video on demand system but could also be
commands interpreted from a remote control device or a new protocol implemented specifically

for this purpose, that is for interacting with a proxy for command and control of live streaming.

T'he STs 204 should have the ability to launch a command and control session with the Proxy

System 202 concurrent with tune in to a live broadcast channel.

Brief Description of the Embodiments of the Invention

In a system providing multimedia broadcast (via over the air digital radio frequency (RF)
broadcast using digital quadrature amplitude modulation (QAM), Internet Protocol (IP)
multicast, or other) where in home user control of these live streams is conventionally provided

only by devices with native (bulk storage and stream processing capability) capability to do so,

12
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the embodiments of the present invention provide a method and system for enabling command
and control of live streams for a plurality of such devices through intelligent interception and
conversion of channel mapping data combined with a similarly intelligent interception

conversion and processing of live streams to correspond to the channel mapping data.

For a system containing a subscriber terminal (an ST 204) which receives broadcast multimedia
and a corresponding channel mapping data file from a Service Provider Network 104, a Proxy
System 202 (in home or network based) is deployed for performing the following operations to
enable live stream command and control on the device which previously may not have had those
capabilities. The Proxy system 202 comprises a memory storing computer readable instructions
for execution by a processor to form a multichannel proxy module 212, broadcast tuners 208,
electronic program guide tuner 210 and local network interface 216. Alternatively, the broadcast
tuners 208, the EPG tuner and the local network interface 214 may be implemented in hardware

or firmware. The operations of the Proxy system 202 include the following:

a) Interception, conversion and delivery of channel mapping data to inform the ST 204 where the

command and control live streams can be accessed:

b) Creation of a realtime streaming conversion map based upon the channel mapping converted

data;

c¢) Implementation of a system that receives a command and control (CC) request from an ST
204 for a live channel, converts the request to an original live broadcast stream channel access
request (1. € multicast or broadcast channel tune in), receives the stream and converts and/or
processes it as necessary to deliver to the requesting ST 204 the live stream, including providing

a command and control capability for the stream.

It should be noted that while the embodiments of the invention describe the current
implementation, which leverages protocols deployed in an Internet Protoco! Television (IPTV)
service, it 1s understood that the scope of the embodiments of the invention is also applicable to

cable or satellite service providers. The command and control protocol described in this

I3
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implementation of the command and control link 224 is the Real Time Streaming Protocol

(RTSP) described in an Internet Engineering Task Force (IETF) standard RFC 2326 (RTSP), but

could be replaced with another standard, for example Digital storage media command and
control (DSMCC), which is an International Telecommunications Union (ITU) standard, or a
service specific. proprietary implementation. In addition, delivery and streaming protocols can be
IP based (multicast and unicast) as described in this implementation or can be RF based, for

example. quadrature amplitude modulation (QAM) carriers.

Furthermore, the Proxy System 202 may be configured as a Media Server as specified by the
Digital Living Network Alliance (DNLA) to provide content transformation between the media
formats received on the subscriber link 110 and the multiplexed link 220 connecting to a ST 204,

which may be a DNLA home network device or a mobile hand held device.

Figure 3 is a functional block diagram of the Proxy System 202 of Fig. 2, including a simplified
block diagram of the Multi-Channel Proxy Module 212 according to an embodiment of the
invention. This example system is abstracted from many implementation details and applies

across the spectrum of service provider broadcast delivery solutions.

The Proxy Syétem 202 comprises the plurality N of Broadcast tuners 208.i (208.1 to 208.N) and
the EPG Tuner 210 and the Multi-Channel Proxy Module 212. For example, in the case of the
IPTV service, the Broadcast Tuners 208 and the EPG Tuner 210 may be implemented as IP
Multicast Video Tuners and an IP Multicast EPG Tuner respectively. Other types of Broadcast

Tuners and EPG tuners would be used to accommodate cable TV, satellite, or terrestrial wireless

broadcasting systems for example.

The Multi-Channel Proxy Module 212 comprises a Realtime Stream Management and

Conversion subsystem (also simply referred to as a live conversion sub-system or system) 302
which includes a Media Buffer 304, a Realtime Processing module 306 comprising a plurality of
N Realtime Processing function units 306.i, i = 1 to N, an Output Buffer 308, a Sleep Timer
module 310, and a Key Index Table 312. The plurality N of the Realtime Processing units 306.1,

corresponds to the plurality N of the Broadcast Tuners 208. The Realtime Processing function

14
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units 306.1 may be instantiated as concurrent tasks sharing the program code of the Realtime
Processing module 306, in a conventional multi-tasking software realization of the Multi-
Channel Proxy Module 212. The above mentioned modules and units of the Multi-Channel
Proxy Module 212 comprises computer readable instructions stored in a computer readable

storage medium for execution by a processor.

The Media Buffer 304, the Output Buffer 308, and the Key Index Table 312 are all partitioned
into sections (not shown) which are assigned to respective N Realtime Processing function units
306.1. The Sleep Timer module 310 provides N independent sieep timer instances (not shown),

for use by respective Realtime Processing function units 306.1.

Each Broadcast Tuner 208.1 is coupled to a corresponding Realtime Processing function unit

306.i through a corresponding partition of the Media Buffer 304.

The Multi-Channel Proxy Module 212 further comprises a Broadcast Channel Mapping
Conversion subsystem 3 14 (also referred to simply as an EPG Conversion Subsystem 3 14)
operatively coupled to the EPG Tuner 210, for receiving the EPG data from the EPG Tuner 210
and converting the EPG Data for transmission over individual Program Information links 226.1 (i
= 1 to N). The individual Program Information links 226.1 are multiplexed in the Local Network

Interface 214 for transmission over the multiplexed link 218 to corresponding STs 204.

The Realtime Processing module 306 further includes a Normal Play (Play) Module 322 and a
Trick Play (Trick) Module 324 to provide respective play and trick play function instances which

may be instantiated by the individual Realtime Processing function units 306.1 as required when
commanded by the corresponding STs 204. The functionality of the Live Conversion Sub-
System 302, with respect to normal play implemented in the Normal Play Module 322 and trick
play implemented in the Trick Play Module 324, is described in more detail in Figs. 6 and 7

respectively.

The Multi-Channel Proxy Module 212 further comprises an RTSP control sub-system 316

including a Realtime Command and Control to Broadcast Conversion sub-system 318 (also

15
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referred to simply as an RTSP Conversion sub-system 318) and a plurality of N RTSP session

units 320, which are realized as instantiated RTSP sessions 320.i, the plurality N corresponding
to the number of Broadcast Tuner 208 as well as the number of STs 204. Each RTSP session
320.11s coupled to a corresponding ST 204 over a Media Link 222.i and a CC Link 224.i, and to

a corresponding Realtime Processing function units 306.i through a corresponding partition of

the Output Buffer 308.

The individual links 222.i to 226.1, i = | to N, from the Multi-Channel Proxy Module 212 to the

Local Network Interface 214 may be virtual links carried in the multiplexed link 216, to be

distributed via the Local Network Interface 214 and the Local Network 206 to respective
individual STs 204.i.

The illustration of the RTSP control sub-system 316 in Fig. 3 is merely shown as an example of a
per-5ST video streaming control sub-system, which may readily be replaced by other, similar sub-
systems instantiating different protocols to match the protocols available in the STs 204.
Preferably, the protocols used by the STs 204, including HTTP which is currently specified for
DLNA compliant subscriber terminal devices, may be automatically detected and provided In the
Multi-Channel Proxy Module 212, specifically as an added capability in the EPG Conversion

Subsystem 314 and as alternative streaming control subsytems to the RTSP control subsystem
316.

It 1s understood that the RTSP control sub-system 316 may be configured to provide each ST 204
with tull access to all broadcast stream channels, but it is also envisaged that access may be

limited to selected subsets of broadcast stream channels for some or all STs 204,

The EPG Tuner 210 receives the Electronic Program Guide (EPG) channel 114 from the Service

Provider Network 104, and communicates with the EPG Conversion Subsystem 3 14 which in
turn is coupled to the STs 204 over the Program Information Links 226.i for delivery of
individual channel mapped data. The RTSP sessions 320.i communicate with the STs 204 and
collectively send control and command information to the RTSP Conversion subsystem 318

which 1n turn controls the individual Broadcast Tuners 208 to select individual broadcast stream
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channels on behalf of each of the STs 204. The selected broadcast stream channels are sent from
the Broadcast Tuners 208 via the corresponding Realtime Processing function units 306.i where
they are individually processed, to be forwarded by the corresponding RTSP sessions 320 to the
respective STs 204 over the media links 222,

Various modules of the Proxy System 202, namely the Broadcast Tuners 208, the EPG Tuner
210, the Multi-Channel Proxy Module 212, and the Local Network Interface 214, including
respective modules and units as shown in Figures 2, 3 and 3a, comprise a computer readable
non-transitory storage medium, such as memory, having computer readable insfructions stored
thereon for execution by a processor. The processor (not shown) may be located at a user’s

location, at a service provider location where appropriate, or split between the two locations.

Channel Map Conversion

An IP Multicast to RTSP is presented as an example of channel map conversion that is

performed in the EPG Conversion Subsystem 3 14.

Figure 3A shows a block diagram of the EPG Conversion Subsystem 314, including a Tuner
Interface Module 350; a Parsing Module 352; a Control Program Module 354; a Channels Files
Memory Module 356; a Converted Files Memory Module 358; a Local Network 1/0 Module
360; a Timer Module 362; and a Format Conversion Module 364.

The EPG Conversion Subsystem 314 comprises a computer readable non-transitory storage

medium, such as memory, having computer readable instructions stored thereon for execution by

a processor.

The EPG Conversion Subsystem 314 is designed to receive EPG information from the EPG
Tuner 210 in the format provided from the broadcast service provider, convert the EPG
information into a converted channel map in the form of a CC-formatted file, and transmit the

converted channel map on the Program Information Link 226 via the Local Network Interface
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214 to each ST 204. Fig. 3A shows a grouping of software modules (350 - 364) for

implementing the corresponding method shown in Fig. 4 below.

The Tuner Interface Module 350 is adapted to select and receive the EPG information from the
EPG Tuner 210 and passes it to the Parsing Module 352. Because the EPG information is
transmitted sequentially and periodically from the service provider, it needs to be decoded,

parsed, and accumulated.

The Parsing Module 352 converts and formats the received EPG information as a “Channels

File” containing a channel map and stores the Channels File into the Channels Files Memory
Module 356.

Algorithmic conversion of the Channels File into the channel map in the form of a CC-formatted
file is performed in the Format Conversion Module 364, which stores the converted file

containing a converted channel map into the Converted Files Memory Module 358.

The Converted Files Memory Module 358 is coupled to the Local Network 1/0 Module 360
which retrieves the converted channel map and sends it to each of the STs 204 on the respective
Program Information Link 226, either individually addressed to each ST 204, or in the form of a

broadcast message to all STs 204.

A function of the Control Program Module 354 is to sequence the operation of the EPG
Converston Subsystem 314, specifically to repeatedly acquire the EPG information from the
EPG Tuner 210, update the Channels Files Memory Module 356 accordingly, and cause the
converted file to be sent to the STs 204. The Timer Module 362 is used to trigger the Contro!

Program Module 354 periodically, to ensure the program information is always up-to-date.

Figure 4 shows a flowchart of the example of an EPG control data transformation algorithm 400
that takes place in the EPG Tuner 210 and the EPG Conversion Subsystem 314 to allow each ST
204 to receive a converted channel map (part of EPG data) for use in live command and control

for channel tuning and for subsequent command and control of video play modes.
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The steps in the data conversion process are as follows:

a step 402: “Join EPG data chann.el”;

a step 404: “Data is there?”’;

a step 406: “Read channels information data”;

a step 408: “Definitions Found?”’;

a step 410: “Parse Channels File and Write to Memory”;
a step 412: “Convert to CC Format”;

a step 414: “Store Converted File”;

a step 416: “Send Channels Definitions to STs”;

a step 418: “Start Timer”’; and

a step 420 “Timer Expired?”.

The steps of the EPG control data transformation algorithm 300 form a loop that starts with the
step 402 “Join EPG data channel” and continues indefinitely, with the purpose of keeping the
Subscriber Terminals (STs) 204 up-to-date with program information regarding all broadcast

video channels.

In the step 402 “Join EPG data channel”, the channel data multicast group is selected in the EPG
Tuner 210. This is invoked by the EPG Conversion Subsystem 314 to pull in the channels

information data (the electronic program guide) to be sent to the STs 204 so that they can tune in

to broadcast channels associated with entries in the electronic program guide. In the IPTV
example the channels information data is distributed on an IP multicast channel by the service

provider from a headend middleware system. The step 402 “Join EPG data channel” is repeated

until data is found, as determined in the step 404 “Is data there?”.

In the step 406 “Read channels information data”, the EPG Conversion Subsystem 314 reads in
the data that is received as a stream from the EPG Tuner 210, looks for a start of channels

definitions, and constructs a channels file comprising the entire set of channels definitions. The
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step 406 “Read channels information data” is repeated until the channels definition is found, as

determined in the step 408 “Definitions Found?”.

In the step 410 “Parse Channels File and Write to Memory”, the channels file is parsed and the

result 1s written to memory.

In the step 412 “Convert to CC Format”, the parsed channels file is converted to a new channels
definitions file in a RTSP command and control (CC) format, and the converted file is written to
memory in the step 414 “Store Converted File”. Conversion is performed according to a service
specific conversion algorithm, by rewriting for each channel of type broadcast a corresponding
command and control access location, an RTSP Universal Resource Locator (URL) in this

example.

In the step 416 “Send Channels Definitions to STs”, the current converted channels definitions
file is delivered to each subscriber terminal (ST) 204 through an acceptable transport mechanism
which could be another multicast channel over a respective Media Link 222, or preferably a

Hypertext Transfer Protocol (HTTP), Trivial File Transfer Protocol (TFTP), or other type of

protocol over the respective Program Information Link 226 as shown in Fig. 3.

In the step 418 “Start Timer”, a wakeup timer is set up because the EPG data needs to be
monitored periodically for changes. When the timer expires as determined in the step 420 “Timer

Expired?”, execution of the EPG control data transformation algorithm 300 restarts at the step
402 “Join EPG data channel”.

While channels definition is not standardized across delivery platforms most of the key
parameters are common from platform to platform. For each particular implementation (unique

service provider and associated components and middleware), a service specific conversion
algorithm may be provided to normalize differences and convert the relevant channel attributes.
In the example below, channel type (broadcast vs. on-demand) and the specific address where
that channel is located are used so that the channel can be retrieved from the network. The EPG

Conversion Subsystem (the Broadcast Channel Mapping Conversion subsystem) 314 takes in the
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assoctated metadata for the broadcast system and converts it so that each ST 204 will interpret

the channel location as an on-demand asset, and invokes an RTSP command and control session
320 with the live conversion sub-system 302 to start the realtime conversion of the selected
channel from the broadcast stream.

The following is an example taken from an IPTV deployment.

A four channel input data file including four channel addresses:

|INBC|1|http://www.NBC.com [224.11.11.11|5000]
ABC]1|http://www.ABC.com [224.12.12.12/5000

CBS|1|http://www.CBS.com |224.13.13.13|5000
CBC|1|http://www.CBC.com |224.14.14.14|5000]

ISV I\

In this example, the symbol “|” being used as a delimiter, the value 224.10.10.11{5000| represents
an [P multicast channel on address 224.10.10.11 UDP port 5000. The other fields are not
relevant to channel tune in and are used for other applications within the ST 108. Proprietary
implementations would also at a minimum include the key addressing elements. In non IPTV
deployments, these channel identifiers would be frequency identifiers used fbr cable, satellite, or

terrestrial deployments for example.

The corresponding converted four channel output data file would then be:

1INBC] l\h_tthww.NB_C_._(ml_ | tv:192. 168.5.7:85 54/1ive/224.11.11.11|5000]
2|ABC]|1|http:// www.ABC.com | tv: 192.168.5.7:8554/live/224.12.12.12|5000]
3|CBS|1|http://www.CBS.com | tv: 192.168.5.7:8554/live/224.13.13.13|5000j
4|CBC]|1|http://www.CBC.com | tv: 192.168.5.7:8554/live/224.14.14.14|5000]

In this example output, the broadcast channel location has been changed from 224.11.11.11]5000]
to tv:192.168.5.7:8554/live/224.11.11.11.5000

2]
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This string tells the client (the ST 108) to invoke a command and control session in which
192.168.5.7 1s a local address, that is an IP address of the Realtime Command and Control to
Broadcast Conversion subsystem 318. In this particular example the “tv:” tag is used to invoke
native command and control (RTSP) capability on the ST 204. The inclusion of the original
broadcast channel location allows the Realtime Command and Control to Broadcast Conversion
subsystem 318 to tune in to the broadcast stream by controlling the Broadcast Tuner 208

assigned to the ST 204 and begin the ingestion and processing of the live stream for conversion.

Channel Tupe in and Live Conversion Process

This section describes the process according to an embodiment of the invention that allows the
ST 204 to request and establish and command and control session with the live conversion
subsystem 302. This process effectively replaces the traditional broadcast media channel tune in
that would normally be conducted directly between a single ST 204 and the network, by
tnvoking the live conversion subsystem 302 which interprets a new request, tunes in to the live

media and converts and delivers the stream in realtime to the ST 204.

Figure 5 illustrates flowchart steps of an initial capturing and stream conversion method (also
referred as a tune in process) 500 that may be executed in the live conversion subsystem 302,

including:

a step 502: “ST tunes in”;
a step 504 “Establish RTSP Session™;

a step 506 “*Set I'imer”;

a step 508 “Create Circular Buffers”;

a step 510 “Is live stream data present?”’;
a step 512 “Has Timer Expired?”;

a step 514 “Search Stream Information”;
a step 516 “Calculate Stream Rate”;

a step 520 “Check for Key Frame™;

a step 522 “Key frame found?”; and
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a step 524 “Update Key Frame Index”.

The channel tune in process is described from the point of view of conducting a viewing session
between a single ST 204 and its assigned corresponding Broadcast Tuner 208, it being

understood that viewing sessions are able to be conducted independently and concurrently for

each ST 204.

In the step 502 “ST tunes in”, one of the STs 204 (here referred to simply as “the ST 204”) tunes

in to a broadcast channel by submitting a command & control resource in the form

“RTSP://URL” to the RTSP control subsystem 316 over the CC Link 224.

In the step 504 “Establish RTSP Session”, an RTSP session 320 is established with the ST. The
command & control resource is parsed, the corresponding live stream location data is extracted,
a suitable broadcast source (i.e. Broadcast Tuner 208) is selected, and live tune in is initiated.
This live tune in command and protocol is derived from the converted channel mapping file
delivered in the previous step. In the example illustrated in Fig. 5, RTSP is used as the command

and control protocol,

l.e. 1|NBC|i|http://www.NBC.com | tv:192.168.5.7:8554/live/224.11.11.11|5000]

In the step 506 “Set Timer”, a timer, for example an instance of the Sleep Timer 310 (Fig. 3) is

started.

In the step 508 “Create Circular Buffers”, two fixed length circular buffers are allocated, a
recetve buffer in a partition of the Media Payload Buffer 304 (Fig. 3) for buffering the media
payload from the Broadcast Tuner 208, and a transmission buffer in a partition of the OQutput

Bufter 308 for storing media packets for subsequent transmission in the form of network packets

to the ST 204.

Also allocated in a partition of the Key Index table 312 is space for storin g a key frame index

(also referred to as a sync frame index). These local storage and buffer partitions serve as the
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storage for parsing and processing of all captured live media prior to output streaming. The Key

Index Table 312 is continuously updated and serves as the media buffer map to support all

command and control related functions.

In the step 510 “Is live stream data present?”; it 1s determined if the requested live stream data is
present. Because it may not be present at all, or not immediately present, the timer set up in the

preceding step 506 “Set Timer” is periodically checked.

When the requested live stream data is not immediately present (exit “No” from the step 510),
the timer is tested in the step 512 “Has Timer Expired?”. As long as the timer has not expired
(exit “No” from the step 512), the step 510 “Is live stream data present?” continues to wait for
live stream data. If the timer expires (exit “Yes” from the step 512), an error is indicated and the
Initial capturing and stream conversion process is abandoned, otherwise, i.e. live stream data is

found to be present before the timer expires, execution continues with the next step 514.

Fig. 5 provides an overview flow chart of the Realtime Manager Module 306, the steps 514 to
524 constituting a loop in which video packets are transferred from the Media Buffer 304 to the
Output Buffer 308, while being analyzed for significant data. A detailed description of normal
play and trick play functions is provided in Figs. 6 and 7 below.

As data is captured, the capturing process will begin searching for stream structure information

in the transport stream, in the step 514 “Search Stream Information”. While the present invention

18 not specific to MPEG2 transport stream media delivery, MPEG2 is the defacto standard for
service providers and stream processing references in this description relate to an MPEG?2
transport stream structure. Relevant information are PAT (program access table) and PMT

(program mapping table) tables in the MPEG2 transport stream. When the structure tables are

found three primary pieces of information are extracted:

a. The stream type (H.264 video, MPEG2 video, MP3 audio, etc) is determined.
b. PID containing the PTS is determined.
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¢. Once the PID has been determined, each packet is checked for a valid sync point (in

the step 520 “Check for Key Frame”), and the sync frame index in the Key Index Table
312 1s updated as necessary (in the steps 522 “Key frame found?” and 524 “Update Key

Frame Index™).

In the step 516 “Calculate Stream Rate”, the stream bitrate is estimated after a certain
predetermined amount of data has been received. The stream bit rate is used to communicate
asset duration, that is buffer size, to the ST for command and control navigation within the live

streaming media buffer.

In the step 518 “Write Media Payload”, received data (received from the Broadcast Tuner 208) is
copied from the Media Buffer 304 into the Output Buffer 308. The Media Buffer 304 is locked
while the Output Buffer 308 is being updated. Because this buffer is also used for streaming to
the ST 204, the lock prevents a streaming corruption that could arise from an overwrite of a

partially transmitted media frame.

Output Buttfer (308) updates are done in batches to increase the size of every 1O transfer to gain

a performance enhancement.

- Normal play rate

The algorithms described below are designed to process and convert a linear broadcast live

stream into a directed unicast stream which can be controlled through an inband or out of band
control session. In the described example, RTSP is used which is however only one of several

options. The processing elements in this system are:

- Timing calibration;

- Detection, conversion and re-insertion of key program data elements related to audio , timing

and DRM(digital rights management; and
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- Buffer management for seamless playback of the live stream to simulate the broadcast

experience with the added command and control functionality.

Figure 6 is a flowchart of a normal play back algorithm 600 which may be executed following

play back algorithm 600 includes a normal playout loop which includes steps:

602 “Read PCR values”;
604 “Wait on Sleep Timer”;
606 “Positive Delta?”’;

608 *“‘First lteration?”;

610 “Lock Media Bufter”;

612 “Read Key frame index”;

614 “Determine start point”;

616 “Seek to sync point”;

618 “Unlock Media Buffer”;

620 “Inject PAT/PMT”’;
622 “Audio Packet?”;
624 “Audio Sync?”;

626 “Drop Packet”;

628 “ECM PID found?”;

630 “Read Packet from Media Buffer”;

632 “PCR found?”;

634 “Write packet to output buffer”;

636 “Q bytes?”;

638 “Iransmit output butter to ST”;
640 “Search for ECM packet”; and

642 “Inject ECM packet into output buffer”.

After normal playout starts (label “A™), data in the form of MPEG2 packets from the selected

channel arriving in a continuous stream in the Media Buffer 304 is monitored, and packets are

CA 2740111 2018-04-18
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transferred to the Output Buffer 308, to be sent to the ST 204. The series of steps of the normal
play back algorithm 600 are performed in a loop in which packets present in the Media Buffer
304 are read, one packet per transition of the loop, and generally, but with some exceptions,
transferred into the Output Buffer 308. The aim is to efficiently create a look-alike normal output

stream from the received input stream.

After the START, and each time the point “A” is reached in the step 602 “Read PCR values”, the

incoming stream’s Program Clock Reference (PCR) is read.

In the step 606 “Positive Delta?”’ the PCR is compared with the previous PCR value. If the
ditference is positive (exit Y from the step 604), transfer of packets to the output buffer is held
by looping on the step 602 and the step 604 “Wait on Sleep Timer”. PCR values continue to be
read periodically until the difference is not positive (exit N from the step 604);

In the step 608 “First Iteration?” it is determined if this is the first iteration of the normal play
back algorithm 600. Only if this is the first iteration (exit Y from the step 608), are the following

consecutive steps 610 to 628 executed, otherwise execution skips to the step 630.

In the step 610 “Lock Media Buffer”, the Media Buffer 304 is locked while a synchronization

point is acquired.

In the step 612 “Read Key frame index”, the Key Index Table 312 is read to locate an MPEG2

key trame index from which a start point can be determined. The start point is determined in the

step 614 “Determine start point”.

In the step 616 “Seek to sync point”, the Media Buffer 304 is scanned to the start point
determined in the previous step, thus establishing the synchronization point from which to start

generating the output stream.

In the step 618 “Unlock Media Buffer” the Media Buffer 304 is unlocked.
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In the step 620 “Inject PAT/PMT”, the PMT — Program Map Table (PMT) or equivalently the
Program Access Table (PAT) which describes information in the received Mpeg2 transport

stream and was recovered from the Media Buffer 304 earlier, namely in the step 514 “Search

Stream Information” (Fig. 5), is injected into the Output Buffer 308.

In the steps 622 “Audio Packet?” and the step 624 “Audio Sync?” it is determined if the present
packet i1s an Audio Packet, specifically an Audio Sync Packet. If this is the case (exit “Y” from
both steps 622 and 624), the packet is dropped in the step 626 “Drop Packet”, otherwise
execution continues with the step 628. Note that Audio packets are not put into the output stream
until after the first iteration of the loop when audio packets are inserted alongside video packets
in the output buffer as they occur in the live stream. They have different PIDs but are in the same

physical buffer.

In the step 628 “ECM PID found?”, it is determined whether an Entitlement Control Message
(ECM) Program Identifier (PID) was found in the PMT. If it was found (exit Y from the step
628) then the Media Buffer 304 is searched backwards for the nearest ECM packet in the step
640 “Search for ECM packet”, and the ECM packet is injected into the Output Buffer 308 in the
step 642 “Inject ECM packet into output buffer”, otherwise (exit N from the step 628) the next
packet is read from the Media Buffer 304 in the next step 630. |

In the step 630 “Read Packet from Media Buffer” the next packet is read from the Media Buffer
304.

In the following step 632 “PCR found?”, it is determined if the current packet contains a PCR
(Program Program Clock Reference). If yes (exit Y from step 632), the PCR packet is not written
into the output buffer but execution continues at the the label “A” with the step 602 “Read PCR

values™, otherwise (exit N from step 632) continues with the step 634 “Write packet to output

buffer” in which the packet is written into the Output Buffer 308.

In the step 636 “Q bytes?”, it is determined if an optimal number “Q” of bytes has been

accumulated in the output buffer. When the local network is based on the Ethernet protocol, the
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optimal number “Q” of bytes is equal to 1316 which is seven times the number of bytes in a
single MPEG?2 packet. Different values would apply for the optimal number “Q” if protocols

other than MPEG2 and Ethernet are employed. The steps 630 “Read Packet from Media Buffer”,
632 “PCR found?”, and 634 “Write packet to output buffer” are repeated until “Q” bytes have

been accumulated.

In the step 638 “Transmit output buffer to ST”, the last “Q” bytes in the Output Buffer 308 are
transmitted in the form of a network packet through the RTSP session 320 to the ST 204.

Execution of the normal playout loop then continues from the top at the label “A” with the step
602 “Read PCR values”.

The steps of the normal play back algorithm 600 may also be informally summarized as follows:

While playing at 1X:
a. Determine the amount of time between the last two Program Clock Reference (PCR)
values, taking clock drift into account;
1. If the difference is positive, sleep;
11. Update clock drift as necessary;
b. If this 1s the first iteration since switching to this playback rate;
1. Lock the recording buffer;
11. Using the sync frame index, determine the offset into the media buffer for the
destred playback point;
11. Seek to this sync point;
1v. Unlock the recording buffer;
v. Inject PAT and PMT packets into the output stream;
vi. I an Entitlement Control Message (ECM) Program Identifier (PID) was found
in the PMT, search the buffer backwards for the nearest ECM packet and inject it into the output

stream;

¢. Continue reading packets from the media buffer and injecting them into the output

stream unti] the next PCR value is reached:
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i. If this is the first iteration since switching to this playback rate, and the sync

frames are 1n the video stream, do not start sending audio packets until an audio sync point is

reached.

Stream processing for command and control of trick play with a live stream

When the user elects a trick play, that is one of the play modes of “pause”, “fast forward”,
“rewind”, etc. of the live stream, there are a number of processing steps required to prepare and
send the media stream to the ST. These steps center primarily around manipulating the stream so
that it includes only the key frames and not the derived frames (from compression algorithms)
and the subsequent preparation and insertion of data elements (timing, DRM, removal of audio,

etc.) in order to make the command and control of the adjusted media stream possible.
Figure 7 is a flowchart of a trick play algorithm 700 including stepsﬁ

702 “First Iteration?”;

704 **Locate nearest key frame”’;
706 *“Goto next key frame”;

708 “ECM PID found?”;

710 *Search ECM back/foreward”;
712 *“Insert ECM in Output Buffer”;

714 “Seek previous key frame”;
716 “Read Packet from Media Buffer’:

718 “Read PCR values”;
720 “Positive delta?”;

722 “Wait on Sleep Timer”;
724 “Reset PCR”;

726 “Adjust PTS/DTS values”;
728 “Video Packet?”’;

730 “Discard packet”;

732 “PCR?”;
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734 “Record PCR”;

736 “Write packet to output bufter”;

738 “Q bytes?”;

740.1 and 740.2 “End of Frame?”’;

741 “Insert NULL packets”; and

742.1 and 742.2 “Transmit output buffer to ST,

Some of the steps of the trick play algorithm 700 are identical to, or copies of, similar steps of
the normal play back algorithm 600, but are included here under new reference numerals for

clarity.

In the step 702 *“First Iteration?”, it is determined if this is the first iteration of the trick play
algorithm 700. If it is (exit Y from the step 702) then the step 704 “Locate nearest key frame” is
executed in which a packet representing the start of the nearest key frame is located in the Media
Bufter 304. The meaning of “nearest” depends on whether the trick play mode is rewind in
which case*“nearest” meéns “nearest frame, K frames backwards™, or fast forward in which case
“nearest” means “ nearest frame, K frames forward”, where K is a speed-up factor selected by

the ST 204, for example K = 3 or K = 8 for speed-up factors of times 3 or times 8.

If this is not the first iteration (exit N from the step 702) then the next step 706 is executed which
represents the beginning of a trick play loop that comprises the steps 706 to 742.2, the beginning

of which is marked with a label “B”.

In the step 706 “Goto next key frame”, the first packet of the next key frame is selected as the
current packet. The meaning of “next” depends on the trick play mode, as described with

reference to step 704 above.

In the step 708 “ECM PID found?” it is determined whether an Entitlement Control Message

- (ECM) Program Identifier (PID) was found 1n the PMT. If it was found (exit Y from the step
708) then the Media Buffer 304 is searched forward (or backwards depending on the trick
playmode being fast-forward or rewind respectively) for the nearest ECM packet in the step 710
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“Search ECM back/foreward”, and the ECM packet is injected into the Output Buffer 308 in the
step 712 “Insert ECM n Qutput Buffer”, otherwise (exit N from the step 708, when the ECM

PID was not found) execution skips the steps 710 and 712. Execution then continues with the

step 714.

The step 714 “Seek previous key frame” is analogous to the steps 704 and 706, and results in
seeking to the previous key frame, where the meaning of “previous” is again dependant on the

trick play mode, but in the opposite sense of that defined in the step 704.

Note that the Key Index Table 312 (Fig. 3) conveniently provides an efficient way of locating
key frame packets in the Media Buffer 304 without having to scan through the buffer each time a

key frame needs to be located.

In the step 716 “Read Packet from Media Buffer” which is also labeled “C”, the next packet is
read from the Media Buffer 304.

In the step 718 “Read PCR values” the PCR values of the last two packets are read. In the step
720 “Positive delta?” their ditierence is determined. If a positive delta is obtained, a pause is

inserted by the step 722 “Wait on Sleep Timer”, and the next pair of PCR values are read in the
step 718 “Read PCR values”.

Once a non-positive delta is obtained (exit N from the step 720), the PCR value of the packet is
set to zero in the step 724 “Reset PCR”.

In the next step 726 “Adjust PTS/DTS values”, the time stamps — the Program Time Stamp
(PTS) and the Decode Time Stamp (DTS) — in the packet are adjusted to match the seek rate.

In the next step 728 “Video Packet?” it is determined if the current packet is a video packet. If
not (exit N from the step 728) the packet is discarded in the step 730 “Discard packet” and
execution flow goes back to the beginning of the trick play loop at the label “B”. In trick play,

only video packets need to be forwarded to the output buffer, whereas all audio packets are
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discarded. When the current packet is a video packet (exit Y from the step 728), then execution

continues with the next step 732.

In the step 732 “PCR?” it is determined if the current packet contains a PCR value. If it does
(exit Y from the step 732), then this value is recorded in the step 734 “Record PCR”. In any case,

execution continues with the next step 736.

[n the step 736 “Write packet to output buffer”, the current packet is written into the Output
Buffer 308.

In the step 738 “Q bytes?” it is determined if an optimal number “Q” of bytes has been
accumulated in the output buffer. As mentioned earlier, when the local network is based on the
Ethernet protocol, the optimal number “Q” of bytes is equal to 1316 in the described

embodiment. Different values of “Q” may apply for other embodiments.

If less than “‘Q bytes™ have been accumulated (exit N from the step 738) and the end of the frame
has been reached as determined in the step 740.2 “End of F rame?” (exit Y from the step 740.2),
then the appropriate number of NULL packets or NULL bytes to pad the buffer out to “Q” bytes
are inserted in the step 741 “Insert NULL packets™ before continuing to the step 742.2 “Transmit
output buffer to ST”, in which the contents of the Output Buffer 308, for example in the form of
an Ethernet network packet payload, is transmitted through the RTSP session 320 to the ST 204.

Execution of the trick play loop then resumes with another iteration from the step 706 marked
with the label “B”.

If “Q bytes” have not been accumulated (exit N from the step 738) and the end of the frame also
has not been reached (exit N from the step 740.2 “End of Frame?”), loop execution resumes at

the step 716 “Read sync packet” marked with the label “C”.

Alternatively, if “Q bytes” have been accumulated (exit Y from the step 738) and the end of the
frame has also been reached as determined in the step 740.1 “End of Frame?” (exit Y from the

step 740.1), then the step 742.2 “Transmit output buffer to ST” is immediately executed (without
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insertion of NULL bytes) in which the contents of the Output Buffer 308 is transmitted to the ST
204. Execution of the trick play loop then resumes from the step 716 marked with the label “B”.

But if “Q bytes” have been accumulated (exit Y from the step 738) and the end of the frame has
not been reached as determined in the following step 740.1 “End of Frame?” (exit N from the
step 740.1), then the step 742.1 “Transmit output buffer to ST” is executed in which the contents
of the Output Buffer 308 is transmitted to the ST 204, and execution of the trick play loop then
resumes at the step 716 marked with the label “C”.

The algorithm for the trick play back algorithm 700 may also be informally summarized as

follows:

While seeking:
a. 11 this 1s the first iteration since switching to this seek rate;
1. Find the offset of the nearest sync point based on the current position in the
buffer;
b. I this 1s NOT the first iteration since switching to this seek rate;
1. Find the next or previous sync point - depending on direction and rate — based
on the current position in the buffer; |
c. If an ECM PID was found in the PMT, search the bufter backwards for the nearest
ECM packet and inject it into the output stream;

d. Seek to the previously determined sync point in the media buffer:

e. Read the sync packet from the media buffer;
f. Determine the amount of time between the last two PCR values, taking clock drift and
seek rate into account:
1. 1f the difference is positive, sleep;

g. Set the PCR value in the packet to 0;

h. Adjust the PTS and DTS values in the packet by (seek rate)"2;

1. Clear the ‘has PCR’ flag on the sync packet, and transmit it;

J. Continue reading from the playback buffer until end of frame is reached:;

1. If the packet is a video packet;
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If the packet contains a PCR value, record it and clear the ‘has PCR’ flag;
Transmit the adjusted packet;

K. Flush the output bufter, injecting null packets as necessary.

Advantages

Advantageously, the described system and method of the present invention deliver a sought after
live stream command and control feature to devices that did not previously or natively have the

capability to implement it.

Another advantage is that there are no changes to the hardware required in the already deployed

(legacy) devices or in the service provider content delivery network to enable this functionality.

A further advantage is that once this system is in place, the service provider and the consumer
are not required to deploy new and more expensive devices with built in native capability to

achieve the functionality described here.

Yet another advantage is that once this inline capability is delivered, it lends itself to

differentiated services like bandwidth management and enhanced Personal Video Recorder

(PVR) features.

Thus, an improved system and method for efficiently delivering television programs to one or

more subscriber termtnals in the same household, or local area network, have been provided.

Although various exemplary embodiments of the invention have been disclosed, it should be
apparent to those skilled in the art that various changes and modifications can be made which
will achieve some of the advantages of the invention without departing from the true scope of the

invention.
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A person understanding this invention may now conceive of alternative structures and
embodiments or variations of the above all of which are intended to fall within the scope of the

invention as defined in the claims that follow.

CA 2740111 2018-04-18
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WHAT IS CLAIMED IS:

1. A system for processing a broadcast stream, carrying video channels and an electronic
program guide (EPG) information, and for distributing same over a local area network to a
plurality N of subscriber terminals (STs), the system comprising:
(a) a plurality of N broadcast tuners, each broadcast tuner being configured for tuning in a
respective one of the video channels of the broadcast stream;
(b) an EPG tuner for extracting the EPG information from the broadcast stream; and
(¢) a multichannel proxy module, comprising:
(1) a live conversion system for buffering and processing said tuned-in video channels,
comprising:
(1-1) a media buffer, operatively coupled to the N broadcast tuners and configured
to buffer respective media payloads for the tuned-in video channels, the media
buffer being indexed for each tuned-in video channel;
(1-2) a realtime processing module for providing normal play and trick play
functions for each respective video channel, including processing the respective
media payloads, the realtime processing module comprising a plurality of N
realtime processing function units:
(1-3) an output buffer configured to accumulate a predetermined number of media
packets contained in the media payloads for transmission to the respective STs in
a form of network packets; wherein the media buffer and the output buffer are
partitioned into respective N sections assigned to a respective one of the N
realtime processing function units;
(11) an EPG conversion sub-system for converting the EPG information into a format
suitable for transmission over the local area network; and
(i11) a streaming control sub-system for transmitting each buffered and processed video
channel to a corresponding ST and for controlling the normal play and trick play functions of

said buffered and processed video channel by the ST.

2. The system of claim |, wherein the EPG conversion sub-system comprises:
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a T'uner Interface for periodically receiving the EPG information from the EPG tuner; and

a Parsing Module for converting the received EPG information as a channels file, and

storing the channels file into a channels files memory.

3. The system of claim 2, wherein the EPG conversion sub-system further comprises:

a format conversion module for converting the channels file into a converted channel
map; and

a Local network input/output (I/O) module for sending the converted channel map to

each ST.

4. The system of claim 3, wherein the EPG conversion sub-system further comprises a control

program module and a timer module for periodically updating the converted channel map.

5. The system of claim 1, wherein the realtime processing module further comprises:

a normal play module for providing the normal play function and a trick play module for

providing the trick play function for use by any of the realtime processing function units upon a

command from a corresponding ST.

6. The system of claim 1, wherein the streaming control sub-system is configured to distribute

the buftered and processed video channels as a Real Time Streaming Protocol (RTSP) stream.

7. The system of claim 6, wherein the streaming control sub-system comprises:

an RTSP conversion subsystem operatively coupled to the N broadcast tuners; and
a plurality of N RTSP session units operatively connected to the RTSP conversion
subsystem, and to corresponding STs over respective Media Links and respective control and

command (CC) links for enabling each ST to control a corresponding one of the N broadcast

funers.

8. The system of claim 7, wherein the plurality of N RTSP session units are further configured to

forward the processed video channels to respective STs.
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9. The system of claim 1, wherein the broadcast stream is one of the following:
an Internet Protocol Television (IPTV) stream;

a multi-channel cable television signal; a multi-channel satellite television signal; or

a multi-channel terrestrial television signal.

10. A method for processing a broadcast stream carrying video channels and an electronic
program guide (EPG) information, and for distributing same over a local area network to a
plurality N of subscriber terminals (STs), the method comprising:
(a) under control of the STs, tuning a plurality of N corresponding broadcast tuners into the
video channels of the broadcast stream;
(b) extracting the EPG information from the broadcast stream;
(c) buffering and processing said tuned-in video channels, comprising:
(1) forming a media buffer, operatively coupled to the N broadcast tuners and configured
to buffer respective media payloads for the tuned-in video channels:
~ (ii) indexing the media buffer for each tuned-in video channel:
(1) providing normal play and trick play functions for each respective video channel,
including processing the media payloads:
(1v) forming an output buffer configured to accumulate a predetermined number of media
packets contained in the media payloads for transmission to the respective STs in a form
of network packets; and
(v) forming a plurality of N realtime processing function units, partitioning the media
buffer and the output buffer into respective N sections, and assigning each partitioned section to
a respective one of the N realtime processing function units:
(d) converting the EPG information into a format suitable for transmission over the local area
network to the STs for controlling the normal play and trick play functions by the STs; and

(e) transmitting the buffered and processed video channels to corresponding STs.
I1. The method of claim 10, wherein the processing comprises controlling the play mode of each

tuned-in video channel by a corresponding ST.

39

CA 2740111 2018-04-18



12. The method of claim 11, wherein:

the step (b) further comprises 1dentifying the EPG information related to video channels

with respective local network addresses; and

the step (a) further comprises 1dentifying video channels with said respective local
network addresses for communicating a selection of video channels by respective STs to

corresponding broadcast tuners.

13. The method of claim 12, wherein the step (c) further comprises buffering and processing the

tuned-in video channels identified with said respective local network addresses.

14. The method of claim 10, wherein:

the step (b) further comprises periodically receiving the EPG information;

the step (d) further comprises:
parsing the received EPG information as a channels file; and

converting the channels file into the format of a converted channel map suitable

for the transmission to each ST over the local area network.

[5. The method of claim 10, wherein the step (c¢) further comprises distributing the buffered and

processed video channels as a Real Time Streaming Protocol (RTSP) stream.

16. The method of claim 15, wherein the step (c) further comprises:
launching a plurality of N RTSP sessions for corresponding STs; and
establishing RTSP control and command (CC) links between STs and respective

broadcast tuners for selecting video channels in respective broadcast tuners and for transmitting

the buffered and processed video channels to the STs.

17. The method of claim 10, wherein the broadcast stream is carried as one of the following:
an Internet Protocol Television (IPTV) stream;
a multi-channel cable television signal;

a multi-channel satellite television signal;
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a multi-channel terrestrial television signal.

18. The method of claim 10, wherein the step (e) comprises:

(f) establishing a RTSP session; (g) buffering media packets from each tuned-in video
channel in the media buffer:

(g) storing the buffered and processed video channels for each respective subscriber
terminal in the output buffer;

(h) estimating a stream bit rate of each tuned-in video channel; and

(k) sending the contents of the output buffer in the form of network packets to the

" associated subscriber terminal substantially at the stream bit rate.

19. The method of claim 10, wherein the step (d) comprises converting the EPG information into

a Real Time Streaming Protocol (RTSP) control and command (CC) format.

20. A non-transitory computer readable storage medium, having computer readable instructions
stored thereon for execution by a processor, causing the processor to:
process a broadcast stream carrying video channels and an electronic program guide (EPG)
information, and to distribute same over a local area network to a plurality N of subscriber
terminals (STs), comprising:
(a) under control of the STs, tuning a plurality of N corresponding broadcast tuners into the
video channels of the broadcast stream;
(b) extracting the EPG information from the broadcast stream;
(c) butfering and processing said tuned-in video channels, comprising:
(1) forming a media buffer, operatively coupled to the N broadcast tuners and configured
to buffer respective media payloads for the tuned-in video channels;
(11) indexing the media buffer for each tuned-in video channel;
(111) providing normal play and trick play functions for each respective video channel,
including processing the media payloads;
(1v) forming an output buffer configured to accumulate a predetermined number of media
packets contained in the media payloads for transmission to the respective STs in a form of

network packets; and
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(v) forming a plurality of N realtime processing function units, partitioning the media
bufter and the output buffer into respective N sections, and assigning each partitioned section to
a respective one of the N realtime processing function units;

(d) converting the EPG information into a format suitable for transmission over the local area
network to the STs for controlling the normal play and trick play functions by the STs; and

(e) transmitting the buffered and processed video channels to corresponding STs.

21. The non-transitory computer readable medium of claim 20, wherein the computer readable
instructions further cause the processor to:
receive the EPG information; parse the received EPG information as a channels file; and
convert the channels file into the format of a converted channel map suitable for the

transmission to each ST over the local area network.
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