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MODIFYING TRAINING DATA FOR VIDEO 
RESPONSE QUALITY OPTIMIZATION 

TECHNICAL FIELD 

[ 0001 ] The present disclosure relates to online video items 
and , more particularly , to leveraging online video engage 
ment to train machine learned models for video engagement 
prediction . 

BACKGROUND 

[ 0002 ] The Internet has enabled the delivery of electronic 
content to billions of people . Sophisticated techniques have 
been explored and implemented to identify content that is 
relevant to viewers that are requesting other content . Such 
techniques may involve hundreds and thousands of compu 
tations that occur for a single request . If processing a content 
request results in identifying irrelevant content , then poor 
user experience results and content providers will choose 
other content exchanges to delivery their respective content . 
Thus , processing of content requests from remote computing 
devices by taking into account relevant information and 
efficient transmission of any results of the content requests 
is critical 
[ 0003 ] The approaches described in this section are 
approaches that could be pursued , but not necessarily 
approaches that have been previously conceived or pursued . 
Therefore , unless otherwise indicated , it should not be 
assumed that any of the approaches described in this section 
qualify as prior art merely by virtue of their inclusion in this 
section . 

used to generate a prediction model based on the training 
data . In response to receiving a content request associated 
with a particular entity , one or more engagement ratios 
associated with the particular entity are identified and used 
to generate one or more predictions , each prediction indi 
cating a likelihood of whether a particular action will be 
performed relative to a candidate video item . 
[ 0010 ] Embodiments have improved computer technology 
in multiple ways . First , results of embodiments have shown 
that taking into account quality metrics of video engage 
ments in training a model has significantly improved the 
accuracy of the model over past models that do not take into 
account these quality metrics . Therefore , more relevant 
video items are delivered over computer networks to client 
devices . In other words , electronic content delivery technol 
ogy is improved . Second , the amount of resources that 
content providers of video items must commit to the content 
delivery system in order to have their video items transmit 
ted over a computer network has reduced ; thus , freeing up 
resources for pursuing other content delivery campaigns . 
Thus , electronic content delivery technology is improved 
through increases in efficiency . 

System Overview 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0004 ] In the drawings : 
[ 0005 ] FIG . 1 is a block diagram that depicts a system for 
distributing content items to one or more end - users , in an 
embodiment ; 
[ 0006 ] FIGS . 2A - 2B is a flow diagram that depicts an 
example process for modifying training data and leveraging 
a machine - learned model that has been trained based on 
modified training data , in an embodiment ; 
[ 0007 ] FIG . 3 is a block diagram that illustrates a com 
puter system upon which an embodiment of the invention 
may be implemented . 

[ 0011 ] FIG . 1 is a block diagram that depicts a system 100 
for distributing content items to one or more end - users , in an 
embodiment . System 100 includes content providers 112 
116 , a content delivery system 120 , a publisher system 130 , 
and client devices 142-146 . Although three content provid 
ers are depicted , system 100 may include more or less 
content providers . Similarly , system 100 may include more 
than one publisher and more or less client devices . 
[ 0012 ] Content providers 112-116 interact with content 
delivery system 120 ( e.g. , over a network , such as a LAN , 
WAN , or the Internet ) to enable content items to be pre 
sented , through publisher system 130 , to end - users operating 
client devices 142-146 . Thus , content providers 112-116 
provide content items to content delivery system 120 , which 
in turn selects content items to provide to publisher system 
130 for presentation users of client devices 142-146 . 
However , at the time that content provider 112 registers with 
content delivery system 120 , neither party may know which 
end - users or client devices will receive content items from 
content provider 112 . 
[ 0013 ] An example of a content provider includes an 
advertiser . An advertiser of a product or service may be the 
same party as the party that makes or provides the product 
or service . Alternatively , an advertiser may contract with a 
producer or service provider to market or advertise a product 
or service provided by the producer / service provider . 
Another example of a content provider is an online ad 
network that contracts with multiple advertisers to provide 
content items ( e.g. , advertisements ) to end users , either 
through publishers directly or indirectly through content 
delivery system 120 . 
[ 0014 ] Although depicted in a single element , content 
delivery system 120 may comprise multiple computing 
elements and devices , connected in a local network or 
distributed regionally or globally across many networks , 
such as the Internet . Thus , content delivery system 120 may 
comprise multiple computing elements , including file serv 
ers and database systems . For example , content delivery 
system 120 includes ( 1 ) a content provider interface 122 that 
allows content providers 112-116 to create and manage their 

DETAILED DESCRIPTION 

[ 0008 ] In the following description , for the purposes of 
explanation , numerous specific details are set forth in order 
to provide a thorough understanding of the present inven 
tion . It will be apparent , however , that the present invention 
may be practiced without these specific details . In other 
instances , well - known structures and devices are shown in 
block diagram form in order to avoid unnecessarily obscur 
ing the present invention . 

General Overview 

[ 0009 ] A system and method are provided for modifying 
training data that is used to train a machine learned model . 
In one technique , multiple different types of engagements of 
video items are logged and used to generate training data . An 
engagement ratio is calculated for each type of engagement 
and with respect to each applicable entity involved in the 
engagement . One or more machine learning techniques are 
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Bidders 

[ 0021 ] In a related embodiment , system 100 also includes 
one or more bidders ( not depicted ) . A bidder is a party that 
is different than a content provider , that interacts with 
content delivery exchange 124 , and that bids for space ( on 
one or more publisher systems , such as publisher system 
130 ) to present content items on behalf of multiple content 
providers . Thus , a bidder is another source of content items 
that content delivery exchange 124 may select for presen 
tation through publisher system 130. Thus , a bidder acts as 
a content provider to content delivery exchange 124 or 
publisher system 130. Examples of bidders include App 
Nexus , DoubleClick , and LinkedIn . Because bidders act on 
behalf of content providers ( e.g. , advertisers ) , bidders create 
content delivery campaigns and , thus , specify user targeting 
criteria and , optionally , frequency cap rules , similar to a 
traditional content provider . 
[ 0022 ] In a related embodiment , system 100 includes one 
or more bidders but no content providers . However , embodi 
ments described herein are applicable to any of the above 
described system arrangements . 

respective content delivery campaigns and ( 2 ) a content 
delivery exchange 124 that conducts content item selection 
events in response to content requests from a third - party 
content delivery exchange and / or from publisher systems , 
such as publisher system 130 . 
[ 0015 ] Publisher system 130 provides its own content to 
client devices 142-146 in response to requests initiated by 
users of client devices 142-146 . The content may be about 
any topic , such as news , sports , finance , and traveling . 
Publishers may vary greatly in size and influence , such as 
Fortune 500 companies , social network providers , and indi 
vidual bloggers . A content request from a client device may 
be in the form of a HTTP request that includes a Uniform 
Resource Locator ( URL ) and may be issued from a web 
browser or a software application that is configured to only 
communicate with publisher system 130 ( and / or its affili 
ates ) . A content request may be a request that is immediately 
preceded by user input ( e.g. , selecting a hyperlink on web 
page ) or may be initiated as part of a subscription , such as 
through a Rich Site Summary ( RSS ) feed . In response to a 
request for content from a client device , publisher system 
130 provides the requested content ( e.g. , a web page ) to the 
client device . 
[ 0016 ] Simultaneously or immediately before or after the 
requested content is sent to a client device , a content request 
is sent to content delivery system 120 ( or , more specifically , 
to content delivery exchange 124 ) . That request is sent ( over 
a network , such as a LAN , WAN , or the Internet ) by 
publisher system 130 or by the client device that requested 
the original content from publisher stem 130. For 
example , a web page that the client device renders includes 
one or more calls ( or HTTP requests ) to content delivery 
exchange 124 for one or more content items . In response , 
content delivery exchange 124 provides ( over a network , 
such as a LAN , WAN , or the Internet ) one or more particular 
content items to the client device directly or through pub 
lisher system 130. In this way , the one or more particular 
content items may be presented ( e.g. , displayed ) concur 
rently with the content requested by the client device from 
publisher system 130 . 
[ 0017 ] In response to receiving a content request , content 
delivery exchange 124 initiates a content item selection 
event that involves selecting one or more content items 
( from among multiple content items ) to present to the client 
device that initiated the content request . An example of a 
content item selection event is an auction . 
[ 0018 ] Content delivery system 120 and publisher system 
130 may be owned and operated by the same entity or party . 
Alternatively , content delivery system 120 and publisher 
system 130 are owned and operated by different entities or 
parties . 
[ 0019 ] A content item may comprise an image , a video , 
audio , text , graphics , virtual reality , or any combination 
thereof . A content item may also include a link ( or URL ) 
such that , when a user selects ( e.g. , with a finger on a 
touchscreen or with a cursor of a mouse device ) the content 
item , a ( e.g. , HTTP ) request is sent over a network ( e.g. , the 
Internet ) to a destination indicated by the link . In response , 
content of a web page corresponding to the link may be 
displayed on the user's client device . 
[ 0020 ] Examples of client devices 142-146 include desk 
top computers , laptop computers , tablet computers , wear 
able devices , video game consoles , and smartphones . 

Content Delivery Campaigns 
[ 0023 ] Each content provider establishes a content deliv 
ery campaign with content delivery system 120 through , for 
example , content provider interface 122. An example of 
content provider interface 122 is Campaign ManagerTM 
provided by LinkedIn . Content provider interface 122 com 
prises a set of user interfaces that allow a representative of 
a content provider to create an account for the content 
provider , create one or more content delivery campaigns 
within the account , and establish one or more attributes of 
each content delivery campaign . Examples of campaign 
attributes are described in detail below . 
[ 0024 ] A content delivery campaign includes ( or is asso 
ciated with one or more content items . Thus , the same 
content item may be presented to users of client devices 
142-146 . Alternatively , a content delivery campaign may be 
designed such that the same user is ( or different users are ) 
presented different content items from the same campaign . 
For example , the content items of a content delivery cam 
paign may have a specific order , such that one content item 
is not presented to a user before another content item is 
presented to that user . 
[ 0025 ] A content delivery campaign is an organized way 
to present information to users that qualify for the campaign . 
Different content providers have different purposes in estab 
lishing a content delivery campaign . Example purposes 
include having users view a particular video or web page , fill 
out a form with personal information , purchase a product or 
service , make a donation to a charitable organization , vol 
unteer time at an organization , or become aware of an 
enterprise or initiative , whether commercial , charitable , or 
political . 
[ 0026 ] A content delivery campaign has a start date / time 
and , optionally , a defined end date / time . For example , a 
content delivery campaign may be to present a set of content 
items from Jun . 1 , 2015 to Aug. 1 , 2015 , regardless of the 
number of times the set of content items are presented 
( “ impressions " ) , the number of user selections of the content 
items ( e.g. , click throughs ) , or the number of conversions 
that resulted from the content delivery campaign . Thus , in 
this example , there is a definite ( or “ hard ” ) end date . As 
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another example , a content delivery campaign may have a 
“ soft ” end date , where the content delivery campaign ends 
when the corresponding set of content items are displayed a 
certain number of times , when a certain number of users 
view , select , or click on the set of content items , when a 
certain number of users purchase a product / service associ 
ated with the content delivery campaign or fill out a par 
ticular form on a website , or when a budget of the content 
delivery campaign has been exhausted . 
[ 0027 ] A content delivery campaign may specify one or 
more targeting criteria that are used to determine whether to 
present a content item of the content delivery campaign to 
one or more users . ( In most content delivery systems , 
targeting criteria cannot be so granular as to target individual 
members . ) Example factors include date of presentation , 
time of day of presentation , characteristics of a user to which 
the content item will be presented , attributes of a computing 
device that will present the content item , identity of the 
publisher , etc. Examples of characteristics of a user include 
demographic information , geographic information ( e.g. , of 
an employer ) , job title , employment status , academic 
degrees earned , academic institutions attended , former 
employers , current employer , number of connections in a 
social network , number and type of skills , number of 
endorsements , and stated interests . Examples of attributes of 
a computing device include type of device ( e.g. , smartphone , 
tablet , desktop , laptop ) , geographical location , operating 
system type and version , size of screen , etc. 
[ 0028 ] For example , targeting criteria of a particular con 
tent delivery campaign may indicate that a content item is to 
be presented to users with at least one undergraduate degree , 
who are unemployed , who are accessing from South 
America , and where the request for content items is initiated 
by a smartphone of the user . If content delivery exchange 
124 receives , from a computing device , a request that does 
not satisfy the targeting criteria , then content delivery 
exchange 124 ensures that any content items associated with 
the particular content delivery campaign are not sent to the 
computing device . 
[ 0029 ] Thus , content delivery exchange 124 is responsible 
for selecting a content delivery campaign in response to a 
request from a remote computing device by comparing ( 1 ) 
targeting data associated with the computing device and / or 
a user of the computing device with ( 2 ) targeting criteria of 
one or more content delivery campaigns . Multiple content 
delivery campaigns may be identified in response to the 
request as being relevant to the user of the computing 
device . Content delivery exchange 124 may select a strict 
subset of the identified content delivery campaigns from 
which content items will be identified and presented to the 
user of the computing device . 
[ 0030 ] Instead of one set of targeting criteria , a single 
content delivery campaign may be associated with multiple 
sets of targeting criteria . For example , one set of targeting 
criteria may be used during one period of time of the content 
delivery campaign and another set of targeting criteria may 
be used during another period of time of the campaign . As 
another example , a content delivery campaign may be 
associated with multiple content items , one of which may be 
associated with one set of targeting criteria and another one 
of which is associated with a different set of targeting 
criteria . Thus , while one content request from publisher 
system 130 may not satisfy targeting criteria of one content 

item of a campaign , the same content request may satisfy 
targeting criteria of another content item of the campaign . 
[ 0031 ] Different content delivery campaigns that content 
delivery system 120 manages may have different charge 
models . For example , content delivery system 120 ( or , 
rather , the entity that operates content delivery system 120 ) 
may charge a content provider of one content delivery 
campaign for each presentation of a content item from the 
content delivery campaign ( referred to herein as cost per 
impression or CPM ) . Content delivery system 120 may 
charge a content provider of another content delivery cam 
paign for each time a user interacts with a content item from 
the content delivery campaign , such as selecting or clicking 
on the content item ( referred to herein as cost per click or 
CPC ) . Content delivery system 120 may charge a content 
provider of another content delivery campaign for each time 
a user performs a particular action , such as purchasing a 
product or service , downloading a software application , or 
filling out a form ( referred to herein as cost per action or 
CPA ) . Content delivery system 120 may manage only cam 
paigns that are of the same type of charging model or may 
manage campaigns that are of any combination of the three 
types of charging models . 
[ 0032 ] A content delivery campaign may be associated 
with a resource budget that indicates how much the corre 
sponding content provider is willing to be charged by 
content delivery system 120 , such as $ 100 or $ 5,200 . A 
content delivery campaign may also be associated with a bid 
amount that indicates how much the corresponding content 
provider is willing to be charged for each impression , click , 
or other action . For example , a CPM campaign may bid five 
cents for an impression , a CPC campaign may bid five 
dollars for a click , and a CPA campaign may bid five 
hundred dollars for a conversion ( e.g. , a purchase of a 
product or service ) . 

Content Item Selection Events 

[ 0033 ] As mentioned previously , a content item selection 
event is when multiple content items ( e.g. , from different 
content delivery campaigns ) are considered and a subset 
selected for presentation on a computing device in response 
to a request . Thus , each content request that content delivery 
exchange 124 receives triggers a content item selection 
event . 
[ 0034 ] For example , in response to receiving a content 
request , content delivery exchange 124 analyzes multiple 
content delivery campaigns to determine whether attributes 
associated with the content request ( e.g. , attributes of a user 
that initiated the content request , attributes of a computing 
device operated by the user , current date / time ) satisfy tar 
geting criteria associated with each of the analyzed content 
delivery campaigns . If so , the content delivery campaign is 
considered a candidate content delivery campaign . One or 
more filtering criteria may be applied to a set of candidate 
content delivery campaigns to reduce the total number of 
candidates . 
[ 0035 ] As another example , users are assigned to content 
delivery campaigns ( or specific content items within cam 
paigns ) " off - line ” ; that is , before content delivery exchange 
124 receives a content request that is initiated by the user . 
For example , when a content delivery campaign is created 
based on input from a content provider , one or more com 
puting components may compare the targeting criteria of the 
content delivery campaign with attributes of many users to 
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the other exchange may provide , to content delivery system 
120 , information regarding one or more bid prices and , 
optionally , other information associated with the content 
item ( s ) that was / were selected during a content item selec 
tion event , information such as the minimum winning bid or 
the highest bid of the content item that was not selected 
during the content item selection event . 

Event Logging 

determine which users are to be targeted by the content 
delivery campaign . If a user's attributes satisfy the targeting 
criteria of the content delivery campaign , then the user is 
assigned to a target audience of the content delivery cam 
paign . Thus , an association between the user and the content 
delivery campaign is made . Later , when a content request 
that is initiated by the user is received , all the content 
delivery campaigns that are associated with the user may be 
quickly identified , in order to avoid real - time ( or on - the - fly ) 
processing of the targeting criteria . Some of the identified 
campaigns may be further filtered based on , for example , the 
campaign being deactivated or terminated , the device that 
the user is operating being of a different type ( e.g. , desktop ) 
than the type of device targeted by the campaign ( e.g. , 
mobile device ) . 
[ 0036 ] A final set of candidate content delivery campaigns 
is ranked based on one or more criteria , such as predicted 
click - through rate ( which may be relevant only for CPC 
campaigns ) , effective cost per impression ( which may be 
relevant to CPC , CPM , and CPA campaigns ) , and / or bid 
price . Each content delivery campaign may be associated 
with a bid price that represents how much the corresponding 
content provider is willing to pay ( e.g. , content delivery 
system 120 ) for having a content item of the campaign 
presented to an end - user or selected by an end - user . Differ 
ent content delivery campaigns may have different bid 
prices . Generally , content delivery campaigns associated 
with relatively higher bid prices will be selected for dis 
playing their respective content items relative to content 
items of content delivery campaigns associated with rela 
tively lower bid prices . Other factors may limit the effect of 
bid prices , such as objective measures of quality of the 
content items ( e.g. , actual click - through rate ( CTR ) and / or 
predicted CTR of each content item ) , budget pacing ( which 
controls how fast a campaign's budget is used and , thus , may 
limit a content item from being displayed at certain times ) , 
frequency capping ( which limits how often a content item is 
presented to the same person ) , and a domain of a URL that 
a content item might include . 
[ 0037 ] An example of a content item selection event is an 
advertisement auction , or simply an “ ad auction . " 
[ 0038 ] In one embodiment , content delivery exchange 124 
conducts one or more content item selection events . Thus , 
content delivery exchange 124 has access to all data asso 
ciated with making a decision of which content item ( s ) to 
select , including bid price of each campaign in the final set 
of content delivery campaigns , an identity of an end - user to 
which the selected content item ( s ) will be presented , an 
indication of whether a content item from each campaign 
was presented to the nd - user , a predicted CTR of each 
campaign , a CPC or CPM of each campaign . 
[ 0039 ] In another embodiment , an exchange that is owned 
and operated by an entity that is different than the entity that 
operates content delivery system 120 conducts one or more 
content item selection events . In this latter embodiment , 
content delivery system 120 sends one or more content items 
to the other exchange , which selects one or more content 
items from among multiple content items that the other 
exchange receives from multiple sources . In this embodi 
ment , content delivery exchange 124 does not necessarily 
know ( a ) which content item was selected if the selected 
content item was from a different source than content 
delivery system 120 or ( b ) the bid prices of each content 
item that was part of the content item selection event . Thus , 

[ 0040 ] Content delivery system 120 may log one or more 
types of events , with respect to content item , across client 
devices 152-156 ( and other client devices not depicted ) . For 
example , content delivery system 120 determines whether a 
content item that content delivery exchange 124 delivers is 
presented at ( e.g. , displayed by or played back at ) a client 
device . Such an “ event ” is referred to as an “ impression . ” As 
another example , content delivery system 120 determines 
whether a content item that exchange 124 delivers is 
selected by a user of a client device . Such a “ user interac 
tion ” is referred to as a “ click . ” Content delivery system 120 
stores such data as user interaction data , such as an impres 
sion data set and / or a click data set . Thus , content delivery 
system 120 may include a user interaction database 128 . 
Logging such events allows content delivery system 120 to 
track how well different content items and / or campaigns 
perform 
[ 0041 ] For example , content delivery system 120 receives 
impression data items , each of which is associated with a 
different instance of an impression and a particular content 
item . An impression data item may indicate a particular 
content item , a date of the impression , a time of the 
impression , a particular publisher or source ( e.g. , onsite v . 
offsite ) , a particular client device that displayed the specific 
content item ( e.g. , through a client device identifier ) , and / or 
a user identifier of a user that operates the particular client 
device . Thus , if content delivery system 120 manages deliv 
ery of multiple content items , then different impression data 
items may be associated with different content items . One or 
more of these individual data items may be encrypted to 
protect privacy of the end - user . 
[ 0042 ] Similarly , a click data item may indicate a particu 
lar content item , a date of the user selection , a time of the 
user selection , a particular publisher or source ( e.g. , onsite v . 
offsite ) , a particular client device that displayed the specific 
content item , and / or a user identifier of a user that operates 
the particular client device . If impression data items are 
generated and processed properly , a click data item should 
be associated with an impression data item that corresponds 
to the click data item . From click data items and impression 
data items associated with a content item , content delivery 
system 120 may calculate a CTR for the content item . 

Video Items 

[ 0043 ] In an embodiment , a content item includes a video . 
Such content items are referred to herein as “ video items . " 
A video item not only includes video data , but may also 
include text , graphics , one or more images , or any combi 
nation thereof . A video player that displays a video item may 
include video controls , such as begin , pause , mute , unmute , 
rewind , forward , full screen , expand , collapse , skip , and / or 
replay . 
[ 0044 ] A content item selection event may include one or 
more candidate video items and one or more non - video 
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[ 0048 ] The client application transmits any generated 
video - related events over a computer network to content 
delivery system 120. Content delivery system 120 ( or a 
component thereof ) processes the video - related events to 
generate training data and / or generate input feature values 
for different users . 

Training a Prediction Model 

content items . Such a content item selection event is con 
sidered a “ mixed ” content item selection event or mixed 
auction . Different types of content items are ranked by bid , 
a likelihood of selection or viewing , or a combination of the 
two , referred to herein as ECPI , or effective cost per impres 
sion , which is calculated for each content item by multiply 
ing the content item's bid by a likelihood that a particular 
user will select or view the content item . A content item from 
a CPM campaign will not have any such prediction ; thus , an 
ECPI for a content item from a CPM campaign is the 
campaign's bid . 
[ 0045 ] In an embodiment , a prediction of viewing a video 
of a video item ( or simply “ viewing a video item ” ) depends 
on how much of the video is viewed or presented to the user . 
For example , a video may need to be presented to a user for 
two seconds before considering the video viewed by the 
user . Other periods of time ( e.g. , three seconds or ten 
seconds ) may be followed . 
[ 0046 ] The presentation of a video may begin automati 
cally . For example , if three quarters of the video item is 
displayed ( or three quarters of the video playing area is 
displayed ) , then the video automatically begins playing . 
Alternatively , presentation of a video may occur only in 
response to user input , such as the user selecting a play 
button control , the user tapping ( with his / her finger on a 
touchscreen display ) the video item or an image that is 
displayed over the video item , or the user hovering a mouse 
over the video item . 

Logging Video Engagement 
[ 0047 ] In an embodiment , engagement with video items 
are logged . Video engagement is detected based on events 
generated when a video is presented on a client device . A 
client application ( such as a video player application , 
whether a native application or a web application ) generates 
an event when a video begins playing , when a user ( or 
entity ) interacts with the video by , for example , selecting a 
video control button ( e.g. , corresponding to unmute , play , or 
expand ) , and / or when a certain amount of video is presented 
( e.g. , the first two seconds , a quarter of the video , half of the 
video , three quarters of the video , and / or the entire video ) . 
Each generated video - related event includes data similar to 
a click data item , such as a member identifier , a client 
identifier , content item identifier , a timestamp ( indicating a 
date and / or time of day ) , channel type ( e.g. , mobile or 
desktop ) , location ( e.g. , feed , messaging , right rail ) , page 
identifier ( indicating a particular web page or application 
view / tab on which the video item was presented , for 
example , if not in the user's feed ) , and a type of interaction 
( e.g. , play , pause , unmute , collapse ) . A video - related event 
also includes which portion ( or an amount ) of video was 
presented , such as two seconds , a quarter of the video , half 
of the video , etc. Thus , a single client application may 
generate multiple video - related events regarding a particular 
video , such as one event indicating that the particular video 
began to play , another indicating that two seconds of the 
particular video was presented , another event indicating the 
midpoint of the particular video was presented , another 
event indicating that the user selected an unmute button , 
another event indicating that the user selected the expand 
button so that the particular video covered the entire screen 
of the user's device , and another event indicating that the 
entire video was presented on the user's device . 

[ 0049 ] In an embodiment , one or more machine learning 
techniques are used to train a prediction model for predicting 
whether a user ( or entity ) will perform an action relative to 
a video item . Examples actions include viewing the video 
item ( e.g. , where the video is automatically played ) , select 
ing the video item ( e.g. , to cause the video to be played ) , or 
selecting a particular video control button ( e.g. , a button to 
cause the video to be displayed full screen ) . 
[ 0050 ] Training data comprises multiple training 
instances . Each training instance is based on a log of one or 
more video - related events . A video - related event may be one 
where a user performed the action in question or one where 
the user did not perform the action in question . For example , 
if ( 1 ) the action is viewing a video item for two seconds , ( 2 ) 
a video - related event indicates that an impression occurred 
relative to a particular user and a particular video item , and 
( 3 ) there is no related event that indicates that the particular 
user viewed the particular video item ( even for two seconds ) 
as a result of the impression , then a training instance is 
created that indicates that the particular user did not perform 
the action relative to the particular video item . Thus , mul 
tiple video - related events are analyzed to generate such a 
" negative ” training instance . 
[ 0051 ] As another example , if ( 1 ) the action is viewing a 
video item for two seconds and ( 2 ) a video - related event 
indicates that a particular user viewed a particular video item 
for two seconds , then a training instance is created that 
indicates that the particular user performed the action rela 
tive to the particular video item . Thus , only a single video 
related event is analyzed in order to generate such a “ posi 
tive ” training instance . 
[ 0052 ] Each training instance includes numerous features , 
such as user features , video item features , contextual fea 
tures , and user - video item features . Examples of user fea 
tures include a job title of the user , industry in which the user 
works , current employer of the user , skills listed by the user 
in a user profile , number of connections of the user in an 
online social network , academic degrees earned by the user , 
academic institutions attended by the user , current residence 
( provided by the user ) , and a user selection rate of the user 
( e.g. , number of content items the user has selected in the 
past divided by the number of content items that have been 
presented to the user ) . 
[ 0053 ] Examples of video item features include identity of 
the corresponding content provider , performance of the 
corresponding content delivery campaign ( e.g. , user selec 
tion rate , number of clicks ) , performance of the specific 
video item ( if the campaign includes multiple content 
items ) , length of the video , textual features of any text of the 
video item , and actual video or images from the video . 
[ 0054 ] Examples of contextual features include time of 
day , day of week , type of user device , and operating system 
of the user device . 
[ 0055 ] User - video item features are cross features such as 
user segment X ( “ cross ” ) video topic , etc. 
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quality of the presentation . The quality metric is then used 
to modify the training instance that corresponds to the 
presentation . 
[ 0063 ] In an embodiment , a quality score is computed for 
a presentation of a video item as follows : 

indicates text missing or illegiblewhen filed 

[ 0056 ] Each training instance includes a label that indi 
cates whether the user performed the action in question ( e.g. , 
watching at least two seconds of the corresponding video or 
unmuted the volume of the corresponding video ) , as indi 
cated by one or more video - related events . A label value may 
be a 0 ( indicating that the corresponding user did not 
perform the action ) or 1 ( indicating that the corresponding 
user performed the action ) . 
[ 0057 ] Example machine learning techniques that may be 
used to train the machine learned model include linear 
regression , logistic regression , gradient boosting decision 
trees , Naïve Bayes , artificial neural network , support vector 
machines ( SVMs ) . Embodiments are not limited to any 
particular machine learning technique . 
[ 0058 ] After training a machine learned model based on 
the training data ( or a portion thereof ) , the machine learned 
model may be validated based a portion of the training data 
that was not used to train the model . If the model is accurate 
enough ( e.g. , precision and recall measurements are rela 
tively high ) , then the model may be used to make predictions 
of whether a user will perform the action in question ( i.e. , 
corresponding to the label in the training data ) . For each user 
that initiated a content request , a user / member identifier of 
the user is identified based on the content request and 
attributes of the user are identified . For each identified 
candidate content item ( in a content item selection event ) , 
attributes of the candidate content item and the attributes of 
the user are input to the machine learned model , which 
outputs a score that indicates a ( e.g. , a relative ) likelihood 
that the user will perform the action in question ( e.g. , 
watching two seconds ) relative to the candidate content 
item . 

where q , is the jth quantile completion ( e.g. , first quartile , 
midpoint , third quartile , and completion ) and I ( q ; = 1 if such 
a ( type of ) video - related event exists for the presentation . If 
ten quantile completions are tracked for each presentation of 
a video item , then the summation would be from j = 1 to j = 10 . 
Thus , for ten quantiles , there are ten possible types of events 
for each presentation . 
[ 0064 ] The probability p ( q ; ll ) is calculated for multiple 
presentations of one or more video items of length 1. For 
example , multiple video items are between thirty seconds 
and thirty - five seconds . If 10 % of the presentations of those 
video items resulted in q? , then p ( q , 11 ) = 10 % and if 8 % of the 
presentations of those video items resulted in 92 , then 
p ( q2 | 1 ) = 8 % . Some video items may be reflected more in the 
set of presentations than other video items . For example , a 
first thirty - second video item may have been presented 
twenty times while a second thirty - second video item may 
have been presented two hundred times . Therefore , if these 
are the only two video items from which to calculate p ( q ; ll ) 
for each possible value ofj , then the presentations associated 
with the second thirty - second video item will dominate the 
value of p ( q.11 ) . 
[ 0065 ] The lower the value of p ( q ; / 1 ) , the higher the value 
of I ( q ; ) / p ( q ; ll ) for a particular presentation where I ( q ; ) = 1 , 
and , therefore , the higher the quality score for the particular 
presentation . Conversely , the higher the value of p ( q ; / 1 ) , the 
lower the value of I ( q ; ) / p ( q ; ll ) for a particular presentation 
where I ( q ; ) = 1 , and , therefore , the lower the quality score for 
the particular presentation . However , even with a high value 
for p ( q ; ll ) ( and , thus , a relatively low value for a quality 
score ) , the weight of the corresponding training instance 
may still be higher than a training instance that did not result 
in any video - related events other than an impression event . 

Quality Metric of a Video Presentation 

Time Buckets 

[ 0059 ] Each training instance corresponds to a presenta 
tion ( or impression ) of a video item . Not all presentations of 
a video item are of equal value . For example , viewing the 
first half of the video of a video item is a stronger signal of 
interest than viewing the first two seconds of the video of the 
video item . As another example , a user skipping to the 
middle of a video item and viewing one second is not as 
strong of a signal of interest as the user viewing the first 
quartile of the video . Indeed , some views of different por 
tions of a video item are accidental . 
[ 0060 ] Determining that a user viewed a portion of a video 
item may be inferred based on events that are generated by 
the corresponding video player . For example , a video player 
may generate an event whenever a portion of the video item 
corresponding to a quartile marker ( i.e. , 25 % , 50 % or 
midpoint , 75 % , and 100 % ) is presented . ( Each of these 
quartile markers corresponds to a different type of event . ) 
Thus , an event indicating that a midpoint in a video item was 
presented does not necessarily mean that 50 % of the video 
item was presented . A user might have accidently skipped to 
the middle portion . 
[ 0061 ] As another example , a video player may generate 
an event whenever a portion of the video item corresponding 
to a minute increment is presented . Again , if an event 
indicating that a portion of the video at the three - minute 
mark was presented does not necessarily mean that the entire 
first three minutes of the video item was presented . 
[ 0062 ] Video - related events pertaining to a presentation 
are used to compute a quality metric indicating a measure of 

[ 0066 ] In an embodiment , a range of video lengths is 
associated with a time bucket and one or more video items 
whose video length falls within that range are , as a result , 
assigned to that time bucket . Some time buckets may have 
many video items assigned to them while other time buckets 
may have with relatively few video items assigned to them . 
For example , one hundred video items are assigned to a first 
time bucket and two video items are assigned to a second 
time bucket . 
[ 0067 ] Also , each time bucket may have a different abso 
lute time range . For example , one time bucket may be for 
video items whose length is between ten seconds and twenty 
seconds , while another time bucket may be for video items 
whose length is between four minutes and seven minutes . 
[ 0068 ] Thus , when calculating a quality score for a pre 
sentation of a video item ( and , therefore , a training instance 
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that corresponds to the presentation ) , a length of the video 
item is determined and mapped to a time bucket . Once video 
items are assigned to time buckets according to the length of 
the video items , a value of p ( q ; 11 ) for video items assigned 
to a time bucket is computed . Thus , at the time for calcu 
lating a quality score for the presentation of the video item , 
the time bucket may already be associated with multiple 
values of p ( q ; / 1 ) , one for each possible value of j . If there are 
four possible values of j , then four values of p ( q ; ll ) are 
computed for , and associated with , each time bucket . 
[ 0069 ] In a related embodiment , instead of p ( q ; 11 ) , the 
above quality score formula uses p ( q ; ) . In this way , there are 
no time buckets . Thus , in this embodiment , all video items 
are treated as if there is a single time bucket for purposes of 
computing p ( q ; ) . Thus , there is a single p ( q ; ) that is used to 
generate a quality score for each presentation of each video 
item . 
[ 0070 ] Alternatively , p ( q ) is computed on an individual 
video item basis . Thus , different video items are associated 
with different p ( q ; ) . Thus , the quality score for different 
video items are based on different values of p ( q ; ) . 

because there is no second event . Similarly , if only the fourth 
event is generated for a particular presentation , then the 
fourth event is discarded because there is no third event . 
[ 0074 ] In a related embodiment , if a particular video 
related event is a candidate for discarding , but the particular 
video - related event is followed by a subsequent video 
related event for the same presentation , then the particular 
video - related event is not discarded . The subsequent video 
related event indicates that the particular video - related event 
might not be accidental or unintentional . For example , given 
the above five possible video - related events , if only the first 
event , the third event , and fourth event are generated for a 
particular presentation , then the third event is not discarded 
because the fourth event follows the third event . 

Training Set Specific Quality Scores 

[ 0071 ] In an embodiment , p ( q ; 11 ) is calculated based on the 
training samples in a specific training set on which a 
particular prediction model is trained . Thus , p ( q ; ll ) may have 
one value for a particular j and a particular 1 based on the 
training samples in one training set , while p ( q ; 11 ) may have 
a different value for the same particular j and same particular 
1 based on the training samples in another training set . The 
values of p ( q ; ll ) may be different even if the same set of 
video items are reflected in both training sets because at least 
one training set will include one or more presentations that 
are not reflected in the other training set . 

Smoothing the Probabilities 
[ 0075 ] As noted above , some time buckets may have 
relatively few video items assigned thereto . Thus , the value 
of p ( q ; ll ) may be relatively " noisy . " 
[ 0076 ] In an embodiment , p ( q ; / l ) is “ smoothed ” by p ( q ; ) 
( which is not limited to video items of a particular length of 
length range ) using a smoothing technique . Embodiments 
are not limited to any particular smoothing technique . 
Example smoothing techniques include Bayesian smooth 
ing , Laplacian smoothing , and maximum a posteriori ( MAP ) 
estimation . Whatever smoothing technique is used , the 
greater the number of training instances that are assigned to 
bucket 1 , the more the effect that p ( q ; / 1 ) will have relative to 
p ( q ) on the denominator of the quality score function . In 
other words , in this scenario , p ( q ; ll ) will have a greater effect 
than p ( q ; ) on the denominator . Conversely , the fewer the 
number of training instances that are assigned to bucket 1 , 
the lesser the effect that p ( q ; ll ) will have relative to p ( q ) on 
the denominator of the quality score function . 

Discarding Video - Related Events Modifying a Training Instance 
[ 0077 ] A training instance may be modified based on a 
quality score in one of multiple ways . For example , modi 
fying a training instance may involve assigning a weight to 
the training instance . A value for a weight may be a value 
greater than or equal to zero . Thus , the value of a weight may 
be greater than one . For example , a training instance with a 
weight of two will be roughly equivalent to two training 
instances that are equivalent and that each have a weight of 
one . 

[ 0072 ] In an embodiment , one or more video - related 
events are discarded and not used for generating a quality 
metric of a presentation ( and , therefore , training instance ) . 
For example , if a user accidently skips to the middle portion 
of a video item , causing the video player to generate a 
video - related event for the midpoint of the video item , and 
then the user does not view any more of the video item , then 
that presentation of the video item to the user is similar to a 
typical presentation of a video item where no interactions 
with the video item were made . Thus , for example , the value 
of I ( q ; ) for that video - related event would be O instead of 1 . 
Other examples of interacting with a video item that might 
be accidental or unintentional include selecting the play 
button , a skip button , and a “ view later ” button . Such 
interactions may be inferred to be accidental or unintentional 
if the user immediately ceases to continue watching the 
video item . 
[ 0073 ] In an embodiment , a video - related event that logi 
cally would follow another video - related event that did not 
occur is automatically discarded . For example , if an entire 
video item is played , then five video - related events would be 
generated : a first event for the first two seconds , a second 
event for the first quartile , a third event for the midpoint , a 
fourth event for the third quartile , and a fifth event for the 
endpoint ( or at point within the last five or ten seconds ) . If 
only the first event and the third event are generated for a 
particular presentation , then the third event is discarded 

[ 0078 ] In this example where the weight of a training 
instance is modified , a positive training instance whose 
video was viewed ( e.g. , for two seconds ) but has not 
watched up to any quartile may have weight of one , similar 
to negative samples . For example , the weight of a positive 
training instance may be the sum of one and the quality score 
( e.g. , 1 + w ; ) . 
[ 0079 ] As another example , modifying a training instance 
may involve modifying the label of the training instance . For 
example , a negative label may be zero , while a positive label 
may be one . A label indicating a quality score ( e.g. , the 
corresponding presentation is associated with video - related 
events for the first and second quartiles ) may have a value 
greater than one , such as 1 + W ;. 

Example Process 
[ 0080 ] FIG . 2 is a flow diagram that depicts an example 
process 200 for modifying training data and leveraging a 
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events identified for the training instance . For example , if 
the quality score is defined according to the following 
formula : 

indicates text missingor illegiblewhen filed 

machine learned model that has been trained based on the 
modified training data , in an embodiment . 
[ 0081 ] At block 205 , multiple video - related events are 
received from multiple client devices ( e.g. , one or more of 
client devices 142-146 ) over a computer network ( e.g. , the 
Internet ) . Each video related event is generated by a client 
application executing on one of the client devices . Each 
video - related event may include a client device identifier 
( e.g. , IP address ) , a browser cookie , a mobile advertising 
identifier ( MAID ) , and / or an entity identifier , such as a 
member identifier or an encrypted version thereof . Some of 
the video - related events indicate that an impression of a 
video item occurred . Others of the video - related events 
indicate a type of engagement of a video item . For example , 
a first event indicates a first type engagement ( e.g. , the first 
two seconds of the video being presented ) and a second 
event indicates a second type of engagement ( e.g. , the first 
half of the video being presented ) that is different than the 
first type of engagement . Thus , the client application detects 
which portion ( or how much ) of a video item is presented on 
a screen of the corresponding client device and generates an 
event indicating that a certain portion or ( e.g. , threshold ) 
amount has been presented . 
[ 0082 ] At block 210 , training data is generated based on 
the video - related events . Each training instance corresponds 
to a single entity and indicates whether a particular action 
was performed ( which may be different than one or more of 
the different types of engagement ) relative to a particular 
video item . Each training instance also includes entity 
specific features of the entity corresponding to the training 
instance . Each training instance may also include video 
specific features . 
[ 0083 ] At block 215 , a training instance is selected . At the 
first iteration of block 215 , the training instance that is 
selected may be the first positive training instance in a 
training set . Alternatively , the training instance is a ran 
domly selected positive training instance from the training 
set . Negative training instances ( or instances corresponding 
to presentations in which a minimum portion of the video 
item was not presented ) may be skipped or not considered in 

then , for each video - related event that corresponds to a 
quartile j , a p ( q ; ll ) ( or p ( q ; ) ) is determined and the result of 
I ( q ; ) / p ( q ; / 1 ) ( or 1 ( 4 , ) / p ( q ; ) ) is generated . Thus , if there are two 
video - related events associated with the training instance 
and one corresponds to j = 1 and another corresponds to j = 3 , 
then p ( q?ll ) is determined , p ( q3 | 1 ) is determined , 1 / p ( q? / 1 ) is 
computed , 1 / p ( qs / l ) is computed , and the sum of 1 / p ( 9,11 ) 
and 1 / p ( 23/1 ) is computed . The sum is the quality score for 
the training instance . In a related embodiment , the event 
corresponding to j = 3 is discarded since that event was not 
preceded by an event corresponding to j = 2 . Thus , 1 / p ( 23/1 ) 
is not computed or used to generate the quality score . 
[ 0088 ] At block 230 , the quality score is used to modify 
the training instance . For example , a weight of the training 
instance is replaced by the quality score ( w ) or increased by 
the sum of one and the quality score ( i.e. , 1 + w ) . As another 
example , a label of the training instance is replaced by the 
quality score or is increased by the sum of one and the 
quality score . 
[ 0089 ] At block 235 , it is determined whether there are 
any more positive training instances to process . If so , 
process 200 returns to block 215 ; otherwise , process 200 
proceeds to block 240 . 
[ 0090 ] At block 240 , one or more machine learning tech 
niques are used to train a machine learned model based on 
the training data , at least some of the training instances of 
which have been modified by the corresponding quality 
scores . Examples of supervised machine learning algorithms 
include linear regression , logistic regression , decision tree , 
Naïve Bayes , random forest , and gradient boosting . 
[ 0091 ] At block 245 , a content request is received . The 
content request is initiated by a client device ( e.g. , client 
device 144 ) that interacts with a publisher system ( e.g. , 
publisher system 130 ) , causing a content request to be 
transmitted ( over a computer network ) to content delivery 
system 120. The content request is for one or more content 
items . 
[ 0092 ] At block 250 , in response to receiving the content 
request , multiple entity feature values are identified for a 
particular entity ( e.g. , a user ) that is associated with ( or 
initiated ) the content request . The content request may 
include an entity identifier , which is used to look up the 
entity feature values . Two or more of the entity feature 
values correspond to two or more of the types of engage 
ments . Such entity feature values may be calculated on the 
fly or may be pre - computed values that are retrieved from 
storage . 
[ 0093 ] At block 255 , a prediction is generated by inputting 
the identified entity feature values into the machine learned 
model . One or more feature values that are input to the 
machine learned model may be video - specific features of a 
candidate video item . Thus , block 255 may repeat for each 
candidate video item that is identified as relevant to the 

process 200 . 
[ 0084 ] At block 220 , it is determined whether one or more 
video - related events are associated with the training 
instance . In block 220 , the video - related events that are 
analyzed are more than impression events that indicates that 
a minimum portion ( e.g. , the first two seconds ) of a video 
item was presented to a user . Examples of a video - related 
event is an event that is generated after a certain lapse of 
time ( e.g. , thirty seconds ) of presenting a video item and an 
event that is generated after a video portion at a quartile 
marker ( e.g. , 25 % quartile ) was presented . 
[ 0085 ] A video - related event may be identified as being 
associated with the training instance if both are associated 
with a common identifier or set of common identifiers , such 
as a content item selection event identifier or a combination 
of a device or browser identifier , a content item identifier , 
and a timestamp . 
[ 0086 ] If the determination in block 220 is positive , then 
process 200 proceeds to block 225 ; otherwise , process 200 
returns to block 215 , where another training instance is 
selected . 
[ 0087 ] At block 225 , a quality score is generated for the 
training instance based on the one or more video - related 
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particular entity . The prediction may represent a likelihood 
that the particular entity will view or select the candidate 
video item . 
[ 0094 ] At block 260 , a particular video item that includes 
video is selected , from among multiple candidate video 
items , based on the prediction ( s ) . For example , the candidate 
video item that is associated with the highest score is 
selected . Block 260 may involve selecting multiple candi 
date video items , each being assigned to a different slot 
within a webpage , a feed , or other web content . The order in 
which the multiple candidate video items will be presented 
is based on their respective predictions , or scores generated 
by the machine learned model . 
[ 0095 ] At block 265 , the particular video item is transmit 
ted ( over a computer network ) to the client device that 
initiated the content request . For example , content delivery 
system 120 transmits , to the client device , a Uniform 
Resource Locator ( URL ) that identifies the particular video 
item . The client device then uses the URL to request ( over 
a computer network ) the particular video item ( or at least 
one or a few frames of the particular video item ) from a 
remote server that hosts the particular video item . As another 
example , content delivery system 120 transmits the particu 
lar video item ( or a few frames thereof ) directly to the client 
device . 
[ 0096 ] If block 260 involves selecting multiple candidate 
video items , then block 265 involves transmitting multiple 
video items , or multiple references . The number of video 
items that are ultimately presented on the client device may 
depend on the size of the display screen of the client device 
and / or how far the user scrolls through a feed or a webpage 
that includes video items . For example , even though ten 
candidate video items are selected , only five are ultimately 
presented in an online feed because only two content items 
are able to be presented at once in the feed and the user 
scrolls down the online feed to view only a few more content 
items . 

coupled with bus 302 for processing information . Hardware 
processor 304 may be , for example , a general purpose 
microprocessor . 
[ 0099 ] Computer system 300 also includes a main 
memory 306 , such as a random access memory ( RAM ) or 
other dynamic storage device , coupled to bus 302 for storing 
information and instructions to be executed by processor 
304. Main memory 306 also may be used for storing 
temporary variables or other intermediate information dur 
ing execution of instructions to be executed by processor 
304. Such instructions , when stored in non - transitory storage 
media accessible to processor 304 , render computer system 
300 into a special - purpose machine that is customized to 
perform the operations specified in the instructions . 
[ 0100 ] Computer system 300 further includes a read only 
memory ( ROM ) 308 or other static storage device coupled 
to bus 302 for storing static information and instructions for 
processor 304. A storage device 310 , such as a magnetic 
disk , optical disk , or solid - state drive is provided and 
coupled to bus 302 for storing information and instructions . 
[ 0101 ] Computer system 300 may be coupled via bus 302 
to a display 312 , such as a cathode ray tube ( CRT ) , for 
displaying information to a computer user . An input device 
314 , including alphanumeric and other keys , is coupled to 
bus 302 for communicating information and command 
selections to processor 304. Another type of user input 
device is cursor control 316 , such as a mouse , a trackball , or 
cursor direction keys for communicating direction informa 
tion and command selections to processor 304 and for 
controlling cursor movement on display 312. This input 
device typically has two degrees of freedom in two axes , a 
first axis ( e.g. , x ) and a second axis ( e.g. , y ) , that allows the 
device to specify positions in a plane . 
[ 0102 ] Computer system 300 may implement the tech 
niques described herein using customized hard - wired logic , 
one or more ASICs or FPGAs , firmware and / or program 
logic which in combination with the computer system causes 
or programs computer system 300 to be a special - purpose 
machine . According to one embodiment , the techniques 
herein are performed by computer system 300 in response to 
processor 304 executing one or more sequences of one or 
more instructions contained in main memory 306. Such 
instructions may be read into main memory 306 from 
another storage medium , such as storage device 310. Execu 
tion of the sequences of instructions contained in main 
memory 306 causes processor 304 to perform the process 
steps described herein . In alternative embodiments , hard 
wired circuitry may be used in place of or in combination 
with software instructions . 
[ 0103 ] The term " storage media ” as used herein refers to 
any non - transitory media that store data and / or instructions 
that cause a machine to operate in a specific fashion . Such 
storage media may comprise non - volatile media and / or 
volatile media . Non - volatile media includes , for example , 
optical disks , magnetic disks , or solid - state drives , such as 
storage device 310. Volatile media includes dynamic 
memory , such as main memory 306. Common forms of 
storage media include , for example , a floppy disk , a flexible 
disk , hard disk , solid - state drive , magnetic tape , or any other 
magnetic data storage medium , a CD - ROM , any other 
optical data storage medium , any physical medium with 
patterns of holes , a RAM , a PROM , and EPROM , a FLASH 
EPROM , NVRAM , any other memory chip or cartridge . 

Hardware Overview 

[ 0097 ] According to one embodiment , the techniques 
described herein are implemented by one or more special 
purpose computing devices . The special - purpose computing 
devices may be hard - wired to perform the techniques , or 
may include digital electronic devices such as one or more 
application - specific integrated circuits ( ASICs ) or field pro 
grammable gate arrays ( FPGAs ) that are persistently pro 
grammed to perform the techniques , or may include one or 
more general purpose hardware processors programmed to 
perform the techniques pursuant to program instructions in 
firmware , memory , other storage , or a combination . Such 
special - purpose computing devices may also combine cus 
tom hard - wired logic , ASICs , or FPGAs with custom pro 
gramming to accomplish the techniques . The special - pur 
pose computing devices may be desktop computer systems , 
portable computer systems , handheld devices , networking 
devices or any other device that incorporates hard - wired 
and / or program logic to implement the techniques . 
[ 0098 ] For example , FIG . 3 is a block diagram that illus 
trates a computer system 300 upon which an embodiment of 
the invention may be implemented . Computer system 300 
includes a bus 302 or other communication mechanism for 
communicating information , and a hardware processor 304 
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[ 0104 ] Storage media is distinct from but may be used in 
conjunction with transmission media . Transmission media 
participates in transferring information between storage 
media . For example , transmission media includes coaxial 
cables , copper wire and fiber optics , including the wires that 
comprise bus 302. Transmission media can also take the 
form of acoustic or light waves , such as those generated 
during radio - wave and infra - red data communications . 
[ 0105 ] Various forms of media may be involved in carry 
ing one or more sequences of one or more instructions to 
processor 304 for execution . For example , the instructions 
may initially be carried on a magnetic disk or solid - state 
drive of a remote computer . The remote computer can load 
the instructions into its dynamic memory and send the 
instructions over a telephone line using a modem . A modem 
local to computer system 300 can receive the data on the 
telephone line and use an infra - red transmitter to convert the 
data to an infra - red signal . An infra - red detector can receive 
the data carried in the infra - red signal and appropriate 
circuitry can place the data on bus 302. Bus 302 carries the 
data to main memory 306 , from which processor 304 
retrieves and executes the instructions . The instructions 
received by main memory 306 may optionally be stored on 
storage device 310 either before or after execution by 
processor 304 . 
[ 0106 ] Computer system 300 also includes a communica 
tion interface 318 coupled to bus 302. Communication 
interface 318 provides a two - way data communication cou 
pling to a network link 320 that is connected to a local 
network 322. For example , communication interface 318 
may be an integrated services digital network ( ISDN ) card , 
cable modem , satellite modem , or a modem to provide a data 
communication connection to a corresponding type of tele 
phone line . As another example , communication interface 
318 may be a local area network ( LAN ) card to provide a 
data communication connection to a compatible LAN . Wire 
less links may also be implemented . In any such implemen 
tation , communication interface 318 sends and receives 
electrical , electromagnetic or optical signals that carry digi 
tal data streams representing various types of information . 
[ 0107 ] Network link 320 typically provides data commu 
nication through one or more networks to other data devices . 
For example , network link 320 may provide a connection 
through local network 322 to a host computer 324 or to data 
equipment operated by an Internet Service Provider ( ISP ) 
326. ISP 326 in turn provides data communication services 
through the world wide packet data communication network 
now commonly referred to as the “ Internet ” 328. Local 
network 322 and Internet 328 both use electrical , electro 
magnetic or optical signals that carry digital data streams . 
The signals through the various networks and the signals on 
network link 320 and through communication interface 318 , 
which carry the digital data to and from computer system 
300 , are example forms of transmission media . 
[ 0108 ] Computer system 300 can send messages and 
receive data , including program code , through the network 
( s ) , network link 320 and communication interface 318. In 
the Internet example , a server 330 might transmit a 
requested code for an application program through Internet 
328 , ISP 326 , local network 322 and communication inter 
face 318 . 
[ 0109 ] The received code may be executed by processor 
304 as it is received , and / or stored in storage device 310 , or 
other non - volatile storage for later execution . 

[ 0110 ] In the foregoing specification , embodiments of the 
invention have been described with reference to numerous 
specific details that may vary from implementation to imple 
mentation . The specification and drawings are , accordingly , 
to be regarded in an illustrative rather than a restrictive 
sense . The sole and exclusive indicator of the scope of the 
invention , and what is intended by the applicants to be the 
scope of the invention , is the literal and equivalent scope of 
the set of claims that issue from this application , in the 
specific form in which such claims issue , including any 
subsequent correction . 
What is claimed is : 
1. A method comprising : 
identifying training data that is generated based on video 

presentation data that indicates a plurality of video 
items were presented to a plurality of entities ; 

wherein the training data comprises a plurality of training 
instances , each of which indicates a presentation of at 
least a portion of a video item to an entity in the 
plurality of entities ; 

for each training instance in a subset of the plurality of 
training instances : 
computing a quality metric of the presentation of the 

video item indicated in said each training instance ; 
modifying said each training instance based on the 

quality metric , wherein modifying said each training 
instance comprises : 
adding a weight , that is based on the quality metric , 

to said each training instance , or 
modifying a label of said each training instance 

based on the quality metric ; 
after modifying one or more training instances in the 

plurality of training instances , training a model using 
one or more machine learning techniques ; 

in response to a content request , using the model to 
determine whether to transmit a particular video item 
over a computer network to a computing device of a 
particular entity ; 

wherein the method is performed by one or more com 
puting devices . 

2. The method of claim 1 , further comprising : 
identifying a plurality of video - related events indicating 

that video items were presented to entities , wherein the 
plurality of video - related events includes ( 1 ) a first 
video - related event indicating that a portion of a first 
video item was presented to a first entity and ( 2 ) a 
second video - related event indicating that a portion of 
a second video item was presented to a second entity ; 

based on the plurality of video - related events , generating 
a probability of a particular type of event ; 

wherein computing the quality metric of said each train 
ing instance is based on the probability . 

3. The method of claim wherein the probability is based 
on only video - related events that pertain to the plurality of 
training instances . 

4. The method of claim 2 , wherein the particular type of 
event is viewing a particular quantile of a video item . 

5. The method of claim 2 , further comprising : 
assigning the plurality of video items to a plurality of time 

buckets , wherein assigning comprises , for each video 
item of the plurality of video items : 
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determining a video length of said each video item ; 
assigning said each video item to a time bucket , of the 

plurality of time buckets , that is associated with the 
video length ; 

wherein , after the plurality of video items are assigned to 
the plurality of time buckets , the plurality of time 
buckets includes ( 1 ) a first time bucket that is associ 
ated with a first subset of the plurality of video items 
and ( 2 ) a second time bucket that is associated with a 
second subset of the plurality of video items ; 

wherein the plurality of training instances is a first plu 
rality of training instances that pertain to the first subset 
of the plurality of video items ; 

wherein a second plurality of training instances pertain to 
the second subset of the plurality of video items ; 

wherein generating the probability is based on the first 
plurality of training instances and not the second plu 
rality of training instances . 

6. The method of claim 2 , further comprising : 
generating a plurality of probabilities , one for each event 

of multiple types of events that includes the particular 
type of event ; 

wherein computing the quality metric of said each train 
ing instance is based on the plurality of probabilities . 

7. The method of claim 6 , wherein computing the quality 
metric of the presentation comprises determining , for each 
event of the multiple events , a ratio of ( 1 ) an indication of 
whether said each event occurred during the presentation of 
the video item and ( 2 ) a certain probability of the plurality 
of probabilities . 

8. The method of claim 1 , wherein using the model 
comprises : 

in response to receiving a content request : 
determining an identity of the particular entity that 

initiated the content request ; 
based on the identity , identifying a plurality of candi 

date video items for presentation to the particular 
entity ; 

identifying a first plurality of feature values of the 
particular entity ; 

for each candidate video item in the plurality of can 
didate video items : 
identifying a second plurality of feature values asso 

ciated with said each candidate video item ; 
inserting the first plurality of feature values and the 

second plurality of feature values into the model to 
generate a score for said each candidate video 
item ; 

based on the score for each candidate video item in the 
plurality of candidate video items , selecting the 
particular video item ; 

causing the particular video item to be transmitted over 
the computer network to the computing device of the 
particular entity . 

9. The method of claim 1 , further comprising : 
receiving , from a first computing device , first video 

related event that indicates that a first portion of a first 
video item of the plurality of video items was presented 
on the first computing device ; 

receiving , from the first computing device , second video 
related event that indicates that a second portion , of the 
first video item , that is different than the first portion , 
was presented on the first computing device ; 

wherein the video presentation data includes the first 
video - related event and the second video related event . 

10. A method comprising : 
identifying training data that is generated based on video 

presentation data that indicates a plurality of video 
items were presented to a plurality of entities ; 

wherein the training data comprises a plurality of training 
instances , each of which indicates a presentation of at 
least a portion of a video item to an entity in the 
plurality of entities ; 

for each training instance in a subset of the plurality of 
training instances : 
computing a quality metric of the presentation of the 

video item indicated in said each training instance ; 
modifying said each training instance based on the 

quality metric ; 
after modifying one or more training instances in the 

plurality of training instances , training a model using 
one or more machine learning techniques ; 

in response to a content request , using the model to 
determine whether to transmit a particular video item 
over a computer network to a computing device of a 
particular entity ; 

wherein the method is performed by one or more com 
puting devices . 

11. One or more storage media storing instructions which , 
when executed by one or more processors , cause : 

identifying training data that is generated based on video 
presentation data that indicates a plurality of video 
items were presented to a plurality of entities ; 

wherein the training data comprises a plurality of training 
instances , each of which indicates a presentation of at 
least a portion of a video item to an entity in the 
plurality of entities ; 

for each training instance in a subset of the plurality of 
training instances : 
computing a quality metric of the presentation of the 

video item indicated in said each training instance ; 
modifying said each training instance based on the 

quality metric , wherein modifying said each training 
instance comprises : 
adding a weight , that is based on the quality metric , 

to said each training instance ; or 
modifying a label of said each training instance 

based on the quality metric 
after modifying one or more training instances in the 

plurality of training instances , training a model using 
one or more machine learning techniques ; 

in response to a content request , using the model to 
determine whether to transmit a particular video item 
over a computer network to a computing device of a 
particular entity . 

12. The one or more storage media of claim 11 , wherein 
modifying said each training instance comprises adding the 
weight , that is based on the quality metric , to said each 
training instance . 

13. The one or more storage media of claim 11 , wherein 
the instructions , when executed by the one or more proces 
sors , further cause : 

identifying a plurality of video - related events indicating 
that video items were presented to entities , wherein the 
plurality of video - related events includes ( 1 ) a first 
video - related event indicating that a portion of a first 
video item was presented to a first entity and ( 2 ) a 
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second video - related event indicating that a portion of 
a second video item was presented to a second entity ; 

based on the plurality of video - related events , generating 
a probability of a particular type of event ; 

wherein computing the quality metric of said each train 
ing instance is based on the probability . 

14. The one or more storage media of claim 13 , wherein 
the probability is based on only video - related events that 
pertain to the plurality of training instances . 

15. The one or more storage media of claim 13 , wherein 
the particular type of event is viewing a particular quantile 
of a video item . 

16. The one or more storage media of claim 13 , wherein 
the instructions , when executed by the one or more proces 
sors , further cause : 

assigning the plurality of video items to a plurality of time 
buckets , wherein assigning comprises , for each video 
item of the plurality of video items : 
determining a video length of said each video item ; 
assigning said each video item to a time bucket , of the 

plurality of time buckets , that is associated with the 
video length ; 

wherein , after the plurality of video items are assigned to 
the plurality of time buckets , the plurality of time 
buckets includes ( 1 ) a first time bucket that is associ 
ated with a first subset of the plurality of video items 
and ( 2 ) a second time bucket that is associated with a 
second subset of the plurality of video items ; 

wherein the plurality of training instances is a first plu 
rality of training instances that pertain to the first subset 
of the plurality of video items ; 

wherein a second plurality of training instances pertain to 
the second subset of the plurality of video items ; 

wherein generating the probability is based on the first 
plurality of training instances and not the second plu 
rality of training instances . 

17. The one or more storage media of claim 13 , wherein 
the instructions , when executed by the one or more proces 
sors , further cause : 

generating a plurality of probabilities , one for each event 
of multiple types of events that includes the particular 
type of event ; 

wherein computing the quality metric of said each train 
ing instance is based on the plurality of probabilities . 

18. The one or more storage media of claim 17 , wherein 
computing the quality metric of the presentation comprises 
determining , for each event of the multiple events , a ratio of 
( 1 ) an indication of whether said each event occurred during 
the presentation of the video item and ( 2 ) a certain prob 
ability of the plurality of probabilities . 

19. The one or more storage media of claim 11 , wherein 
using the model comprises : 

in response to receiving a content request : 
determining an identity of the particular entity that 

initiated the con request ; 
based on the identity , identifying a plurality of candi 

date video items for presentation to the particular 
entity ; 

identifying a first plurality of feature values of the 
particular entity ; 

for each candidate video item in the plurality of can 
didate video items : 
identifying a second plurality of feature values asso 

ciated with said each candidate video item ; 
inserting the first plurality of feature values and the 

second plurality of feature values into the model to 
generate a score for said each candidate video 
item ; 

based on the score for each candidate video item in the 
plurality of candidate video items , selecting the 
particular video item ; 

causing the particular video item to be transmitted over 
the computer network to the computing device of the 
particular entity . 

20. The one or more storage media of claim 11 , wherein 
the instructions , when executed by the one or more proces 
sors , further cause : 

receiving , from a first computing device , first video 
related event that indicates that a first portion of a first 
video item of the plurality of video items was presented 
on the first computing device ; 

receiving , from the first computing device , second video 
related event that indicates that a second portion , of the 
first video item , that is different than the first portion , 
was presented on the first computing device ; 

wherein the video presentation data includes the first 
video - related event and the second video related event . 

* * * 


