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(57) ABSTRACT 

A system for historizing process control data. A configurator 
module registers a data source device with a historian server 
and indicates to the historian server to generate data source 
registration information for identifying the registered data 
Source device. The historian server generates and stores the 
data source registration information. The historian server also 
generates a connection token comprising the data source reg 
istration information. The configurator module forwards the 
connection token to the data source device, which stores the 
token and sends it to the historian server with data. The 
historian server compares the connection token received from 
the data source device to the connection token stored by the 
historian server, wherein if they match, the historian server 
stores the data from data source device. 
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DISTRIBUTED HISTORIZATION SYSTEM 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims priority of Naryzhny et al., 
U.S. provisional application Ser. No. 61/988,731 filed on 
May 5, 2014, entitled “Distributed Historization System.” 
The entire contents of the above identified application are 
expressly incorporated herein by reference, including the 
contents and teachings of any references contained therein. 
0002 This application claims priority of Madden et al., 
U.S. provisional application Ser. No. 62/092,051 filed on 
Dec. 15, 2014, entitled “Data Upload Security in a Historiza 
tion System.” The entire contents of the above identified 
application are expressly incorporated herein by reference, 
including the contents and teachings of any references con 
tained therein. 

BACKGROUND 

0003 Aspects of the present invention generally relate of 
the fields of networked computerized industrial control, auto 
mation systems and networked computerized systems uti 
lized to monitor, log, and display relevant manufacturing/ 
production events and associated data, and Supervisory level 
control and manufacturing information systems. Such sys 
tems generally execute above a regulatory control layer in a 
process control system to provide guidance to lower level 
control elements such as, by way of example, programmable 
logic controllers or distributed control systems (DCSs). Such 
systems are also employed to acquire and manage historical 
information relating to processes and their associated out 
puts. More particularly, aspects of the present invention relate 
to systems and methods for storing and preserving gathered 
data and ensuring that the stored data is accessible when 
necessary. “Historization' is a vital task in the industry as it 
enables analysis of past data to improve processes. 
0004 Typical industrial processes are extremely complex 
and receive Substantially greater Volumes of information than 
any human could possibly digest in its raw form. By way of 
example, it is not unheard of to have thousands of sensors and 
control elements (e.g., valve actuators) monitoring/control 
ling aspects of a multi-stage process within an industrial 
plant. These sensors are of varied type and report on varied 
characteristics of the process. Their outputs are similarly 
varied in the meaning of their measurements, in the amount of 
data sent for each measurement, and in the frequency of their 
measurements. As regards the latter, for accuracy and to 
enable quick response, some of these sensors/control ele 
ments take one or more measurements every second. Multi 
plying a single sensor/control element by thousands of sen 
sors/control elements (a typical industrial control 
environment) results in an overwhelming Volume of data 
flowing into the manufacturing information and process con 
trol system. Sophisticated data management and process 
visualization techniques have been developed to store and 
maintain the large Volumes of data generated by Such system. 
0005. It is a difficult but vital task to ensure that the process 

is running efficiently. An aspect of the present invention is a 
system that stores data from multiple sources and enables 
access to the data in multiple locations and forms. The system 
simplifies and streamlines a users ability to access and ana 
lyze data from any location connected to the system. Further, 
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the system maintains a granular system of user access control 
and advanced data visualization methods. 

SUMMARY 

0006 Aspects of the present invention relate to a system 
that stores data from data sources on a server and enables 
access to the data stored on the server. The system simplifies 
and streamlines a users ability to access and analyze data 
from any location connected to the system. Further, the sys 
tem maintains a granular system of user access control and 
data source registration methods. 
0007. In one form, a system historizes process control 
data. The system has a data source device and a configurator 
module connected to a historian server. The configurator 
module connects to the historian server. The configurator 
module registers the data source device with the historian 
server. The historian server registers the data source device as 
indicated by the configurator module. The configurator mod 
ule indicates to the historian server to generate data source 
registration information for identifying the registered data 
Source device. The historian server generates the data source 
registration information for identifying the registered data 
Source device as indicated by the configurator module. The 
historian server stores the data source registration informa 
tion. The historian server generates a connection token com 
prising the data source registration information. The historian 
server sends the connection token to the configurator module. 
The configurator module receives the connection token from 
the historian server. The configurator module saves the con 
nection token. The configurator module forwards the connec 
tion token to the data source device. The data source device 
receives the connection token from the configurator module. 
The data source device stores the connection token. The data 
Source device sends data and the connection token to the 
historian server. The historian server compares the connec 
tion token received from the data source device to the con 
nection token stored by the historian server, wherein if the 
connection token received from the data source device and the 
connection token stored by the historian server are found to 
match, the historian server stores the data from data source 
device. 

0008. In another form, a method is provided. 
0009. Other features will be in part apparent and in part 
pointed out hereinafter. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0010 FIG. 1 is a diagram detailing an architecture of a 
historian system according to an embodiment of the inven 
tion. 

0011 FIG. 2 is an exemplary diagram of a historization 
workflow performed by the system of FIG. 1. 
0012 FIG. 3 is an exemplary diagram of the structure of 
the system of FIG. 1. 
0013 FIG. 4 is an exemplary sequence diagram of the 
registration of a data source device and uploading of data 
from the data source device to the historian. 
0014 FIG. 5 is an exemplary sequence diagram illustrat 
ing how user authentication is done in the system of FIG. 1 
using an active directory. 
0015 FIG. 6 is an exemplary sequence diagram illustrat 
ing user authentication in the system of FIG. 1 including 
SAML to JWT token conversion. 
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0016 Corresponding reference characters indicate corre 
sponding parts throughout the drawings. 

DETAILED DESCRIPTION 

0017 Referring to FIG. 1, a distributed historian system, 
generally indicated at 100, enables users to log into the sys 
tem to easily view relationships between various data, even if 
the data is stored in different data sources. The historian 
system 100 can store and use data from various locations and 
facilities and use cloud storage technology to ensure that all 
the facilities are connected to all the necessary data. The 
system 100 forms connections with configurators 102, data 
collectors 104, and user devices 106 on which the historian 
data can be accessed. The configurators 102 are modules that 
may be used by system administrators to configure the func 
tionality of the historian system 100. The data collectors 104 
are modules that connect to and monitor hardware in the 
process control system to which the historian system 100 is 
connected. The data collectors 104 and configurators 102 
may be at different locations throughout the process control 
system. The user devices 106 comprise devices that are geo 
graphically distributed, enabling historian data from the sys 
tem 100 to be accessed from various locations across a coun 
try or throughout the world. 
0018. In an embodiment, historian system 100 stores a 
variety of types of information in storage accounts 108. This 
information includes configuration data 110, raw time-series 
binary data 112, tag metadata 114, and diagnostic log data 
116. The storage accounts 108 may be organized to use table 
storage or other configuration, Such as page blobs. 
0019. In an embodiment, historian system 100 is accessed 
via web role instances. As shown, configurators 102 access 
configurator web role instances 124. And data collectors 104 
access client access point web role instances 118. Online web 
role instances 120 are accessed by the user devices 106. The 
configurators 102 share configuration data and registration 
information with the configurator web role instances 124. The 
configuration data and registration information is stored in 
the storage accounts 108 as configuration data 110. The data 
collectors 104 share tag metadata and raw time-series data 
with the client access point web role instances 118. The raw 
time-series data is shared with storage worker role instances 
126 and then stored as raw time-series binary data 112 in the 
storage accounts 108. The tag metadata is shared with meta 
data server worker role instances 128 and stored as tag meta 
data 114 in the storage accounts 108. The storage worker role 
instances 126 and metadata server worker role instances 128 
send raw time-series data and tag metadata to retrieval worker 
role instances 130. The raw time-series data and tag metadata 
is converted into time-series data and sent to the online web 
role instances 120 via data retrieval web role instances 122. 
Users using the user devices 106 receive the time-series data 
from the online web role instances 120. 

0020 FIG.2 describes a workflow 200 for historizing data 
according to the described system. The Historian Client 
Access Layer (HCAL) 202 is a client side module used by the 
client to communicate with historian system 100. The HCAL 
202 can be used by one or more different clients for transmit 
ting data to historian system 100. The data to be sent 208 
comes into the HCAL 202 and is stored in an active buffer 
210. The active buffer 210 has a limited size. When the active 
buffer is full 214, the active buffer is “flushed 216, meaning 
it is cleared of the data and the data is sent to historian 100. 
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There is also a flush timer 212 which will periodically cause 
the data to be sent from the active buffer 210, even if the active 
buffer 210 is not yet full. 
0021 When historizing 226, the data may be sent to a 
historian that is on premises 204 or a historian that stores data 
in the cloud 206 (step 228). The HCAL 202 treats each type of 
historian in the same way. However, the types of historians 
may store the data in different ways. In an embodiment, the 
on-premises historian 204 historizes the data by storing the 
data as files in history blocks 230. The cloud historian 206 
historizes the data by storing the data in page blobs 232, 
which enable optimized random read and write operations. 
0022. In the event that the connection between HCAL 202 
and the historian 204 or 206 is not working properly, the 
flushed data from the active buffer 210 is sent to a store 
forward module 220 on the client (step 218). The data is 
stored 222 in the store forward module 220 in the form of 
snapshots written to store forward blocks 224 until the con 
nection to the historian is functional again and the data can be 
properly transmitted. The store forward module 220 may also 
get rid of data after a certain period of time or when it is full. 
In those cases, it will send an error to the system to indicate 
that data is not being retained. 
0023 FIG. 3 is a diagram 300 displaying the historization 
system structure in a slightly different way from FIG. 2. An 
HCAL 306 is hosted on an application server computer 302 
and connected to a historian computer 304 and a store forward 
process 308. The HCAL306 connects to the historianthrough 
a server side module known as the Historian Client Access 
Point (HCAP)312. The HCAP312 has a variety of functions, 
including sending data received from HCAL 306 to be stored 
in history blocks 320. The HCAP 312 also serves to report 
statistics to a configuration service process 314 and retrieve 
historian data from a retrieval service process 318. 
(0024. The HCAL 306 connects to the store forward pro 
cess 308 through a storage engine used to control the store 
forward process. The Storage Engine enables the HCAL 306 
to store and retrieve snapshots and metadata 310 of the data 
being collected and sent to the historian. In an embodiment, 
the store forward process 308 on the application server com 
puter 302 is a child Storage Engine process 308 related to a 
main Storage Engine process 316 running on the historian 
computer 304. 
0025. In addition, HCAL 306 provides functions to con 
nect to the historian computer 304 either synchronously or 
asynchronously. On Successful call of the connection func 
tion, a connection handle is returned to client. The connection 
handle can then be used for other subsequent function calls 
related to this connection. The HCAL 306 allows its client to 
connect to multiple historians. In an embodiment, an "Open 
Connection' function is called for each historian. Each call 
returns different connection handle associated with the con 
nection. The HCAL 306 is responsible for establishing and 
maintaining the connection to the historian computer 304. 
While connected, HCAL 306 pings the historian computer 
304 periodically to keep the connection alive. If the connec 
tion is broken, HCAL 306 will also try to restore the connec 
tion periodically. 
0026. In an embodiment, HCAL 306 connects to the his 
torian computer 304 synchronously. The HCAL306 returns a 
valid connection handle for a synchronous connection only 
when the historian computer 304 is accessible and other 
requirements such as authentication are met. 
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0027. In an embodiment, HCAL 306 connects to the his 
torian computer 304 asynchronously. Asynchronous connec 
tion requests are configured to return a valid connection 
handle even when the historian 304 is not accessible. Tags and 
data can be sent immediately after the connection handle is 
obtained. When disconnected from the historian computer 
304, they will be stored in the HCAL's local cache while 
HCAL 306 tries to establish the connection. 
0028. In an embodiment, multiple clients connect to the 
same historian computer 304 through one instance of HCAL 
306. An application engine has a historian primitive sending 
data to the historian computer 304 while an object script can 
use the historian software development kit (SDK) to commu 
nicate with the same historian 304. Both are accessing the 
same HCAL 306 instance in the application engine process. 
These client connections are linked to the same server object. 
HCAL Parameters common to the destination historian, such 
as those for store forward, are shared among these connec 
tions. To avoid conflicts, certain rules have to be followed. 
0029. In the order of connections made, the first connec 
tion is treated as the primary connection and connections 
formed after the first are secondary connections. Parameters 
set by the primary connection will be in effect until all con 
nections are closed. User credentials of secondary connec 
tions have to match with those of the primary connection or 
the connection will fail. Store Forward parameters can only 
be set in the primary connection. Parameters set by secondary 
connections will be ignored and errors returned. Communi 
cation parameters such as compression can only be set by the 
primary connection. Buffer memory size can only be set by 
the primary connection. 
0030. The HCAL 306 provides an option called store/ 
forward to allow data be sent to local storage when it is unable 
to send to the historian. The data will be saved to a designated 
local folder and later forwarded to the historian. 

0031. The client 302 enables store/forward right after a 
connection handle is obtained from the HCAL306. The storef 
forward setting is enabled by calling a HCAL 306 function 
with store/forward parameters such as the local folder name. 
0032. The Storage Engine 308 handles store/forward 
according to an embodiment of the invention. Once store/ 
forward is enabled, a Storage Engine process 316 will be 
launched for a target historian 304. The HCAL 306 keeps 
Storage Engine 308 alive by pinging it periodically. When 
data is added to local cache memory it is also added to Storage 
Engine 308. A streamed data buffer will be sent to Storage 
Engine 308 only when the HCAL 306 detects that it cannot 
send to the historian 304. 

0033. If store/forward is not enabled, streamed data values 
cannot be accepted by the HCAL 306 unless the tag associ 
ated with the data value has already been added to the histo 
rian 304. All values will be accumulated in the buffer and sent 
to the historian 304. If connection to the historian 304 is lost, 
values will be accepted until all buffers are full. Errors will be 
returned when further values are sent to the HCAL 306. 

0034. The HCAL 306 can be used by OLEDB or SDK 
applications for data retrieval. The client issues a retrieval 
request by calling the HCAL 306 with specific information 
about the query, such as the names of tags for which to retrieve 
data, start and end time, retrieval mode, and resolution. The 
HCAL 306 passes the request on to the historian 304, which 
starts the process of retrieving the results. The client repeat 
edly calls the HCAL 306 to obtain the next row in the results 
set until informed that no more data is available. Internally, 
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the HCAL 306 receives compressed buffers containing mul 
tiple row sets from the historian 304, which it decompresses, 
unpacks and feeds back to the user one row at a time. Advan 
tageously, network round trips are kept to a minimum. The 
HCAL 306 supports all modes of retrieval exposed by the 
historian. 

0035. In an embodiment, the system enforces security of 
communication with the historian on the device level. 
Devices are required to be registered in order to upload data to 
the historian. FIG. 4 shows a diagram 400 depicting a method 
of connection from a data source device, which comprises a 
configurator module 402, an application module 404, and a 
publisher module 406, to the historian server 408 in order to 
upload information. An administrator user first registers the 
device with the historian using the configurator module 402. 
The configurator module 402 communicates the attempted 
registration with the historian 408 to which the device is being 
registered. A data source ID and data source secret are gen 
erated for use by the historian 408 in uniquely identifying the 
data source device. A connection token 410 comprising the 
data source secret and connection information is created and 
sent from the configurator module 402 to the publisher mod 
ule 406 of the data source device. The connection token 410 
is also stored by the historian 408 to enable checking access 
attempts from the data source device in the future. In this way, 
the data source device has the token 410 which can be used to 
access the historian 408 and upload data. The data source ID 
and data source Secret may be stored in the configurator 
module 402 as a result of a hashing function for increased 
security. In an embodiment, the connection information in the 
connection token 410 includes a method of accessing the 
historian, Such as a universal resource locator (URL) link or 
the like. The publisher module 406 of the data source device 
may encrypt and store the data source ID, data source secret 
and connection information for later access to the historian 
408. Also, the system uses, for example, an encryption tool 
Such as Data Protection Application Programming Interface 
(DPAPI) by MICROSOFT or a certificate-based encryption 
(CBE) system. 
0036 When a user needs to upload data from a data source 
device to the historian 408, they sign into the data source 
device, which includes the publisher module 406. In an 
embodiment, the publisher module 406 communicates the 
user information with a configurator module 402 on the server 
side and confirms that the user is recognized. If necessary, the 
user may request a security token, as described below. The 
data source device then uploads data from the application 
module 404 to the historian by retrieving the stored connec 
tion token 410, decrypting the token if necessary, and sending 
the data source secret along with the data to be uploaded to the 
historian 408 over a network connection. Upon receiving the 
data to be uploaded and the data Source Secret, the historian 
408 compares the secret against the connection token 410 
which it has stored from the data source registration process. 
In an embodiment, if the data source secret is found to be 
valid, the historian 408 accepts the uploaded data and stores 
it. If the data source secret is found to be invalid, the historian 
408 rejects the uploaded data and does not store it. 
0037. The connection between the data source device and 
the historian 408 can be any secure network connection, such 
as Hypertext Transfer Protocol Secure (HTTPS) or the like. A 
data source device maintains the registration information 
regardless of whether a different user is connected. In the 
event that a different user logs onto a data source device that 
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is already registered, the data source device need not be 
registered again. The system will first confirm that the user is 
allowed to have the access requested and then confirm that the 
data source device is registered to upload information, as 
described above. 

0038. It may be desirable for a data source device to auto 
matically upload to the historian when no user is logged into 
the data source device. The above described upload security 
system also ensures that the data Source device is allowed to 
upload information even when there is no user credentials to 
check. The data source ID and data source secret are both 
unique to the data Source device to ensure that only those 
specific data source devices registered with the historian are 
allowed to connect and upload data. 
0039. In an embodiment, a user registering or using a data 
Source device is allowed to upload information through the 
device, but the user does not have access to the data source ID 
or data source secret. This ensures that a user cannot copy the 
data source registration information and use them with 
another device. The registration information may be strongly 
encrypted to ensure that it can only be decrypted on the 
registered device. The registered device may also block cer 
tain users or applications from accessing the registration 
information to ensure upload security by the user using the 
device or the application running on the device. A user may be 
denied registration information if the user's security clear 
ance does not include the ability to register new devices with 
the historian for upload of data. 
0040 FIG. 5 shows a sequence diagram 500 of the user 
authentication process. A user 502 may attempt to log in to a 
content server 506 through a web browser 504. Upon access 
ing the system home page, the user 502 chooses a “signin 
link', which redirects the browser 504 to open a login page 
from an active directory 508. The user 502 enters credentials 
Such as a user name and password to attempt to login to the 
active directory 508. The active directory 508 authenticates 
the user's 502 credentials, and if they are satisfactory, the 
active directory 508 generates a “Security Assertion Markup 
Language” (SAML) Token, which is returned to the browser 
504 for use. In an embodiment, the SAML token is tenant 
specific and only grants access to the active directory 508 
assigned to the tenant of the user 502. 
0041. Once the user 502 has a valid SAML token, he or she 

is redirected back to the content server 506 to provide a token. 
The content server 506 confirms that the token is valid and 
opens a session for the user 502 to access the content on the 
server. Navigating to the home page (e.g., historian.com) 
presents a generic home page. Clicking sign-in displays a 
generic login screen presented by the common active direc 
tory. By virtue of the domain portion of the username (for 
example, onlinecustomer1.historian.com), the user 502 gets 
authenticated againstan active directory 508 that was created 
for that domain. The system can brand the individual active 
directory 508 authentication pages. The login page comes 
from the company specific active directory 508. 
0042 FIG. 6 is a sequence diagram 600 that expands on 
FIG. 5. A user 602 may want to access certain APIs on the 
system that require a separateJSON Web Token (JWT) from 
the SAML token. Once the user 602 has an open session by 
virtue of having a valid SAML token from the active directory 
608, as described above, the user may click on a hyperlink to 
access some data from a historian storage 614. Accessing the 
data may require the creation of a JWT. Upon selecting the 
hyperlink, a content server 606 generates a JWT from the 
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SAML for use with the APIs to access the desired data. A 
browser 604 sends an HTTP request to a WebAPI 610 con 
taining the valid JWT. The system then validates the JWT 
against the list of allowed tenants in storage 614 and returns 
the desired historian data from a historian WebAPI 612 to the 
user's browser. 
0043. The JWT token is a light weight token that can be 
used on the client side through Internet Explorer and javas 
cript. This enables the system to use the active directory as a 
backend for authentication and still use a browser to interact 
with multiple websites that can provide a rich client-like web 
experience. The use of the JWT eliminates the need for the 
browser to interact with only its site of origin. In an embodi 
ment, the JWT token is tenant specific and only grants access 
to data in the active directory or directories assigned to the 
tenant of the user. 

0044) The JWT is used to present evidence of authentica 
tion to the data retrieval layers of the architecture. These 
issued JWT tokens have a very short expiration time and are 
used once and then discarded. Once the browser has received 
this token it places it into a HTTP request header and requests 
data from the content server or WebAPI data layer. These 
layers authenticate the token by checking its signature, 
claims, and signing key (this assures that it trusts the original 
source of the token). 
0045. In the process control environment, some users are 
given control over certain aspects of the control environment 
and denied access to other aspects. For example, one user is in 
charge of the line of equipment associated with a process cell. 
Another user is in charge of a particular type of equipment 
instantiated throughout several lines of equipment in a pro 
cess facility. In these kinds of cases, users are permitted 
access the historian system for aspects of the process control 
system with which they work with while they are denied 
access for unrelated aspects. 
0046. An embodiment of the present invention uses a 
Small immutable security token to provide a guarantee of the 
current user in an embodiment. An external trusted token 
provider issues the token to authenticate the user's identity. In 
addition the token associates the user with her group mem 
bership classes. In the management system discussed above, 
the token might associate one user with a process cell (e.g., 
the user who controls a line of equipment) and another user 
with a particular operation (e.g., the user who works with a 
particular type of equipment). The security features can 
extrapolate the user's specific roles and permissions and do 
any required authorization. Because the security token is 
passed from a trusted external provider, it can be passed from 
the historian system to other products that also trust the pro 
vider. This in turn allows a single sign-on screen and permits 
the authentication process to be maintained external to the 
historian system. 
0047. The Abstract and summary are provided to help the 
reader quickly ascertain the nature of the technical disclosure. 
They are submitted with the understanding that they will not 
be used to interpret or limit the scope or meaning of the 
claims. The Summary is provided to introduce a selection of 
concepts in simplified form that are further described in the 
Detailed Description. The summary is not intended to iden 
tify key features or essential features of the claimed subject 
matter, nor is it intended to be used as an aid in determining 
the claimed Subject matter. 
0048 For purposes of illustration, programs and other 
executable program components, such as the operating sys 
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tem, are illustrated herein as discrete blocks. It is recognized, 
however, that Such programs and components reside at Vari 
ous times in different storage components of a computing 
device, and are executed by a data processor(s) of the device. 
0049. Although described in connection with an exem 
plary computing system environment, embodiments of the 
aspects of the invention are operational with numerous other 
general purpose or special purpose computing system envi 
ronments or configurations. The computing system environ 
ment is not intended to Suggest any limitation as to the scope 
of use or functionality of any aspect of the invention. More 
over, the computing system environment should not be inter 
preted as having any dependency or requirement relating to 
any one or combination of components illustrated in the 
exemplary operating environment. Examples of well-known 
computing systems, environments, and/or configurations that 
may be suitable for use with aspects of the invention include, 
but are not limited to, personal computers, server computers, 
hand-held or laptop devices, multiprocessor Systems, micro 
processor-based systems, set top boxes, programmable con 
Sumer electronics, mobile telephones, network PCs, mini 
computers, mainframe computers, distributed computing 
environments that include any of the above systems or 
devices, and the like. 
0050 Embodiments of the aspects of the invention may be 
described in the general context of data and/or processor 
executable instructions, such as program modules, stored one 
or more tangible, non-transitory storage media and executed 
by one or more processors or other devices. Generally, pro 
gram modules include, but are not limited to, routines, pro 
grams, objects, components, and data structures that perform 
particular tasks or implement particular abstract data types. 
Aspects of the invention may also be practiced in distributed 
computing environments where tasks are performed by 
remote processing devices that are linked through a commu 
nications network. In a distributed computing environment, 
program modules may be located in both local and remote 
storage media including memory storage devices. 
0051. In operation, processors, computers and/or servers 
may execute the processor-executable instructions (e.g., Soft 
ware, firmware, and/or hardware) such as those illustrated 
herein to implement aspects of the invention. 
0052 Embodiments of the aspects of the invention may be 
implemented with processor-executable instructions. The 
processor-executable instructions may be organized into one 
or more processor-executable components or modules on a 
tangible processor readable storage medium. Aspects of the 
invention may be implemented with any number and organi 
Zation of Such components or modules. For example, aspects 
of the invention are not limited to the specific processor 
executable instructions or the specific components or mod 
ules illustrated in the figures and described herein. Other 
embodiments of the aspects of the invention may include 
different processor-executable instructions or components 
having more or less functionality than illustrated and 
described herein. 

0053. The order of execution or performance of the opera 
tions in embodiments of the aspects of the invention illus 
trated and described herein is not essential, unless otherwise 
specified. That is, the operations may be performed in any 
order, unless otherwise specified, and embodiments of the 
aspects of the invention may include additional or fewer 
operations than those disclosed herein. For example, it is 
contemplated that executing or performing a particular opera 
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tion before, contemporaneously with, or after another opera 
tion is within the scope of aspects of the invention. 
0054 When introducing elements of aspects of the inven 
tion or the embodiments thereof, the articles “a,” “an,” “the 
and “said are intended to mean that there are one or more of 
the elements. The terms “comprising.” “including.” and “hav 
ing are intended to be inclusive and mean that there may be 
additional elements other than the listed elements. 
0055. In view of the above, it will be seen that several 
advantages of the aspects of the invention are achieved and 
other advantageous results attained. 
0056. Not all of the depicted components illustrated or 
described may be required. In addition, some implementa 
tions and embodiments may include additional components. 
Variations in the arrangement and type of the components 
may be made without departing from the spirit or scope of the 
claims as set forth herein. Additional, different or fewer com 
ponents may be provided and components may be combined. 
Alternatively or in addition, a component may be imple 
mented by several components. 
0057 The above description illustrates the aspects of the 
invention by way of example and not by way of limitation. 
This description enables one skilled in the art to make and use 
the aspects of the invention, and describes several embodi 
ments, adaptations, variations, alternatives and uses of the 
aspects of the invention, including what is presently believed 
to be the best mode of carrying out the aspects of the inven 
tion. Additionally, it is to be understood that the aspects of the 
invention is not limited in its application to the details of 
construction and the arrangement of components set forth in 
the following description or illustrated in the drawings. The 
aspects of the invention are capable of other embodiments 
and of being practiced or carried out in various ways. Also, it 
will be understood that the phraseology and terminology used 
herein is for the purpose of description and should not be 
regarded as limiting. 
0.058 Having described aspects of the invention in detail, 

it will be apparent that modifications and variations are pos 
sible without departing from the scope of aspects of the inven 
tion as defined in the appended claims. It is contemplated that 
various changes could be made in the above constructions, 
products, and process without departing from the scope of 
aspects of the invention. In the preceding specification, Vari 
ous preferred embodiments have been described with refer 
ence to the accompanying drawings. It will, however, be 
evident that various modifications and changes may be made 
thereto, and additional embodiments may be implemented, 
without departing from the broaderscope of the aspects of the 
invention as set forth in the claims that follow. The specifica 
tion and drawings are accordingly to be regarded in an illus 
trative rather than restrictive sense. 
What is claimed is: 
1. A system comprising: 
a data source device comprising a registration processor 

and a corresponding memory device coupled thereto 
storing processor-executable instructions that, when 
executed by the registration processor, implement a con 
figurator module for: 
connecting the data source device to a historian server; 
registering the data source device with the historian 

server; 
indicating to the historian server to generate data source 

registration information for identifying the registered 
data source device; 
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receiving a connection token from the historian server; 
saving the connection token; and 
forwarding the connection token to the data source 

device; and 
a historian server comprising a corresponding memory 

device coupled thereto storing processor-executable 
instructions that, when executed by the historian server, 
implement a historian module for: 
receiving the connection from the configurator module; 
registering the data source device as indicated by the 

configurator module: 
generating data source registration information for iden 

tifying the registered data source as indicated by the 
configurator module: 

storing the data source registration information; 
generating the connection token comprising the data 

Source registration information; and 
sending the connection token to the configurator mod 

ule: 
wherein, in response to receiving the connection token 

from the configurator module, the data source device 
stores the connection token and sends data and the con 
nection token to the historian server, and 

wherein the historian server compares the connection 
token received from the data source device to the con 
nection token stored by the historian server and stores 
the data from data source device when the connection 
token received from the data source device and the con 
nection token stored by the historian server match. 

2. The system of claim 1, wherein the data source registra 
tion information comprises a data source ID and a data source 
Secret. 

3. The system of claim 1, wherein the connection token 
comprises data source registration information and connec 
tion information for accessing the historian server. 

4. The system of claim 1, wherein the data source device 
stores the data source registration information in an encrypted 
form. 

5. The system of claim 1, wherein the sending of data by the 
data source device to the historian server is initiated by a user 
of the data source device, the user having logged into the data 
Source device through a user authentication process. 

6. The system of claim 1, wherein the sending of data by the 
data source device to the historian server is initiated by an 
automatic process when no user is signed into the data source 
device. 

7. The system of claim 1, further comprising a plurality of 
data source devices registered with the historian server, each 
of the plurality of data source devices storing a connection 
token comprising data source registration information unique 
to the data source device on which the connection token is 
stored. 

8. The system of claim 1, further comprising a plurality 
historian servers to which the data source device is registered. 

9. The system of claim 8, wherein a first historian server of 
the plurality of historian servers stores data on premise and a 
second historian server of the plurality of historian servers 
stores data in the cloud. 

10. The system of claim 9, wherein the data source device 
connects with the first historian server and the second histo 
rian server through an access layer module, the access layer 
module maintaining connections to the first historian server 
and the second historian server. 
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11. A method for uploading data from a data source device 
to a historian server comprising: 

connecting, by a configurator module, the data source 
device to a historian server; 

registering, by the configurator module, the data source 
device with the historian server; 

registering, by the historian server, the data source device 
as indicated by the configurator module; 

indicating to the historian server, by the configurator mod 
ule, to generate data source registration information for 
identifying the registered data source device; 

generating, by the historian server, data source registration 
information for identifying the registered data source as 
indicated by the configurator module: 

storing, by the historian server, the data source registration 
information; 

generating, by the historian server, a connection token 
comprising data source registration information; 

sending, by the historian server, the connection token to the 
configurator module; 

receiving, by the configurator module, a connection token 
from the historian server; 

saving, by the configurator module, the connection token; 
forwarding, by the configurator module, the connection 

token to the data source device; 
receiving, by the data source device, the connection token 

from the configurator module; 
storing, by the data source device, the connection token; 
sending, by the data source device, data and the connection 

token to the historian server; and 
comparing, by the historian server, the connection token 

received from the data source device to the connection 
token stored by the historian server, wherein the histo 
rian server stores the data from data source device when 
the connection token received from the data Source 
device and the connection token stored by the historian 
server are found to match. 

12. The method of claim 11, wherein the data source reg 
istration information comprises a data source ID and a data 
SOurce Secret. 

13. The method of claim 11, wherein the connection token 
further comprises connection information for accessing the 
historian server. 

14. The method of claim 11, wherein the data source device 
stores the data Source registration information in an encrypted 
form. 

15. The method of claim 11, wherein the sending of data by 
the data source device to the historian server is initiated by a 
user of the data source device, the user having logged into the 
data source device through a user authentication process. 

16. The method of claim 11, wherein the sending of data by 
the data source device to the historian server is initiated by an 
automatic process when no user is signed into the data source 
device. 

17. The method of claim 11, wherein a plurality of data 
source devices are registered with the historian server, each of 
the plurality of data source devices storing a connection token 
comprising data source registration information unique to the 
data source device on which the connection token is stored. 

18. The method of claim 11, wherein the data source device 
is registered with a plurality historian servers. 
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19. The method of claim 18, whereina first historian server 
of the plurality of historian servers stores data on premise and 
a second historian server of the plurality of historian servers 
stores data in the cloud. 

20. A method for uploading data from a data source device 
to a historian server comprising: 

connecting the data source device to a historian server; 
registering the data source device with the historian server; 
indicating to the historian server to generate data source 

registration information for identifying the registered 
data source device, wherein the data source registration 
information is stored by the historian server; 

receiving a connection token from the historian server, 
forwarding the connection token to the data source device, 

wherein data and the connection token is sent to the 
historian server and the data from data source device is 
stored by the historian server when the connection token 
received from the data source device and the connection 
token stored by the historian server are found to match. 

k k k k k 
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