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DISTRIBUTED MESSAGING SYSTEM
WITH CONFIGURABLE ASSURANCES
BACKGROUND

Background and Relevant Art

[0001] Computer systems and related technology affect many aspects of society.
Indeed, the computer system’s ability to process information has transformed the
way we live and work. Computer systems now commonly perform a host of tasks
(e.g., word processing, scheduling, accounting, etc.) that prior to the advent of the
computer system were performed manually. More recently, computer systems have
been coupled to one another and to other electronic devices to form both wired and
wireless computer networks over which the computer systems and other electronic
devices can transfer electronic data. Accordingly, the performance of many
computing tasks are distributed across a number of different computer systems
and/or a number of different computing environments.

[0002] Distributed messaging systems can implement queuing and
publish/subscribe (“pub/sub’’) message patterns. A queue is essentially a one-to-
one consumer message exchange. A message producer inserts a message into the
queue and a message consumer takes the message out of the queue. On the other
hand, a pub/sub system is a one-to-many message exchange. A message producer
publishes a message and multiple message consumers subscribe to and receive the
published message.

[0003] Distributed messaging systems, including those that implement queuing
and pub/sub patterns, are typically backed by a message store In these distributed
messaging systems, the state of individual consumers who subscribe for messages
from a topic or who consume from a queue is collocated with the message store.
Consumers (e.g., user code applications) typically use distributed messaging
systems to ensure that the message is delivered exactly once from the message log
to the consumer. Consumers use transactions to retrieve messages because
application state is inherently tied with the cursor state. Unfortunately, the use of
transactions does not scale for large numbers of consumers receiving messages

from a queue or topic.
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[0004] Typical distributed messages systems also have a number of other
limitations. For example, a distributed messages system is often tightly coupled to
a limited number of, or even a single, network topology. Thus, there is limited, if
any, ability to modify a distributed message system for use in other network
topologies. For example, some distributed message systems cannot be used over a
topology where consumers are separated from the queue or topic via a firewall.
[0005] Further, distributed messaging systems are typically limited in the message
assurances they provide. For example, a distributed messaging system that
provides best effort message delivery is generally not designed to ensure that no
messages are ever dropped. Even distributed messaging systems that provide high
assurances typically can not be modified to provide low assurances. For example, a
distributed messaging system that provides exactly once assurances typically can
not be easily modified to provide at most once, at least once, or best effort delivery.
[0006] Similar limitations are also associated with message durability within
distributed messaging systems. That is, distributed messaging systems are typically
limited in the type of message storage they provide. Further, similar to the
limitations associated with assurances, even distributed messaging systems
providing increased reliability of message storage can not be modified to provide
lesser reliable message storage. For example, a distributed messaging system that
provides durable message storage typically can not be easily modified to provide
volatile or non-transaction message storage.

[0007] These assurance and message log limitations can be imposed due to the
network topology of a distributed message system or can result from hard coded
instructions within the software of the distributed message system. For example, a
developer that designs a durable queue may have no reason (and from the
perspective of his employer it may be a waste of resources) to include, or even
consider, options for lesser reliable message storage. Likewise, a developer of a
pub/sub messaging system with best effort delivery would waste significant
resources adding options for more reliable message delivery, when the more

reliable message delivery is not necessarily needed.
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[0008] However, as with most computerized systems, the requirements of a
distributed messaging system can change over time. For example, a distributed
message system can gain more users, the types of users can change (e.g., moving
from a freeware to a revenue model), government regulations can change, strategic
business decisions can be made to cut costs, etc. In view of changed requirements,
corresponding changes to message delivery assurances and message storage
reliability may be warranted.

[0009] For example, when moving from freeware to a revenue model, customers
may demand increased message delivery assurances (e.g., from best effort to
exactly once). Alternately, to cut costs an IT department can determine it is more
cost efficient to reduce message delivery assurances (e.g., from at least once to best
effort). Another typical reason is the business application(s) running over the
distributed message system may have been changed or replaced, resulting in a
change of its requirements of the distributed messaging system. Similarly, the
failure rate of the underlying network may have changed, making applying
assurances at a higher-level less cost-efficient. Unfortunately, there is typically no
efficient way to alter (either increase or decrease) existing message delivery
assurances and message storage reliability in a distributed message system.

[0010] One option is to rebuild code to include desired delivery assurances and
storage reliability mechanisms. However, this can be time consuming, costly and
resource intensive for developers. Another option is to purchase a new distributed
message system that includes the desired delivery assurance and storage reliability.
However, this can also be costly and can lead to compatibility difficulties during
integration with existing components and messages.

BRIEF SUMMARY

[0011] The present invention extends to methods, systems, and computer program
products for configuring assurances within distributed messaging systems. A
componentized messaging system facilitates configuring any of a variety of
different capture protocols, transfer protocols, and delivery protocols to interact

with one another to provide desired message assurances. Accordingly, a business
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can more efficiently configure (and change configuration of) their message system
to align with (potentially varied and dynamic) business logic for the business.
[0012] Insome embodiments, a componentized message system includes a
message log and a cursor. Generally, the message log is configured to store
messages. The message log also includes message log components for composing
any of an extensible set of capture protocols to capture messages from message
producers allowing the producers to hand-off a message to a distributed messaging
system with different assurances and over difterent protocols. For example any
request-response protocol can be used to achieve At-Least-Once (ALO) assurance.
One way protocols, on the other hand, can only do At-Most-Once (AMO), because
there is no feedback if a message is lost or a crash occurs. The extensible set of
capture protocols can provide any of a variety of different message capture
assurances from within a set of message capture assurances. Different message
capture assurances are facilitated through the use of different combinations of
message log components, including utilizing one or more of a durable store and
transactions.

[0013] Generally, the cursor is configured to track the progress of consumers
through messages in the message log. The cursor also includes cursor components
for composing any of an extensible set of delivery protocols and/or message
exchange patterns (MEPs) to deliver message to message consumers. MEPs
typically identify who sends data to whom first and what the data contains (e.g.
One-Way vs. Request-Reply). The delivery protocols indicate how the data appears
on the wire (e.g. XML, byte-packets, etc.). The extensible set of delivery protocols
can provide any of a variety of different message delivery assurances from within a
set of message delivery assurances. Different message delivery assurances are
facilitated through the use of different combinations of cursor components,
including utilizing one or more of a durable store and transactions.

[0014] The message log and the cursor each also include further components for
interoperating with one another to compose any of an extensible set of transfer
protocols to transfer messages from the message log to the separate cursor. The

extensible set of transfer protocols can provide any of a variety of different
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message transfer assurances from within a set of message transfer assurances.
Different message transfer assurances are facilitated through the use of different
combinations of message log and cursor components, including utilizing one or
more of a time window and varying in the use of acknowledged delivery.

[0015] Accordingly, various combinations of capture assurances, transfer
assurances, and delivery assurances can be combined to provide different end-to-
end assurances, such as, for example, being either best effort, at-most-once, at-
least-once or exactly once and either durable or volatile.

[0016] Additional features and advantages of the invention will be set forth in the
description which follows, and in part will be obvious from the description, or may
be learned by the practice of the invention. The features and advantages of the
invention may be realized and obtained by means of the instruments and
combinations particularly pointed out in the appended claims. These and other
features of the present invention will become more fully apparent from the
tollowing description and appended claims, or may be learned by the practice of the
invention as set forth hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] In order to describe the manner in which the above-recited and other
advantages and features of the invention can be obtained, a more particular
description of the invention briefly described above will be rendered by reference
to specific embodiments thereof which are illustrated in the appended drawings.
Understanding that these drawings depict only typical embodiments of the
invention and are not therefore to be considered to be limiting of its scope, the
invention will be described and explained with additional specificity and detail
through the use of the accompanying drawings in which:

[0018] Figure 1A illustrates an example computer architecture that facilitates
configuring assurances within a distributed messaging system.

[0019] Figure 1B illustrates an example computer architecture configured to
provide durable exactly-once end-to-end message transtfer assurance with a

distributed messaging system.
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[0020] Figure 2 illustrates various matrices of assurances that can be configurably
composed for a distributed messaging system.

[0021] Figure 3 illustrates a flow chart of an example method for configuring
message assurances within a distributed message system.

DETAILED DESCRIPTION

[0022] The present invention extends to methods, systems, and computer program
products for configuring assurances within distributed messaging systems. A
componentized messaging system facilitates configuring any of a variety of
different capture protocols, transfer protocols, and delivery protocols to interact
with one another to provide desired message assurances. Accordingly, a business
can more efficiently configure (and change configuration of) their message system
to align with (potentially varied and dynamic) business logic for the business.
[0023] In some embodiments, a componentized message system includes a
message log and a cursor. Generally, the message log is configured to store
messages. The message log also includes message log components for composing
any of an extensible set of capture protocols to capture messages from message
producers. The extensible set of capture protocols can provide any of a variety of
different message capture assurances from within a set of message capture
assurances. Different message capture assurances are facilitated through the use of
different combinations of message log components, including utilizing one or more
of a durable store and transactions.

[0024] Generally, the cursor is configured to track the progress of consumers
through messages in the message log. The cursor also includes cursor components
for composing any of an extensible set of delivery protocols to deliver message to
message consumers. The extensible set of delivery protocols can provide any of a
variety of different message delivery assurances from within a set of message
delivery assurances. Different message delivery assurances are facilitated through
the use of different combinations of cursor components, including utilizing one or
more of a durable store and transactions.

[0025] The message log and the cursor each also include further components for

interoperating with one another to compose any of an extensible set of transfer
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protocols to transfer messages from the message log to the separate cursor. The
extensible set of transfer protocols can provide any of a variety of different
message transfer assurances from within a set of message transfer assurances.
Different message transfer assurances are facilitated through the use of different
combinations of message log and cursor components, including utilizing one or
more of a time window and varying in the use of acknowledged delivery.

[0026] Accordingly, various combinations of capture assurances, transfer
assurances, and delivery assurances can be combined to provide different end-to-
end assurances, such as, for example, best effort, at-most-once, at-least-once and
exactly once.

[0027] Embodiments of the present invention may comprise or utilize a special
purpose or general-purpose computer including computer hardware, as discussed in
greater detail below. Embodiments within the scope of the present invention also
include physical and other computer-readable media for carrying or storing
computer-executable instructions and/or data structures. Such computer-readable
media can be any available media that can be accessed by a general purpose or
special purpose computer system. Computer-readable media that store computer-
executable instructions are physical storage media. Computer-readable media that
carry computer-executable instructions are transmission media. Thus, by way of
example, and not limitation, embodiments of the invention can comprise at least
two distinctly different kinds of computer-readable media: physical storage media
and transmission media.

[0028] Physical storage media includes RAM, ROM, EEPROM, CD-ROM or
other optical disk storage, magnetic disk storage or other magnetic storage devices,
or any other medium which can be used to store desired program code means in the
form of computer-executable instructions or data structures and which can be
accessed by a general purpose or special purpose computer.

[0029] A “network” is defined as one or more data links that enable the transfer of
electronic data between computer systems and/or modules and/or other electronic
devices. When information is transferred or provided over a network or another

communications connection (either hardwired, wireless, or a combination of
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hardwired or wireless) to a computer, the computer properly views the connection
as a transmission medium. Transmissions media can include a network and/or data
links which can be used to carry desired program code means in the form of
computer-executable instructions or data structures and which can be accessed by a
general purpose or special purpose computer. Combinations of the above should
also be included within the scope of computer-readable media.

[0030] Further, upon reaching various computer system components, program
code means in the form of computer-executable instructions or data structures can
be transterred automatically from transmission media to physical storage media (or
vice versa). For example, computer-executable instructions or data structures
received over a network or data link can be buffered in RAM within a network
interface module (e.g., a “NIC”), and then eventually transferred to computer
system RAM and/or to less volatile physical storage media at a computer system.
Thus, it should be understood that physical storage media can be included in
computer system components that also (or even primarily) utilize transmission
media.

[0031] Computer-executable instructions comprise, for example, instructions and
data which cause a general purpose computer, special purpose computer, or special
purpose processing device to perform a certain function or group of functions. The
computer executable instructions may be, for example, binaries, intermediate
format instructions such as assembly language, or even source code. Although the
subject matter has been described in language specific to structural features and/or
methodological acts, it is to be understood that the subject matter defined in the
appended claims is not necessarily limited to the described features or acts
described above. Rather, the described features and acts are disclosed as example
forms of implementing the claims.

[0032] Those skilled in the art will appreciate that the invention may be practiced
in network computing environments with many types of computer system
configurations, including, personal computers, desktop computers, laptop
computers, message processors, hand-held devices, multi-processor systems,

microprocessor-based or programmable consumer electronics, network PCs,
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minicomputers, mainframe computers, mobile telephones, PDAs, pagers, routers,
switches, and the like. The invention may also be practiced in distributed system
environments where local and remote computer systems, which are linked (either
by hardwired data links, wireless data links, or by a combination of hardwired and
wireless data links) through a network, both perform tasks. In a distributed system
environment, program modules may be located in both local and remote memory
storage devices.

[0033] Figure 1A illustrates an example computer architecture 100 that facilitates
configuring assurances within a distributed messaging system. As depicted,
computer architecture 100 includes message producers 105, durable resource
managers 106, message log 102, cursor 103, durable resource managers 108,
message consumer(s) 107, and assurance configuration manager 104. Each of the
depicted computer systems can be connected to one another over (or be part of) a
network, such as, for example, a Local Area Network ("LAN"), a Wide Area
Network (“WAN”), and even the Internet. Accordingly, each of the depicted
components as well as any other connected components, can create message related
data and exchange message related data (e.g., Internet Protocol (“IP”’) datagrams
and other higher layer protocols that utilize IP datagrams, such as, Transmission
Control Protocol (“TCP”), Hypertext Transfer Protocol (“HTTP”’), Simple Mail
Transfer Protocol (“SMTP”), etc.) over the network.

[0034] Generally, message producers 105 send messages (e.g., message 164) to
message log 102. The messages are based on resources from durable resources
106. Message log 102 invokes desired messaging behavior to store messages (with
essentially no knowledge of potential message consumers), such as, for example,
functioning as a queue or publisher in a pub/sub environment. When appropriate,
messages (e.g., message 164) are sent from message log 102 over network 101 to
cursor 103. Cursor 103 then invokes desired messaging behavior, such as, for
example, receiving a queued message or functioning as a subscriber in a pub/sub
environment. Cursor 103 then sends messages (e.g., message 164) to message
consumer(s) 107, which can store the messages in durable resource managers 108

or perform other operations with message content. Cursor 103 can store the
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progress of a message consumer or group of message consumers in a message
sequence.

[0035] Message log 102 and cursor 103 each include activatable and deactivatable
components that can be activated and deactivated in various different combinations
to compose desired message assurances or portions thereof. For example, message
log components 152 include transaction bufter 121, read cache 123, durable store
122, time window manager 124, and acknowledgement component 126. Generally,
message log components 152 can be activated and deactivated to compose any of
an extensible set of capture protocols. Each capture protocol can be configured to
provide a different capture assurance. For example, capture protocols can vary in
the use of durable store 122 and participation in transactions involving transaction
coordinator 111 to provide different capture assurances.

[0036] When activated, transaction buffer 121 keeps track of the messages for
transactions that are in process. Transaction buffer 121 can enlist in a transaction
as a volatile resource manager with the option to enlist as a durable resource
manager during prepare (“‘EDPR”). When a message producer initiates commit,
the transaction buffer receives prepare notification. Transaction buffer 121 can
then enlist durable store 122 in the transaction (when activated) and save the
message. When transaction buffer 121 receives committed it moves the messages
to the read cache 123. Thus a message can be available on a short term bases
without the need to read back from the Durable Store.

[0037] Similarly, cursor components 153 include transaction component 131,
acknowledgement component 132, and durable store component 133. Generally,
cursor components 153 can be activated and deactivated to compose any of an
extensible set of delivery protocols. Each delivery protocol can be configured to
provide a different delivery assurance. For example, delivery protocols can vary in
the use of transaction component 131 and durable state component 133 to provide
different delivery assurances. When activated, transaction component 131 and
durable state component 133 function similarly to transaction buffer 121 and

durable store 122 respectively to delivery a message to message consumer(s) 107.
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[0038] Further, various message log components 152 and cursor components 153
can be activated and deactivated and interoperate to compose any of an extensible
set of transfer protocols. Each transfer protocol can be configured to provide a
different transfer assurance. For example, transfer protocols can vary in the used of
acknowledgment components 126 and 132 and time window manager 124 to
provide different transfer assurances.

[0039] For example, when activated, time window manager 124 can cause durable
store 122 to keep a given window of messages (e.g., one day). Acknowledgement
components 126 and 132 can interoperate to provide message acknowledgements
from cursor 103 to message log 102. For example, when a message or range of
messages 1s received at cursor 103, acknowledgement component 133 can
acknowledge receipt of the message or range of messages to acknowledgement
components 126. Upon receiving acknowledgment, appropriate messages can be
discarded from message log 102. When activated, this interoperation causes
durable store 122 to keep messages until acknowledged. Thus, there is an
assurance that once a subscription is created a consumer is not likely to miss any
messages.

[0040] Generally, assurance configuration manager 104 can send commands to
message log 102 and cursor 103 to activate and deactivate appropriate components
of message log components 152 and cursor components 153. Activation and
deactivation of appropriate message log components 152 and cursor components
153 can result in composition of desired capture, transfer, and delivery protocols.
The desired capture, transfer, and delivery protocols can then interoperate to
provide desired end-to-end message assurance.

[0041] In some embodiments, assurance configuration manager 104 receives (e.g.,
system or other low-level) runtime configuration data 109. Runtime configuration
data 109 indicates a combination of a capture assurance, a transfer assurance, and a
delivery assurance that are to provide a desired end-to-end message assurance for
message transfer in computer architecture 100.

[0042] From runtime configuration data 109, assurance configuration manager

104 can formulate a message log component configuration. A message log
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component configuration is for activating and deactivating appropriate message log
components to compose the capture assurance and a first portion of the transfer
assurance. For example, message log component configuration 162 is for
activating and deactivating transaction buffer 121, durable store 122, time window
manager 125, and acknowledgement component 126 to compose the capture
assurance and a first portion of the transfer assurance that can interoperate with
cursor components 153.

[0043] From runtime configuration data 109, assurance configuration manager
104 can also formulate a cursor component configuration. A cursor component
configuration is for activating and deactivating appropriate cursor components to
compose the delivery assurance and a second portion of the transfer assurance. For
example, cursor component configuration 163 1s for activating and deactivating
transaction component 131, durable state component 133, and acknowledgement
component 132 to compose the delivery assurance and the second portion of the
transfer assurance that can interoperate with message log components 152.

[0044] Assurance configuration manager 104 can instruct components of
computer architecture 100 to compose the capture assurance, the transfer assurance,
and the delivery assurance at the message log and cursor so as to implement the
desired end-to-end message assurance. Assurance configuration manager 104 can
send message log component configuration 162 to message log 102 to instruct
message log 102 to compose the capture assurance and the first portion of the
transfer assurance. Similarly, assurance configuration manager 104 can send cursor
component configuration 163 to cursor 103 to instruct cursor 103 to compose the
delivery assurance and the second portion of the transfer assurance.

[0045] As previous described, message log components and cursor components
can be activate and deactivate to provide a desired end-to-end message assurance.
In some embodiments, each component is individually activatable and
deactivatable. For example, each component can include an activation control and
a deactivation control. For example, at message log 102, transaction buffer 121
includes activation control 121A and deactivation control 121D, durable store 122

includes activation control 122A and deactivation control 122D, time window
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manager includes activation control 124 A and deactivation control 124D, and
acknowledgement component 126 includes activation control 126A and
deactivation control 126D. Similarly, at cursor 103, transaction component 131
includes activation control 131A and deactivation control 131D, durable state
component 133 includes activation control 133A and deactivation control 133D,
and acknowledgement component 132 includes activation control 132A and
deactivation control 132D. Individually activatable and deactivatable components
provide a high degree of granularity. This granularity facilitates configuration of a
wide variety of different sets of message capture assurances, message transfer
assurances, and message delivery assurances.

[0046] As such, message log component configuration 162 can include
instructions for individually activating and deactivating message log components
102. Similarly, cursor component configuration 163 can include instructions for
individually activating and deactivating cursor components 103. In combination,
message log component configuration 162 and cursor component configuration 163
instruct message log 102 and cursor 103 to provide desired end-to-end message
assurance.

[0047] Figure 2 illustrates various matrices 200 of assurances that can be
configurably composed for a distributed messaging system. Matrices 200 will be
described with reference to the components of computer architecture 100 in Figure
1A.

[0048] Capture assurances matrix 201 represents an example of the properties of
various different capture assurances message store 102 can use to capture messages
from message producers 105. Within capture assurances matrix 201, each capture
assurance indicates assurance properties that the capture assurance does or does not
utilize. Each capture assurance can be implemented through the activation and
deactivation of different combinations of message log components 152.

[0049] For example, capture assurance 211 does not utilize a durable store nor
transactions. Thus, sending a message does not care about transactions and
consumers can see messages despite commit/abort status of transactions. Further

messages are lost when a crash or power failure occurs. Within computer
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architecture 100, capture assurance 211 can be implemented by deactivating
durable store 122 and deactivating transaction buffer 121.

[0050] Capture assurance 221 does not utilize a durable store but does utilize
transactions. Thus, consumers see messages for committed transactions (e.g.,
coordinated by transaction coordinator 111). However, messages are lost when a
crash or power failure occurs. Within computer architecture 100, capture assurance
221 can be implemented by deactivating durable store 122 and activating
transaction buffer 121.

[0051] Capture assurance 231 utilizes a durable store but does not utilize
transactions. Thus, sending a message does not care about transactions and
consumers can see messages despite commit/abort status of transactions. However,
messages are durably stored (e.g., on disk) so that messages are not lost when a
crash or power failure occurs. Within computer architecture 100, capture assurance
231 can be implemented by activating durable store 122 and deactivating
transaction buffer 121.

[0052] Capture assurance 241 utilizes a durable store and transactions. Thus,
consumers see messages for committed transactions and messages are not lost in
case of a crash or power failure. Within computer architecture 100, capture
assurance 241 can be implemented by activating durable store 122 and activating
transaction buffer 121.

[0053] Transfer assurances matrix 202 represents an example of the properties of
various different transfer assurances that can be used to transfer a message from
message store 102 to cursor 103. Within transfer assurances matrix 202, each
transfer assurance indicates assurance properties that the transfer assurance does or
does not utilize. Each transfer assurance can be implemented through the
activation and deactivation of different combinations of message log components
152 and cursor components 153.

[0054] For example, transfer assurance 212 does not utilize acknowledged
delivery nor a time window. Transfer assurance 212 essentially represents best

effort delivery. Within computer architecture 100, transfer assurance 212 can be
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implemented by deactivating time window manager 124 and deactivating
acknowledgment components 126 and 132.

[0055] Transfer assurance 222 does utilize acknowledged delivery but does not
utilize a time window. Transfer assurance 222 keeps message until acknowledged
(potentially forever). Transfer assurance 222 provides assurance that once a
subscription is created, a consumer is unlikely to miss a message. However, since
no time window is utilized, a subscription can not obtain older messages. Within
computer architecture 100, transfer assurance 222 can be implemented by
deactivating time window manager 124 and activating acknowledgment
components 126 and 132.

[0056] Transfer assurance 232 does not utilize acknowledged delivery but does
utilize a time window. Transfer assurance 232 guarantees to keep given time
window of messages (e.g. One Day). Thus, existing subscribers are not likely to
miss messages unless they fall behind the online-window. New subscribers have a
substantially high likelihood of receiving a given range of past messages. Within
computer architecture 100, transfer assurance 232 can be implemented by
activating time window manager 124 and deactivating acknowledgment
components 126 and 132.

[0057] Transfer assurance 242 utilizes acknowledged delivery and utilizes a time
window. Transfer assurance 242 is essentially a logical AND of transfer assurance
222 and transfer assurance 232. Thus, existing subscribers are not likely to miss
messages and new subscribers have a substantial likelihood of receiving a given
range of past messages. Within computer architecture 100, transfer assurance 242
can be implemented by activating time window manager 124 and activating
acknowledgment components 126 and 132.

[0058] Depending on the retention policy, message log 102 can behave differently
when a quota is reached. For example, when utilizing transfer assurance 212,
message log 102 can simply drop messages when a quota is reached. Message log
102 does not send error messages to message producers 105 when a message 1s

dropped. As such, message producers 105 experience little if any delays.

15



10

15

20

25

30

WO 2009/065049 PCT/US2008/083654

[0059] When utilizing transfer assurances 222, 232, or 242, message log 102 can
delay sending responses to producers to give further time for consumers to drain
messages. Thus, message log 102 can compensate to some extent to avoid timeouts
and message retries. However, message log 102 may eventually hit a timeout
causing message producers to receive an error and possibly retry.

[0060] Delivery assurances matrix 203 represents an example of the properties of
various different delivery assurances that can be used to transfer a message from
cursor 103 to message consumer(s) 107. Within delivery assurances matrix 203,
each delivery assurance indicates assurance properties that the delivery assurance
does or does not utilize. Each delivery assurance can be implemented through the
activation and deactivation of different combinations of cursor components 153.
[0061] For example, delivery assurance 213 does not utilize durable state nor
transactions. Delivery assurance 213 essentially represents publish/subscribe
functionality. Within computer architecture 100, delivery assurance 213 can be
implemented by deactivating durable state component 133 and transaction
component 131.

[0062] Delivery assurance 223 does not utilize durable state but does utilize
transactions. Thus, consumers use volatile transactions as a mechanism to enforce
atomic changes. Cursor 103 participates in transactions (e.g., coordinated by
transaction coordinator 112) and provides exactly-once delivery into the state that
1s committed. Within computer architecture 100, delivery assurance 223 can be
implemented by deactivating durable state component 133 and activating
transaction component 131.

[0063] Delivery assurance 233 utilizes a durable state but does not utilize
transactions. Thus, cursor 103 is durable but message consumer(s) 107 do not use
transactions. The properties of the provided assurance can depend on the usage
pattern (protocols) implemented between durable state component 133 and message
consumers(s) 107. For example, a first usage pattern includes using a locking
protocol to lock messages (and thus prevents other consumers from accessing the
message) and an acknowledge protocol to inform the cursor that delivery has

completed. In the first usage pattern, the consumer (107) utilizes the
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acknowledgment protocol as soon as it has received the message but before it has
processed it. Subsequently, after message acknowledgement, the first usage pattern
includes doing work based on the message. Message consumer(s) 107 using the
first usage pattern are provided with At-Most-Once message delivery.

[0064] A second usage pattern includes using a locking protocol to lock messages
and an acknowledge protocol to inform the cursor that delivery has completed. In
the second usage pattern, the consumer (107) , after doing work based on the
message, includes using the acknowledgment protocol to inform the cursor that it
has received the message. Message consumer(s) 107 using the second usage
pattern are provided with At-Least-Once message delivery.

[0065] Within computer architecture 100, delivery assurance 233 can be
implemented by activating durable state component 133 and deactivating
transaction component 131. Different usage patterns (including the first and second
usage patterns previously described) can provide delivery assurance 233 with
different properties, such, as, for example, At-Most-Once and At-Least-Once
message delivery. In any event, delivery assurance 233 provides durable message
state and recovery from a crash or power failure is likely.

[0066] Delivery assurance 243 utilizes durable state and transactions.
Accordingly, delivery assurance 243 provides durable Exactly-Once delivery to
message consumer(s) 107. Within computer architecture 100, delivery assurance
243 can be implemented by activating durable state component 133 and activating
transaction component 131.

[0067] As previously described, various assurances can be expressed in (e.g., low-
level) runtime configuration data. While possible, the runtime configuration data
does not necessarily represent end-user intent. Since many end-users will lack a
full understanding of the different assurances, a higher level model can provide
protection from inefficient (e.g., wasted resources) or otherwise inappropriate
combinations of assurances. For example, the higher level model can prevent the
combination of a capture assurance that provides durable, transaction capture but a

transfer assurance that is best-effort. The higher level model can utilize runtime
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configuration data for selecting appropriate combinations of assurances to provide
an end-to-end assurance.

[0068] Figure 3 illustrates a flow chart of an example method 300 configuring
message assurances within a distributed message system. The method 300 will be
described with respect to the components and data depicted in computer
architecture 100 in Figure 1A.

[0069] Method 300 includes an act of receiving runtime configuration data
indicating a combination of a capture assurance, a transfer assurance, and a delivery
assurance that are to provide a desired end-to-end message assurance for message
transfer in the distributed messaging system (act 301). For example, assurance
configuration manger 104 can receive runtime configuration data 109. Runtime
configuration data 109 can indicate a capture assurance, a transfer assurance, and a
delivery assurance that are to provide a desired end-to-end message assurance for
message transfer in computer architecture 100.

[0070] Method 300 includes an act of formulating a message log component
configuration from the runtime configuration data, the message log component
configuration for activating and deactivating appropriate message log components
to compose the capture assurance and to compose a first portion of the transfer
assurance to interoperate with a corresponding second portion of the transfer
assurance provided by cursor components (act 302). For example, assurance
configuration manager 104 can formulate message log component configuration
162. Message log component configuration 162 can include instructions for
activating and deactivating appropriate message log components 152 to compose
the capture assurance. Message log component configuration 162 can also include
instructions for activating and deactivating appropriate message log components
152 to compose a first portion of the transfer assurance to interoperate with a
corresponding second portion of the transfer assurance provided by cursor
components 103.

[0071] Method 300 includes an act of formulating a cursor component
configuration from the runtime configuration data, the cursor component

configuration for activating and deactivating appropriate cursor components to
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compose the delivery assurance and to compose the corresponding second portion
of the transfer assurance to interoperate with the first portion of the transfer
assurance provided by the message log components (act 303). For example,
assurance configuration manager 104 can formulate cursor component
configuration 163. Cursor component configuration 163 can include instructions
for activating and deactivating appropriate cursor components 153 to compose the
delivery assurance assurance. Cursor component configuration 163 can also
include instructions for activating and deactivating appropriate cursor components
153 to compose the second portion of the transfer assurance to interoperate with the
first portion of the transfer assurance provided by message log components 102.
[0072] Method 300 includes an act of instructing the distributed messaging
system to compose the capture assurance, the transfer assurance, and the delivery
assurance at the message log and cursor so as to implement the desired end-to-end
message assurance for the distributed messaging system (act 304). For example,
assurance configuration manger can instruct computer architecture 100 to compose
the capture assurance, the transfer assurance, and the delivery assurance at the
message log and cursor so as to implement the desired end-to-end message
assurance for computer architecture 100.

[0073] Act 304 can include an act of sending the message log component
configuration to the message log to instruct the message log to compose the capture
assurance and the first portion of transfer assurance (act 305). For example,
assurance configuration manager 104 can send message log component
configuration 162 to message log 102 to instruct message log 102 to compose the
capture assurance and the first portion of transfer assurance for computer
architecture 100. Act 304 can also include an act of sending the cursor component
configuration to the cursor to instruct the cursor to compose the delivery assurance
and the second portion of the transfer assurance (act 306). For example, assurance
configuration manager 104 can send cursor component configuration 163 to cursor
103 to instruct cursor 103 to compose the delivery assurance and the second portion

of transter assurance for computer architecture 100.

19



10

15

20

25

30

WO 2009/065049 PCT/US2008/083654

[0074] Message log 102 and cursor 103 can implement the instructions of
message log component configuration 162 and cursor component configuration 163
respectively. From the instructions, message log 102 and cursor 103 can activate
and deactivate appropriate message log components 152 and cursor components
153 respectively to compose the capture assurance, the transfer assurance, and the
delivery assurance. Together, the capture assurance, the transfer assurance, and the
delivery assurances provide the desired end-to-end message assurance for computer
architecture 100.

[0075] Referring now to Figure 1B, Figure 1B illustrates computer architecture
100 configured to provide durable exactly-once end-to-end message transtfer
assurance. The assurances depicted in Figure 1B can result from applying method
300 within computer architecture 100. As depicted, message log 102 composes
capture assurance 241 to provide durable transaction-based message capture from
message producers 105. Message log 102 and cursor 103 interoperate to compose
transfer assurance 242 to provide time window retention and message
acknowledgment transfer between message log 102 and cursor 103. Cursor 103
composes delivery assurance 243 to provide durable transaction based message
delivery to message consumer(s) 107. Together, the composition of capture
assurance 241, transfer assurance 242, and delivery assurance 243 provide durable
exactly-once end-to-end assurance 174.

[0076] As such, a message from message producers 105 (e.g., message 164) is
essentially guaranteed to be received exactly once at message consumer(s) 107
even in the event of system crashes and/or power failures.

[0077] Accordingly, embodiments of the invention facilitate the configuration of a
variety of different messaging assurances using a defined set of messaging
components that are activatable and deactivatable. Embodiments of the invention
can thus be implemented to simulate queues and publish/subscribe messaging
systems having any of the variety of different messaging assurances. Since a
defined set of components is used, configuring assurances and changing the
configuration of assurances within of a messaging system is significantly more

efficient.
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[0078] Thus, embodiments of the present invention permit a business owner to
balance the need for various message assurances against the cost to provide such
message assurances. For example, resources can be conserved by using best effort
or at-most once delivery when business rules do not require that a consumer receive
every message (e.g., streaming media). Further, when business rules for a business
change messaging systems can be more easily transitioned to comply with the new
business rules. For example, to conserve resources, a messaging system can be
transitioned from some other type of delivery assurance to best effort. On the other
hand, if business rules transition to a revenue model, assurances can
correspondingly be transitioned to insure that consumers (e.g., paying customers)
get a message at least once.

[0079] The present invention may be embodied in other specific forms without
departing from its spirit or essential characteristics. The described embodiments
are to be considered in all respects only as illustrative and not restrictive. The
scope of the invention 1s, therefore, indicated by the appended claims rather than by
the foregoing description. All changes which come within the meaning and range

of equivalency of the claims are to be embraced within their scope.
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CLAIMS
What is claimed:
1. A componentized messaging system (100) with configurable assurances,
comprising:

a message log (102) configured to store messages, the message log including
one or more processors, system memory, and message log components (152) for
composing any of an extensible set of capture protocols to capture messages (164)
from message producers (105), the extensible set of capture protocols configured to
provide any of a variety of different message capture assurances from within a set
of message capture assurances (201), the set of message capture assurances varying
in the use of a durable store (122) and varying in the use of transactions;

a cursor (103) configured to track the progress of consumers (107) through
messages (164) in the message log (102), the cursor (103) including one or more
processors, system memory, and cursor components (153) for composing any of an
extensible set of delivery protocols to deliver messages (164) to message
consumers (107), the extensible set of delivery protocols configured to provide any
of a variety of different message delivery assurances from within a set of message
delivery assurances (203), the set of message delivery assurances varying in the use
of a durable store (122) and varying in the use of transactions; and

wherein the message log (102) and the cursor (103) each also include further
components for interoperating with one another to compose any of an extensible set
of transfer protocols to transfer messages from the message log (102) to the
separate cursor (103), the extensible set of transfer protocols configured to provide
any of a variety of different message transfer assurances from within a set of
message transfer assurances (202), the set of message transfer assurances varying in
the use a time window and varying in the use of acknowledged delivery.

2. The system as recited in claim 1, wherein the message log components for
implementing an extensible set of capture protocols include:

a transaction buffer, the transaction buffer configurably activatable and
deactivatable to assist in composing a selected capture protocol, from among the set

of extensible capture protocols, the transaction buffer activated to provide
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transactional behavior to a selected capture protocol and the transaction butfer
deactivated to provide non-transactional behavior to a selected capture protocol;
and

a durable store, the durable store configurably activatable and deactivatable
to assist in implementing a selected capture protocol, from among the set of
extensible capture protocols, the durable store activated to provide durable storage
to a selected capture protocol and the durable store deactivated to provide volatile
storage to a selected capture protocol.

3. The system as recited in claim 2, wherein one of the transaction buffer and
durable store is activated and one of the transaction bufter and durable store is
deactivated.

4. The system as recited in claim 1, wherein the cursor components for
implementing an extensible set of delivery protocols include:

a transaction component, the transaction component configurably activatable
and deactivatable to assist in composing a selected delivery protocol, from among
the set of extensible delivery protocols, the transaction component activated to
provide transactional behavior to a selected delivery protocol and the transaction
component deactivated to provide non-transactional behavior to a selected delivery
protocol; and

a durable state component, the durable state component configurably
activatable and deactivatable to assist in implementing a selected delivery protocol,
from among the set of extensible delivery protocols, the durable state component
activated to provide durable cursor state to a selected delivery protocol and the
durable state component deactivated to provide volatile cursor state to a selected
delivery protocol.

S. The system as recited in claim 4, wherein one of the transaction component
and durable state component is activated and one of the transaction component and
durable state component is deactivated.

6. The system as recited in claim 1, wherein the message log and the separate
cursor components for interoperating with one another to implement an extensible

set of transfer protocols include:
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message acknowledgment components, the message acknowledgement
components configurably activatable and deactivatable to assist in implementing a
selected transfer protocol, from among the set of extensible transfer protocols, the
message acknowledgment components activated to provide message
acknowledgement behavior for a selected transfer protocol and the message
acknowledgement components deactivated to prevent message acknowledgement
behavior for a selected transter protocol; and

time window components, the time window components configurably
activatable and deactivatable to assist in implementing a selected transfer protocol,
from among the set of extensible transfer protocols, the time window components
activated to provide retention of a window of messages for a selected transfer
protocol and the time window components deactivated to prevent retention of a
window of messages for a selected transfer protocol.
7. The system as recited in claim 6, wherein one of the message
acknowledgment components and time window components is activated and one of
the message acknowledgment components and time window components is
deactivated.
8. The system as recited in claim 1, wherein the message log components and
cursor components are configurably activated and deactivated to provide one of:
best effort message delivery, at-most-once message delivery, at-least-once message
delivery, and exactly-once message delivery.
9. The system as recited in claim 1, wherein the message log components and
cursor components are configurably activated and deactivated to provide one of:
durable message delivery or volatile message delivery.
10.  The system as recited in claim 1, wherein the message log components and
cursor components are configurably activated and deactivated to provide durable
exactly-once message delivery.
11. A componentized messaging system with configurable assurances, the
componentized messaging system configured to provide durable, exactly once

delivery of messages to a plurality of clients, the system comprising:
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a message log, the message log including one or more processors, system
memory, and configurable message storage components for implementing any of
extensible set of capture protocols to capture messages from message producers,
the message log components configured to implement a durable transaction-based
capture protocol for capturing messages from message producers;

a separate client-side cursor, the separate client-side cursor separate from the
message log, the separate cursor including one or more processors, system memory,
and cursor components for implementing an extensible set of delivery protocols to
deliver messages to message consumers, the cursor components configured to
implement a durable transaction-based delivery protocol for delivering messages to
message consumers; and

wherein the message log and the separate cursor each also include
components for interoperating with one another to implement an extensible set of
transter protocols to transfer messages from the message log to the separate cursor,
the interoperating components configured to implement a transtfer protocol
providing message acknowledgment behavior and retention of a window of
messages.

12.  The system as recited in claim 11, wherein the message storage components
for implementing the durable transaction-based capture protocol include:

a transaction buffer, the transaction buffer configurably activatable and
deactivatable to assist in implementing a selected capture protocol, from among the
set of extensible capture protocols, the transaction buffer activated to provide
transactional behavior for the durable transaction-based capture protocol; and

a durable store, the durable store configurably activatable and deactivatable
to assist in implementing a selected capture protocol, from among the set of
extensible capture protocols, the durable store activated to provide durable storage
for the durable transaction-based capture protocol.

13.  The system as recited in claim 11, wherein the separate client-side
components for implementing the durable transaction-based delivery protocol

include:
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a transaction component, the transaction component configurably activatable
and deactivatable to assist in implementing a selected delivery protocol, from
among the set of extensible delivery protocols, the transaction component activated
to provide transactional behavior to the durable transaction-based delivery protocol;
and

a durable state component, the durable state component configurably
activatable and deactivatable to assist in implementing a selected delivery protocol,
from among the set of extensible delivery protocols, the durable state component
activated to provide durable cursor state to the durable transaction-based delivery
protocol.

14.  The system as recited in claim 11, wherein interoperating components for
implementing a transfer protocol providing message acknowledgment behavior and
retention of a window of messages include:

message acknowledgment components, the message acknowledgement
components configurably activatable and deactivatable to assist in implementing a
selected transfer protocol, from among the set of extensible transfer protocols, the
message acknowledgment components activated to provide message
acknowledgement behavior for the transfer protocol; and

time window components, the time window components configurably
activatable and deactivatable to assist in implementing a selected transfer protocol,
from among the set of extensible transfer protocols, the time window components
activated to provide retention of a window of messages for the transfer protocol.

15. Ina distributed messaging system (100) including a message log (102) and a
cursor (103), a method for configuring an end-to-end message assurance for
message transfer from message providers (106) to message consumers (107), the
method comprising:

an act of receiving runtime configuration data (109) indicating a
combination of a capture assurance, a transfer assurance, and a delivery assurance
that are to provide a desired end-to-end message assurance for message transfer in

the distributed messaging system (100);
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an act of formulating a message log component configuration (162) from
the runtime configuration data (109), the message log component configuration
(162) for activating and deactivating appropriate message log components (152) to
compose the capture assurance and to compose a first portion of the transfer
assurance to interoperate with a corresponding second portion of the transfer
assurance provided by cursor components;

an act of formulating a cursor component configuration (163) from the
runtime configuration data (109), the cursor component configuration (163) for
activating and deactivating appropriate cursor components (153) to compose the
delivery assurance and to compose the corresponding second portion of the transfer
assurance to interoperate with the first portion of the transfer assurance provided by
the message log components; and

an act of instructing the distributed messaging system (101) to compose the
capture assurance, the transfer assurance, and the delivery assurance at the message
log and cursor so as to implement the desired end-to-end message assurance for the
distributed messaging system, including:

an act of sending the message log component configuration (162) to
the message log (102) to instruct the message log (102) to compose the
capture assurance and the first portion of transfer assurance; and
an act of sending the cursor component configuration (163) to the

cursor (103) to instruct the cursor (103) to compose the delivery assurance

and the second portion of the transfer assurance.
16.  The method as recited in claim 15, wherein the act of receiving runtime
configuration data indicating a combination of a capture assurance, a transfer
assurance, and a delivery assurance comprise receiving runtime configuration data
indicating a combination of a capture assurance, a transfer assurance, and a delivery
assurance that are to provide durable exactly-once message delivery.
17.  The method as recited in claim 15, wherein an act of instructing the
distributed messaging system to compose the capture assurance, the transfer
assurance, and the delivery assurance at the message log and cursor so as to

implement the desired end-to-end message assurance for the distributed messaging
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system comprises an act of instructing the distributed messaging system to
compose the capture assurance, the transfer assurance, and the delivery assurance at
the message log and cursor so as to implement the desired end-to-end message
assurance for a message queuing system.
18.  The method as recited in claim 15, wherein an act of instructing the
distributed messaging system to compose the capture assurance, the transfer
assurance, and the delivery assurance at the message log and cursor so as to
implement the desired end-to-end message assurance for the distributed messaging
system comprises an act of instructing the distributed messaging system to
compose the capture assurance, the transfer assurance, and the delivery assurance at
the message log and cursor so as to implement the desired end-to-end message
assurance for a publish/subscribe messaging system.
19.  The method as recited in claim 15, wherein an act of instructing the
distributed messaging system to compose the capture assurance, the transfer
assurance, and the delivery assurance at the message log and cursor so as to
implement the desired end-to-end message assurance for the distributed messaging
system comprises an act of instructing the distributed messaging system to
compose the capture assurance, the transfer assurance, and the delivery assurance at
the message log and cursor so as to implement one of: best effort message delivery,
at-most-once message delivery, at-least-once message delivery, and exactly-once
message delivery and one of: durable message delivery and volatile message
delivery.
20.  The method as recited in claim 15, further comprising:

an act of the message log activating and deactivating the message log
components as instructed in the message log component configuration to compose
the capture protocol and the first portion of the transfer protocol; and

an act of the cursor activating and deactivating the cursor components as
instructed in the cursor component configuration to compose the delivery protocol

and the second portion of the transfer protocol.
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Recelving Runtime Configuration Data Indicating A Combination Of A
Capture Assurance, A Transfer Assurance, And A Delivery Assurance
That Are To Provide A Desired End-to-end Message Assurance For [ 301

Message Transfer In The Distributed Messaging System

¥

Formulating A Message Log Component Configuration From The
Runtime Configuration Data, The Message Log Component
Configuration For Activating And Deactivating Appropriate Message

Log Components To Compose The Capture Assurance And To e 302
Compose A First Portion Of The Transfer Assurance To Interoperate
With A Corresponding Second Portion Of The Transfer Assurance
Provided By Cursor Components

|

Formulating A Cursor Component Configuration From The Runtime
Configuration Data, The Curser Component Configuration For
Activating And Deactivating Appropriate Cursor Components To
Compose The Delivery Assurance And To Compose The e 303
Corresponding Second Portion Of The Transfer Assurance To
Interoperate With The First Portion Of The Transfer Assurance
Provided By The Message Log Components

I

instructing The Distributed Messaging System To Compose The
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