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WARIABLE LENGTH DECODER 

FIELD OF THE INVENTION 

0001. The present invention relates to an apparatus for 
inversely converting and decoding variable-length-coded 
compressed code Sequences. 

BACKGROUND OF THE INVENTION 

0002. In recent years, techniques for decoding high 
efficiently coded and compressed images are eagerly 
researched, and used in the fields of computers, communi 
cation, broadcasting and the like. In addition, Joint Photo 
graphic Coding Experts Group (JPEG) is recommended as 
an International Standard of compression coding and 
decompression decoding of these images, and Moving Pic 
ture Experts Group 1 (MPEG1) Video and Moving Picture 
Experts Group 2 (MPEG2) Video are recommended as 
International Standards of moving picture decoding. 
0003. According to these methods, image information is 
divided into blockS each being composed of a predetermined 
number of pixels. Each pixel included in the block is 
orthogonally transformed, quantized, and entropy-coded, to 
generate a code (in these method, a Huffman code is used). 
Plural generated codes are combined to compose a com 
pressed code sequence (also referred to simply as a code 
Sequence). The compressed code sequence is entropy-de 
coded, inversely quantized, and inversely-Orthogonally 
transformed, for each code, to generate a restored image. 
0004. It should be noted here that the processing of 
orthogonally transforming, quantizing, and entropy-coding 
each pixel is hereinafter referred to as compression coding 
(or referred to simply as coding), and distinguished from the 
entropy coding. In addition, it should be noted that the 
processing of entropy-decoding, inversely quantizing, and 
inversely-Orthogonally transforming a code is referred to as 
decompression decoding (or referred to simply as decoding), 
and distinguished from the entropy decoding. 
0005. Hereinafter, a description is given of a structure of 
a circuit for compressing/decompressing common images 
according to a baseline method as a function which is 
essential to an image encoder/decoder in conformance with 
the JPEG recommendation. FIG. 2 is a block diagram 
illustrating the circuit for compressing/decompressing 
images according to the JPEG baseline method. 
0006. This compression/decompression circuit comprises 
a block transformation unit 201, a DCT unit 202, a quanti 
zation unit 203, a Huffman coding unit 204, a marker 
generation unit 205, a Huffman decoding unit 206, and a 
marker decryption unit 207. Here, only the descriptions 
relating to the decompression decoding are given. The 
compression coding which has no direct bearing on the 
present invention is not described here. 
0007. The marker decryption unit 207 decrypts a marker 
Section which is Stored at the head of the compressed code 
Sequence, obtains information at the coding of a target image 
Such as the size of the image, a quantization table and an 
entropy decoding table, and Stores the information in a 
quantization table RAM (not shown) or an entropy decoding 
table RAM (not shown in FIG. 2). 
0008. The Huffman decoding unit 206 entropy-decodes 
an entropy code Section which is Stored Subsequent to the 
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marker Section of the compressed code Sequence, and has 
been subjected to Huffman coding which is a kind of 
variable length coding and also a kind of entropy coding, in 
accordance with an entropy decoding table Stored in the 
entropy decoding table RAM, to output a quantization DCT 
coefficient. 

0009. The quantization unit 203 multiplies a correspond 
ing element of a quantization table Stored in the quantization 
table RAM by the quantization DCT coefficient, and outputs 
a DCT coefficient to carry out the inverse quantization. The 
DCT unit 202 subjects the DCT coefficient to inverse 
transformation of DCT (Discrete Cosine Transformation) as 
a kind of the Orthogonal transformation, and outputs pixel 
data of a block composed of 8 pixelsx8 pixels. The block 
transformation unit 201 rearranges the pixel data which have 
been received in block units, to output a restored image. 
Since the DCT and the quantization are already known 
techniques, they are not described in detail here. Further, the 
processed contents in the marker decryption unit 207 and the 
processed contents in the block transformation unit 201 are 
also well-known to persons expert in JPEG, and the pro 
cessing circuit can be easily constructed. Therefore, the 
detailed descriptions thereof are not given here. 
0010. Before describing the remaining Huffman decod 
ing unit 206, a Structure of the compressed code Sequence of 
JPEG is described with reference to FIG. 3. 

0011 FIG. 3 shows that the compressed code sequence 
includes a marker section 301 at the head, followed by an 
entropy code section 302. The entropy code section 302 has 
a structure in which a Huffman code 303 as a variable length 
code and an additional bit 304 are alternately repeated. The 
code length (hereinafter referred to as “Lh”) of the Huffman 
code 303 is obtained from the Huffman code 303 itself, 
while the additional bit 304 is an uncoded binary bit string, 
and its bit length (hereinafter referred to as “La”) is obtained 
from the result of the entropy decoding of the Huffman code 
303. 

0012 Next, the Huffman decoding unit 206 shown in 
FIG. 2 of the compression/decompression circuit is 
described with reference to FIG. 14. The Huffman decoding 
unit 206 comprises a code location unit 2101, a boundary 
code register 2102, a Huffman code length detection unit 
2103, a base address register 2104, an address generation 
unit 2105, an entropy decoding table RAM 2106, and an 
additional bit decoding unit 2107. 
0013 The code location unit 2101 extracts a 16-bit bit 
String which is a bit String of the maximum code length 
(hereinafter referred to as “Lhmax”) of the Huffman code 
from the head of the compressed code Sequence, and outputs 
the 16-bit bit string to the Huffman code length detection 
unit 2103 and the address generation unit 2105. Further, it 
extracts a 11-bit bit string which is a bit string of the 
maximum bit length (hereinafter referred to as “Lamax”) of 
the additional bit from the head of the compressed code 
Sequence, and outputs the 11-bit bit String to the additional 
bit decoding unit 2107. When the Huffman code length Lh 
is obtained by the Huffman code length detection unit 2103, 
the code location unit 2101 carries out a shift operation of 
the Huffman code length Lh, obtains the next data from the 
compressed code Sequence as required, and locates the 
additional bit. Further, when the additional bit length La is 
obtained from the entropy decoding table RAM 2106, the 
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code location unit 2101 carries out the shift operation of the 
additional bit length La, and obtains the next data from the 
compressed code Sequence as required, and locates the next 
Huffman code. 

0.014 Prior to the start of the decompression decoding, 
the minimum code value for each code length is Stored in the 
boundary code register 2102. 

0015 The Huffman code length detection unit 2103 com 
pares the 16-bit bit string obtained by the code location unit 
2101 with the contents of the boundary code register 2102, 
assumes that the Huffman code exists from the head of the 
bit string obtained by the code location unit 2101, and 
detects the code length Lh. AS described above, in the case 
of the Huffman code, the code length can be obtained before 
referring to the decoding table RAM 2106. 
0016 Prior to the start of the decompression decoding, a 
base address which is an address of the entropy decoding 
table RAM 2106, corresponding to the Huffman code of the 
minimum code value for each code length is Stored in the 
base address register 2104. 
0.017. The address generation unit 2105 compares the 
16-bit bit string obtained by the code location unit 2101, the 
Huffman code length Lh obtained by the Huffman code 
length detection unit 2102 and the contents of the base 
address register 2104, and generates an address for referring 
to the entropy decoding table RAM 2106. 
0.018 Prior to the start of the decompression decoding, 
the bit length of an additional bit corresponding to each 
codeword is stored in the entropy decoding table RAM 
2106. 

0019. The additional bit decoding unit 2107 extracts a bit 
string of the additional bit length La obtained from the 
entropy decoding table RAM 2106, from the head of the 
11-bit bit string obtained by the code location unit 2101, and 
outputs the extracted bit String as a quantization DCT 
coefficient. 

0020 FIG. 15 is a diagram showing the relationship 
between the boundary code register 2102 and the Huffman 
code length detection unit 2103. The boundary code register 
2102 is a register file which is constituted by plural registers, 
i.e., a register 2201-1 for containing a boundary code of an 
1-bit length Huffman code, a register 220 1-2 for containing 
a boundary code of a 2-bit length Huffman code, . . . , and 
a register 2201-16 for containing a boundary code of a 16-bit 
length Huffman code. Prior to the start of the decompression 
decoding, the minimum code values for the respective code 
lengths are Stored in the boundary code register 2102 as the 
boundary codes. 

0021. The Huffman code length detection unit 2103 com 
prises a 1-bit size comparator 2202-1,2-bit size comparator 
2202-2, . . . , 16-bit size comparator 2202-16, a priority 
encoder 2203, and a selector 2204. The Huffman code length 
detection unit 2103 compares 1 bit from the head of an input 
bit String with the boundary code Stored in the register 
2201-1 of the boundary code register 2102, which contains 
the boundary code of 1-bit length, by means of the size 
comparator 2202-1. Similarly, the Huffman code length 
detection unit compares 2 bits from the head of the input bit 
string with the boundary code stored in the register 2202-2 
which contains the boundary code of 2-bit length, by means 
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of the size comparator 2202-2. This is performed up to 16 
bits which are the maximum code length of the Huffman 
code. 

0022. From the 16 results of the size comparison, the 
priority encoder 2203 outputs the minimum of the code 
lengths for which the bit string of the boundary code is 
shorter, as the Huffman code length Lh. 
0023 The selector 2204 selects the boundary code of the 
code length output from the priority encoder 2203, which is 
indicated by the Huffman code length Lh, from the boundary 
code register 2102, and outputs the same as the boundary 
code. 

0024 FIG. 16 is a diagram showing the relationship 
between the base address register 2104 and the address 
generation unit 2105. The base address register 2104 is a 
register file constituted by plural registers, which contains 
addresses of the entropy decoding table RAM 2106. The 
base address register 2104 is constituted by a register 2301-1 
for containing an address corresponding to a Huffman code 
which is the minimum value among 1-bit length Huffman 
codes, a register 2301-2 for containing an address corre 
sponding to a Huffman code which is the minimum value 
among 2-bit length Huffman codes, . . . , and a register 
2301-16 for containing an address corresponding to a Huff 
man code which is the minimum value among 16-bit length 
Huffman codes. Prior to the start of the decompression 
decoding, the address of the entropy decoding table RAM 
2106 corresponding to the Huffman code of the minimum 
code value for each code length is stored in the base address 
register 2104 as the base address. 
0025 The address generation unit 2105 comprises a 
Selector 2302, a selector 2303, an adder 2304 and an adder 
2305. 

0026. The selector 2302 selects a base address corre 
sponding to the input Huffman code length Lh from the base 
addresses Stored in the base address register 2140, and 
outputs the selected base address to the adder 2305. The 
selector 2303 selects a bit string from the head of a bit string 
which is a part of the input compressed code Sequence So 
that bits of the input Huffman code length Lh become 
effective bits, and outputs the Selected bit String to the adder 
2304. 

0027. The adder 2304 subtracts the input boundary code 
from the bit string input from the selector 2303, and output 
the result to the adder 2305. The adder 2305 adds the value 
input from the adder 2304 and the value input from the 
selector 2302, and output the result as the address. 
0028. The operation of the above-mentioned conven 
tional Huffman decoding unit is described with reference to 
a timing chart shown in FIG. 17. Initially, the code location 
unit 2101 reads first data of the entropy code section and 
outputs the maximum code length Lhmax of the Huffman 
code, i.e.,-16 bits, from the first bit (2401). 
0029) Next, the Huffman code length detection unit 2103 
obtains the Huffman code length Lh (2402) When the 
Huffman code length Lh is obtained, the address generation 
unit 2105 obtains an address to be referred to in the entropy 
decoding table RAM 2106 (2403). The Huffman code length 
detection (2402) and the address generation (2403) are 
carried out in one cycle. 
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0030 Simultaneously, the obtained address is given to 
the entropy decoding table RAM 2106 (2404). Currently, the 
Speed of the logical circuit has been increased with advances 
in the Semiconductor process technology, but the Speed of 
the RAM is still lower than that of the logical circuit. 
Therefore, it takes one cycle to give the address to the 
entropy decoding table RAM 2106, and one cycle to wait for 
output of data. The additional bit length La is obtained from 
the entropy decoding table RAM 2106 (2405) 
0031) Then, the code location unit 2101 performs the 
shift operation of the obtained additional bit length La, and 
locates the second Huffman code (2401). Simultaneously, 
the additional bit decoding unit 2107 extracts a bit string of 
the obtained additional bit length La from the head of the bit 
string which has been given by the code location unit 2101, 
to obtain a quantization DCT coefficient. 
0032. In order to decode the following second or later 
Huffman code and additional bit, the decoding proceSS is 
continued from the Huffman code length detection (2402) 
and the address generation (2403). As can be seen in FIG. 
17, the prior art Huffman decoding unit can output the 
quantization DCT coefficient once every four cycles. 
0.033 AS described above, the compressed code sequence 
is decompressed and decoded to obtain the restored image. 
However, the process of the compression coding or decom 
pression decoding for images requires a considerably large 
operation amount, and it takes much time even when the 
Special circuit shown in the above-mentioned prior art 
compression/decompression circuit is employed. Further, in 
recent years, there is a tendency that the definition in images 
is increased more, and a longer processing time is required. 
0034. In digital electronic circuits, in order to solve the 
problems in the processing time, it is common to realize 
Speeding-up by parallelization of the circuits or the pipeline 
proceSS. However, in the case of a processing including a 
feedback loop like decoding of variable length codes, only 
after the processing of one Huffman code has been finished, 
the decoding Start position of the next Huffman code is 
known. Therefore, the Speeding-up by the parallelization of 
the circuits or the pipeline processing cannot be enabled, and 
this causes the bottleneck in the improvement of the pro 
cessing Speed. 

SUMMARY OF THE INVENTION 

0035) It is an object of the present invention to enable a 
pipeline processing in a variable length code decoding 
circuit, and improve the performance in the decompression 
decoding process time of the compression/decompression 
circuit. 

0036). Other objects and advantages of the present inven 
tion will become apparent from the detailed description and 
Specific embodiments described are provided only for illus 
tration Since various additions and modifications within the 
Spirit and Scope of the invention will be apparent to those of 
skill in the art from the detailed description. 
0037. A decoder according to a 1st aspect of the present 
invention for decoding Successive first and Second variable 
length codes, with referring to a table which contains a 
relationship between variable length codes and decoded 
values comprises: a code location unit for cutting out plural 
bit strings from plural different relative positions with 
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respect to a reference position; plural address candidate 
generation units each generating an address candidate to 
refer to the table for each of the plural cutout bit strings; a 
table reference unit for referring to the table to get decoded 
values on the basis of the generated address candidates, and 
a control unit for operating the table reference unit for the 
first variable length code, while simultaneously operating 
the address candidate generation units for the Second Vari 
able length code. Therefore, while waiting for output of a 
decoded value from the table to decode one variable length 
code, table addresses for the next variable length code can 
be obtained by the plural address candidates generation 
units, whereby the pipeline processing of the decoding of the 
variable length codes is enabled, and the processing time can 
be reduced as compared to the prior art Huffman decoding 
unit 

0038 According to a 2nd aspect of the present invention, 
the decoder of the 1st aspect comprises: a code length 
calculation unit for obtaining a code length of the input 
variable length code on the basis of a result of the table 
reference; and the table reference unit Selects a predeter 
mined address from the plural table reference address can 
didates on the basis of the obtained code length Therefore, 
the location of the Second variable length code can be easily 
performed with referring to the code length of the first 
variable length code. 
0039. According to a 3rd aspect of the present invention, 
in the decoder of the 1st aspect, the number of the address 
candidate generation units is less than the number of pos 
Sible kinds of variable length code, and the code location 
unit outputs a bit String to the address candidate generation 
units, respectively, with Successively shifting the reference 
position. Therefore, while waiting for output of the decoded 
value from the table to decode one variable length code, 
table addresses for the next variable length code can be 
obtained by the plural address candidate generation units, 
whereby the pipeline processing of the decoding of variable 
length codes is enabled. Accordingly, the processing time is 
reduced as compared to the prior art Huffman decoding unit, 
as well as the Huffman decoding unit can be realized in a 
Smaller apparatus Scale. 
0040 According to a 4th aspect of the present invention, 
in the decoder of the 1st aspect, the variable length code is 
composed of an additional bit and a Secondary variable 
length code which is obtained by coding at least a bit length 
of the additional bit, and the number of the address candidate 
generation units is equal to the number of possible kinds of 
bit length of the additional bit. Therefore, while waiting for 
output of a decoded value from the table to decode one 
variable length code, table addresses for the next variable 
length code can be obtained by the plural address candidate 
generation units, whereby the pipeline processing of the 
decoding of variable length codes is enabled. Accordingly, 
the pipeline processing of the decoding of variable length 
codes is enabled, and the processing time is reduced as 
compared to the prior art Huffman decoding unit, as well as 
the Huffman decoding unit can be realized in a Smaller 
apparatus Scale. 

0041 According to a 5th aspect of the present invention, 
in the decoder of the 4th aspect, the number of the address 
candidate generation units is less than the number of pos 
sible kinds of bit length of the additional bit, and the code 
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location unit outputs a bit String to the address candidate 
generation units, respectively, with Successively shifting the 
reference position. Therefore, while waiting for output of a 
decoded value from the table to decode one variable length 
code, table addresses for the next variable length code can 
be obtained by the plural address candidates generation 
units, whereby the pipeline processing of the decoding of 
variable length codes is enabled. Accordingly, the process 
ing time is reduced as compared to the prior art Huffman 
decoding unit, as well as the Huffman decoding unit can be 
realized in a Smaller apparatus Scale. 
0042. According to a 6th aspect of the present invention, 
the decoder of the 1st aspect comprises a decoding Subunit 
for outputting at least a code length of a variable length code 
having a predetermined code length or Snorter, for that 
variable length code. Therefore, not only the processing time 
is reduced as compared to the prior art Huffman decoding 
unit, but also the processing time can be further reduced. 
0.043 A decoding method according to a 7th aspect of the 
present invention for decoding Successive first and Second 
variable length codes, with referring to a table which con 
tains a relationship between variable length codes and 
decoded values comprises a Step of Simultaneously carrying 
out a process for referring to the table to get a decoded value 
for the first variable length code, and a process for gener 
ating plural table address candidates to refer to the table for 
the Second variable length code, in parallel. Therefore, while 
waiting for output of a decoded value from the table to 
decode one variable length code, table addresses for the next 
variable length code can be obtained by the plural address 
candidate generation units, whereby the pipeline processing 
of the decoding of variable length codes is enabled. Accord 
ingly, the processing time is reduced as compared to the 
prior art Huffman decoding unit. 
0044 According to an 8th aspect of the present invention, 
the decoding method of the 7th aspect comprises a step of: 
Selecting one address from the plural table address candi 
dates on the basis of a code length of the first variable length 
code obtained from a result of the table reference for the first 
variable length code, to locate the Second variable length 
code. Therefore, the location of the second variable length 
code can be easily performed with referring to the code 
length of the first variable length code. 

BRIEF DESCRIPTION OF THE DRAWINGS 

004.5 FIG. 1 is a block diagram illustrating a digital still 
camera according to a first embodiment of the present 
invention. 

0.046 FIG. 2 is a block diagram illustrating a compres 
Sion/decompression unit of the digital Still camera shown in 
FIG. 1. 

0047 FIG. 3 is a diagram illustrating a structure of a 
compressed code Sequence according to JPEG. 
0.048 FIG. 4 is a block diagram illustrating a Huffman 
decoding unit according to the first embodiment. 
0049 FIG. 5 is a diagram showing a manner in which a 
compressed code Sequence is input to a Huffman code length 
detection unit according to the first embodiment. 
0050 FIG. 6 is a diagram showing a timing chart of the 
Huffman decoding unit of the first embodiment. 
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0051 FIG. 7 is a block diagram illustrating a Huffman 
decoding unit according to a Second embodiment of the 
present invention. 
0052 FIG. 8 is a diagram showing a manner in which a 
compressed code Sequence is input to a Huffman code length 
detection unit according to the Second embodiment. 
0053 FIG. 9 is a diagram showing a timing chart of the 
Huffman decoding unit of the second embodiment. 
0054 FIG. 10 is a block diagram illustrating a Huffman 
decoding unit according to a third embodiment of the 
present invention. 
0055 FIG. 11 is a diagram showing a timing chart of the 
Huffman decoding unit of the third embodiment. 
0056 FIG. 12 is a block diagram illustrating a Huffman 
decoding unit according to a fourth embodiment of the 
present invention. 
0057 FIG. 13 is a diagram illustrating constructions of a 
pattern register, a code length register, and an additional bit 
length register according to the fourth embodiment. 
0058 FIG. 14 is a block diagram illustrating a prior art 
Huffman decoding unit. 
0059 FIG. 15 is a block diagram illustrating a boundary 
code register and a Huffman code length detection unit of the 
prior art Huffman decoding unit. 
0060 FIG. 16 is a block diagram illustrating a base 
address register and an address generation unit of the prior 
art Huffman decoding unit. 
0061 FIG. 17 is a diagram showing a timing chart of the 
prior art Huffman decoding unit. 
0062 FIG. 18 is a functional block diagram illustrating 
a fundamental Structure of a variable length code decoder 
according to the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

0063. Initially, a fundamental structure of a variable 
length code decoder according to the present invention is 
described. FIG. 18 is a functional block diagram illustrating 
the fundamental Structure of the variable length code 
decoder of the present invention. In this figure, reference U1 
denotes a code location means for cutting out plural bit 
Strings from plural different positions with respect to a 
reference position. Reference U2 denotes an address candi 
date generation unit for generating a table reference address 
candidate for each of the plural cutout bit Strings. Reference 
U3 denotes a table reference unit for referring to a prede 
termined variable length code decoded value from the 
generated address. Reference U4 denotes a control unit for 
operating the table reference unit U3 for a first variable 
length code, while Simultaneously operating the address 
candidate generation unit U2 for a Second variable length 
code. Reference U6 denotes a table which contains the 
correspondence between the codes and decoded values of 
the plural variable length codes. Reference U5 denotes a 
code length calculation unit for calculating the code length 
of a variable length code from a code length obtained from 
the Huffman code of the variable length code and the bit 
length of the additional bit of the variable length code. In 
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addition, the table reference unit U3 has a function of 
Selecting a prescribed address from the plural addresses 
generated by the address candidate generation unit U2 for 
the first variable length code, and after the code length is 
obtained by the code length calculation unit U5, Selecting a 
predetermined one from the plural addresses generated by 
the address candidate generation unit U2 on the basis of the 
obtained code length. 
0064 Embodiment 1 
0065 FIG. 1 is a block diagram illustrating a digital still 
camera according to the first embodiment of the present 
invention. The digital Still camera shown in this figure 
comprises a microcomputer 101 for controlling the whole 
camera, an image-taking unit 102 for converting an image 
into an electric signal by a CCD or the like, a buffer memory 
103 which is constituted by a RAM for temporarily retaining 
image information and the like, to compressively code or 
decompressively decode a taken image, a compression/ 
decompression circuit 104 for compressively coding or 
decompressively decoding the taken image, a memory card 
105 for containing a compressed code Sequence which is 
generated by compressively coding the taken image, and a 
liquid crystal display unit 106 for displaying the taken 
image. 
0.066 Here, the decompression decoding process of the 
digital still camera shown in FIG. 1, according to the JPEG 
baseline method is described. Since the compression coding 
has no direct bearing on the present invention, it is not 
described here. 

0067. In accordance with an instruction from the micro 
computer 101, a compressed code Sequence is read from the 
memory card 105 and transmitted to the compression/ 
decompression circuit 104. The compression/decompression 
circuit 104 decompressively decodes the compressed code 
sequence, and writes the same in the buffer memory 103 in 
units of a block, which is composed of 8 pixelsx8 pixels. 
When the decompression decoding has been finished, the 
microcomputer 101 instructs the buffer memory 103 and the 
liquid crystal display unit 106 to display the restored image, 
and the restored image read from the buffer memory 103 is 
displayed on the liquid crystal display unit 106. 
0068 FIG. 2 is a block diagram illustrating a structure of 
the compression/decompression circuit 104. Since this block 
diagram is the same as that of the prior art compression/ 
decompression circuit, the description is not given here. 
0069 FIG. 4 is a block diagram illustrating a Huffman 
decoding unit according to the first embodiment. The prin 
ciple of the Huffman decoding unit according to the first 
embodiment is that, during an access to the entropy decod 
ing table RAM, candidates of an entropy decoding table 
address for the next Huffman code are obtained, whereby 
parts of a Series of processes relating to the entropy decoding 
for two Huffman codes are made overlapped, to obtain 
effects of the pipeline processing. 
0070 Next, the respective elements shown in FIG. 4 are 
described in detail. A code location unit 401 initially extracts 
a bit String of the maximum code length LhmaX of a 
Huffman code, i.e.,-16 bits, from the head of a compressed 
code Sequence, and outputs the extracted bit String to a 
Huffman code length detection unit 0 (402-0). Simulta 
neously, the code location unit 401 extracts a bit String of 
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Lhmax bits from the next bit but one of the head of the 
compressed code Sequence, and outputs the extracted bit 
string to a Huffman code length detection unit 1 (402-1). 
Similarly, the unit 401 extracts a bit string of Lhmax bits 
from the next bit but “n” bits of the head of the compressed 
code Sequence, and outputs the extracted bit String to a 
Huffman code length detection unit n (402-n). In the case of 
JPEG, since Lhmax=26 and Lamax=11, 28 kinds of outputs 
up to “n'=27 are simultaneously carried out. Further, when 
the code length (Lh+La) is obtained by an adder 406, the 
code location unit 401 performs the shift operation of 
(Lh+La) bits, obtains the next data from the compressed 
code Sequence as required, and locates the additional bit. 
0071. The boundary code register 2102 is the same as that 
in the prior art Huffman decoding unit. 
0.072 The Huffman code length detection units 0 (402 
0)-27 (402-27) are obtained by merely providing (Lhmax+ 
Lamax) of the same Huffman code length detection units as 
that in the prior art Huffman decoding unit, and each of the 
Huffman code length detection units is the same as that of 
the prior art Huffman decoding unit. 
0073. The base address register 2104 is the same as that 
in the prior art Huffman decoding unit. 
0.074) Address generation units 0 (403-0)-27 (403-27) 
are obtained by merely providing (Lhmax+Lamax) of the 
Same address generation units as that in the prior art Huff 
man decoding unit, and each of the address generation units 
is the same as that in the prior art Huffman decoding unit. 
0075) A selector 404 selects an address which is input 
from the address generation unit 0 (403-0) at entropy 
decoding of the first Huffman code to output the selected 
address to the entropy decoding table RAM 2106, and 
Selects an address which is output by the address generation 
unit n (403-n) corresponding to the output of the adder 406 
at entropy decoding of the Second or later Huffman code to 
output the Selected address to the entropy decoding table 
RAM 2106. 

0076 A selector 405 selects a code length which is input 
from the Huffman code length detection unit 0 (402-0) at the 
entropy decoding of the first Huffman code, to output the 
selected code length to the adder 406 as the Huffman code 
length Lh, and Selects a Huffman code length which is 
output by the Huffman code length detection unit n (402-n) 
corresponding to the output of the adder 406 at the entropy 
decoding of the Second or later Huffman code, to output the 
selected code length to the adder 406. 
0077. The entropy decoding table RAM 2106 is the same 
as the entropy decoding table RAM of the prior art Huffman 
decoding unit. 

0078. The adder 406 adds the Huffman code length Lh 
output from the selector 405 and the additional bit length La 
output from the entropy decoding table RAM 2106, to obtain 
a code length (Lh--La). 
007.9 The additional bit decoding unit 2107 is the same 
as the additional bit decoding unit of the prior art Huffman 
decoding unit. 

0080 FIG. 5 is a diagram showing the relationship of the 
bit strings which are output from the code location unit 401 
to the Huffman code length detection units 0 (402-0)-27 
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(402-27) and the address generation units 0 (403-0)-27 
(403-27). Though not shown in the figure, the same bit string 
is input to the Huffman code length detection unit 0 (402-0) 
and the address generation unit 0 (403-0). Similarly, the 
Same bit String is input to the Huffman code length detection 
unit n (402-n) and the address generation unit n (403-n). 
0081. The operation of the above-mentioned Huffman 
decoding unit according to the first embodiment is described 
with reference to a timing chart shown in FIG. 6. 
0082 (1.1. Step 1) 
0.083. Initially, the code location unit 401 sets the decod 
ing Start position at the first bit of the entropy code Section. 
Further, the unit 401 reads first data of the entropy code 
Section, and outputs bit Strings of the maximum code length 
Lhmax of the Huffman code, i.e.,-16 bits, to the Huffman 
code length detection units 0 (402-0)-27 (402-27) and the 
address generation units 0 (403-0)-27 (403-27) (601). 
0084 (1.2. Step 2) 
0085 Next, each of the Huffman code length detection 
units 0 (402-0)-27 (402-27) assumes that the Huffman code 
exists from the head of the input bit String, and detects the 
Huffman code length (602). When the Huffman code length 
is obtained, the address generation units 0 (403-0)-27 (403 
27) obtain an address to be referred in the entropy decoding 
table RAM 2106, respectively (603). The Huffman code 
length detection (602) and the address generation (603) are 
carried out in one cycle, like in the prior art Huffman 
decoding unit. 

0.086 (1.3. Step 3) 
0087 Next, the selector 404 selects the address which is 
output by the address generation unit 0 (403-0) at the 
entropy decoding of the first Huffman code, without reser 
Vation. 

0088. The selected address is given to the entropy decod 
ing table RAM 2106 (604). For the same reason as in the 
case of the prior art Huffman decoding unit, it takes one 
cycle to give the address to the entropy decoding table RAM 
2106, and one cycle to wait for the output of data. 

0089 (1.4. Step 4) 
0090. It is in a stage of waiting for the output of the 
additional bit length La from the entropy decoding table 
RAM 2106, and the output is determined during this cycle 
(605). 
0.091 In parallel with this, the Huffman code length 
detection units 0 (402-0)-27 (402-27) obtain the Huffman 
code length of the second Huffman code. Since the total bit 
length (Lh+La) of the first Huffman code and the additional 
bit is unknown at this time, candidates of the code length Lh 
of the second Huffman code are obtained to Suit all cases of 
a possible range of (Lh+La) (602). Simultaneously, the 
address generation units 0 (403-0)-27 (403-27) obtain can 
didates of the entropy decoding table address for the Second 
Huffman code (603). 
0092 (1.5. Step 5) 
0093. The selector 404 selects an address corresponding 
to the code length (Lh--La) which is output by the adder 406, 
from obtained (Lhmax+Lamax) addresses for the Second 
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Huffman code, and outputs the Selected address to the 
entropy decoding table RAM 2106 (604). 
0094 Simultaneously, the selector 405 selects a Huffman 
code length corresponding to the code length (Lh--La) which 
is output by the adder 406, from the obtained (Lhmax+ 
Lamax) Huffman code lengths for the second Huffman code, 
and outputs the Selected Huffman code length to the adder 
406. However, before the bit length La of the additional bit 
Subsequent to the first Huffman code is obtained, the selector 
405 selects the Huffman code length which is output by the 
Huffman code length detection unit 0 (402-0). Simulta 
neously, the adder 406 adds the Huffman code length Lh 
selected by the selector 405 and the additional bit length La 
obtained from the entropy decoding table RAM 2106, to 
obtain the code length Lh+La (606). 
0095 Simultaneously, the code location unit 401 per 
forms the shift operation of the obtained code length (Lh+ 
La), and locates the second Huffman code (601). 
0096. The operation of the additional bit decoding unit 
2107 for simultaneously outputting the quantization DCT 
coefficient is the same as that of the prior art Huffman 
decoding unit. 
0097 (1.6. Step 6 and later) 
0098. Hereinafter, steps 4 and 5 are repeated. 
0099. As can be seen in FIG. 6, according to the first 
embodiment, the guantization DCT coefficient can be output 
once every two cycles. AS described above, the (Lhmax+ 
Lamax) Huffman code length detection units and the 
(Lhmax+Lamax) address generation units are provided, 
(Lhmax+Lamax) being the total length of the maximum 
code length of the Huffman code and the maximum bit 
length of the additional bit, and the SelectorS Select the 
outputs, whereby the quantization DCT coefficients twice as 
many as in the case of the prior art Huffman decoding unit 
can be obtained during the same time. 
0100. In this first embodiment, in order to obtain the 
candidates of the Huffman code length and the candidates of 
the address, the numbers of which candidates are both the 
same as the total length of the maximum length (Lhmax) of 
the Huffman code and the maximum length (Lamax) of the 
additional bit, the (Lhmax+Lamax) Huffman code length 
detection units and the (Lhmax+Lamax) address generation 
units are provided. However, when the processes by the 
Huffman code length detection unit and the address genera 
tion unit require only quite a short time as compared to one 
cycle, the Same effects can be obtained by repeating the 
processes (Lhmax+Lamax) times in one cycle by one Huff 
man code length detection unit and one address generation 
unit. Further, the same effects can be also obtained by 
repeating the processes plural times in one cycle by plural 
(two or more, and less than Lhmax+Lamax) Huffman code 
length detection units and plural address generation units. 
0101 Conversely, when the processes by the Huffman 
code length detection unit and the address generation unit 
cannot be carried out in one cycle, it is also possible to carry 
out the processes by the Huffman code length detection unit 
and the address generation unit in two or more cycles. 

0102) In this first embodiment, the Discrete Cosine trans 
formation is used as the orthogonal transformation. How 
ever, in applications other than JPEG, the Discrete Sinc 
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transformation, the Walsh-Hadamard transformation, the 
Wavelet transformation and the like can he used. 

0103). Further, in this first embodiment, the Huffman 
coding is used as the entropy coding, while the arithmetic 
coding and the like can be used in the applications including 
those other than JPEG. Particularly, the effects can be 
obtained in the entropy coding which can obtain the code 
length of the variable length code only with referring to the 
entropy decoding table RAM. 
0104. This first embodiment is described assuming that 
this is applied to JPEG, while this can be also applied to 
MPEG. In the case of MPEG, the additional bit in this first 
embodiment corresponds to a fixed length code Subsequent 
to an escape code. Since the bit length of the fixed length 
code in MPEG is fixed in one kind, the candidates of the 
address obtained by the address generation units are follow 
ing two: an address in a case where the escape code is 
detected and this is followed by a fixed length code, and an 
address in a case where a variable length code other than the 
escape code is detected and this is not followed by a fixed 
length code. Also in MPEG, the above-mentioned effects 
can be obtained, by providing two Huffman code length 
detection units and two address generation units, and con 
trolling the selectors 404 and 405 on the basis of whether the 
escape code is detected or not. 
0105 The entropy code section according to JPEG as 
shown in this first embodiment is composed of Huffman 
codes and following additional bits. Further, the code length 
of the Huffman code can be also obtained by the Huffman 
code length detection units 0 (402-1)-27 (402-27). How 
ever, in cases of using common variable length codes, other 
than JPEG, the code length cannot always be obtained easily 
by means like the Huffman code length detection unit, and 
further the additional bit may not exist. Also in this case, 
when the code length of a variable length code correspond 
ing to the Huffman code of the first embodiment is obtained 
with referring to the entropy decoding table RAM, the same 
effects can be obtained. 

0106 Further, since this first embodiment pertains 
directly to the decoding of variable length codes, this can be 
applied not only in cases where images according to JPEG, 
MPEG or the like are handled but also generally to a decoder 
of variable length codes, and the same effects can be 
obtained. 

0107 Embodiment 2 
0108) Another example of the Huffman decoding unit 
206 shown in FIG. 2 of the compression/decompression 
circuit 104 included in the digital still camera shown in FIG. 
1 will be described in the second embodiment with reference 
to the drawings. 
0109 FIG. 7 is a block diagram illustrating a Huffman 
decoding unit 206 according to the Second embodiment. In 
FIG. 7, the same reference numerals as those in the prior art 
Huffman decoding unit or the Huffman decoding unit of the 
first embodiment denote the Same or corresponding ele 
mentS. 

0110. The principle of the Huffman decoding unit accord 
ing to the Second embodiment is that when the compressed 
code is composed of combination of variable length codes 
and additional bits whose bit length is defined on the basis 
of the result of entropy decoding of the variable length code, 
and the code length of the variable length code is obtained 
without waiting for the output from the entropy decoding 
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table RAM, the number of candidates of the entropy decod 
ing table address for the next Huffman code, which are 
obtained during the access to the entropy decoding table 
RAM, can be reduced to a number which is equal to the bit 
length of the additional bit, thereby realizing the Huffman 
decoding unit in a Smaller apparatus Scale with obtaining the 
effects of the pipeline processing as in the first embodiment. 
0111 Next, the respective elements shown in FIG. 7 are 
described in detail. A code location unit 701 initially extracts 
a bit String of the maximum code length Lhmax of the 
Huffman code, i.e.,-16 bits, from the head of a compressed 
code Sequence, and outputs the bit String to a Huffman code 
length detection unit 0 (702-0). Simultaneously, the unit 701 
extracts a bit string of Lhmax bits from the next bit but one 
of the head of the compressed code Sequence, and outputs 
the bit string to the Huffman code length detection unit 1 
(702-1). Similarly, the unit 701 extracts a bit string of Lhmax 
bits from the next bit but “n” bits of the head of the 
compressed code Sequence, and outputs the bit String to the 
Huffman code length detection unit n (702-n). In the case of 
JPEG, since Lamax=11, 12 kinds of output up to “n'=11 are 
simultaneously performed. Further, when the sum of the bit 
length La' of an additional bit Subsequent to a Huffman code 
which has been entropy-decoded immediately before and the 
code length Lh of a Huffman code which is now being 
decoded, i.e. La'+Lh, is obtained from an adder 706, the code 
location unit 701 performs the shift operation of (La'+Lh) 
bits, obtains the next data from the compressed code 
Sequence as required, and locates the additional bit. 
0112 The boundary code register 2102 is the same as that 
in the prior art Huffman decoding unit. 
0113. The Huffman code length detection units 0 (702 
0)-11 (702-11) are obtained by merely providing (Lamax) of 
the same Huffman code length detection units as that of the 
prior art Huffman decoding unit, and each of the Huffman 
code length detection units are the same as that in the prior 
art Huffman decoding unit. 
0114. The base address register 2104 is the same as that 
in the prior art Huffman decoding unit. 

0115 Address generation units 0 (703-0)-11 (703-11) are 
obtained by merely providing (Lamax) of the same address 
generation units as that of the prior art Huffman decoding 
unit, and each of the address generation units is the same as 
that in the prior art Huffman decoding unit. 

0116. A selector 704 selects an address which is input 
from the address generation unit 0 (703-0) at the entropy 
decoding of the first Huffman code, to output the Selected 
address to the entropy decoding table RAM 2106, and 
Selects an address which is output by the address generation 
unit n (703-n) corresponding to an additional bit length La' 
output from the entropy decoding table RAM 2106 at the 
entropy decoding of the Second or later Huffman code, to 
output the Selected address to the entropy decoding table 
RAM 2106. 

0117. A selector 705 selects a code length which is input 
from the Huffman code length detection unit 0 (702-0) at the 
entropy decoding of the first Huffman code, to output the 
selected code length to the adder 706 as the Huffman code 
length Lh, and Selects a Huffman code length Lh which is 
output by the Huffman code length detection unit n (702-n) 
corresponding to an additional bit length La' output from the 
entropy decoding table RAM 2106 at the entropy decoding 
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of the Second or later Huffman code, to output the Selected 
Huffman code length to the adder 706. 
0118. The entropy decoding table RAM 2106 is the same 
as the entropy decoding table RAM of the prior art Huffman 
decoding unit. 
0119) The adder 706 adds the additional bit length La' of 
the Huffman code which has been entropy-decoded imme 
diately before, output from the entropy decoding table RAM 
2106, and the Huffman code length Lh output by the selector 
705, to obtain La'+Lh. 
0120) The additional bit decoding unit 2107 is the same 
as the additional bit decoding unit of the prior art Huffman 
decoding unit. 
0121 FIG. 8 shows the relationship of bit strings which 
are output from the code location unit 701 to the Huffman 
code length detection units 0 (702-0)-11 (702-11) and the 
address generation units 0 (703-0)-11 (703-11). Though not 
shown in FIG. 8, the same bit string is input to the Huffman 
code length detection unit n (702-n) and the address gen 
eration unit n (703-n), as in the first embodiment. 
0122) The operation of the above-mentioned Huffman 
decoding unit according to the Second embodiment is 
described with reference to a timing chart shown in FIG. 9. 
0123 (2-1. Step 1) 
0.124. Initially, the code location unit 701 sets the decod 
ing Start position at the first bit of the entropy code Section. 
Further, it reads first data of the entropy code Section, and 
outputs a bit String of the maximum code length LhmaX of 
the Huffman code, i.e.,-16 bits, to the Huffman code length 
detection units 0 (702-0)-11 (702-11) and the address gen 
eration units 0 (703-0)-11 (703-11) (901). 
0125 (2.2. Step 2) 
0126) Next, the Huffman code length detection units 0 
(702-0)-11 (702-11) assume that the Huffman code exists 
from the head of the input bit string, and detect the Huffman 
code length, respectively, (902). When the Huffman code 
length is obtained, the address generation units 0 (703-0) 
~11 (703-11) obtain an address to be referred to in the 
entropy decoding table RAM 2106, respectively (903). The 
Huffman code length detection (902) and the address gen 
eration (903) are performed in one cycle as in the prior art 
Huffman decoding unit. 
O127 (2.3. Step 3) 
0128. The selector 704 selects the address output by the 
address generation unit 0 (703-0) at the entropy decoding of 
the first Huffman code, without reservation. 
0129. Next, the selected address is given to the entropy 
decoding table RAM 2106 (904). For the same reason as in 
the case of the prior art Huffman decoding unit, it takes one 
cycle to give the address to the entropy decoding table RAM 
2106 and one cycle to wait for the output of data. 
0130 (2.4. Step 4) 
0131. It is in a stage of waiting for output of the addi 
tional bit length La from the entropy decoding table RAM 
2016, and the output is determined during this cycle (905). 
0.132. In parallel with this, the Huffman code length 
detection units 0 (702-0)-11 (702-11) obtain the Huffman 
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code length of the Second Huffman code, respectively. Since 
the bit length La of the additional bit Subsequent to the first 
Huffman code is unknown at this time, candidates of a code 
length Lh of the second Huffman code are obtained to suit 
all cases of a possible value range of La (902). Simulta 
neously, the address generation units 0 (703-0)-11 (703-11) 
obtain candidates of an entropy decoding table address for 
the second Huffman code (903). 
0133) (2.5. Step 5) 
0134) The selector 704 selects an address corresponding 
to La' which is output by the entropy decoding table RAM 
2106, from the obtained Lamax addresses for the second 
Huffman code, and outputs the Selected address to the 
entropy decoding table RAM 2106 (904). Simultaneously, 
the selector 705 selects a Huffman code corresponding to the 
code length which is output by the entropy decoding table 
RAM 2106, from the obtained Lamax Huffman code lengths 
for the Second Huffman code, and outputs the Selected 
Huffman code to the adder 706 as the Huffman code length 
Lh. However, until the bit length La' of the additional bit 
Subsequent to the first Huffman code is obtained, the selector 
705 selects the Huffman code length output by the Huffman 
code length detection unit 0 (702-0). 
0135) Simultaneously, the adder 706 adds the additional 
bit length La' obtained from the entropy decoding table 
RAM 2106 and the Huffman code length Lh selected by the 
selector 705, to obtain La'+Lh. Simultaneously, the code 
location unit 701 performs the shift operation of obtained 
(La'+Lh) bits, and locates the additional bit Subsequent the 
Huffman code which is being decoded (901). 
0.136 Simultaneously, the additional bit decoding unit 
2107 extracts the additional bit length La obtained by the 
entropy decoding table RAM 2106 from the head of the bit 
string output by the code location unit 701, and outputs the 
bit length as the quantization DCT coefficient (906). This 
operation is the same as that of the prior art Huffman 
decoding unit. 

0137 (2.6. Step 5 and later) 
0.138 Hereinafter, steps 4 and 5 are repeated. 
0.139. In this second embodiment, as can be seen in FIG. 
9, the quantization DCT coefficient can be output once every 
two cycles, like in the first embodiment. Further, as can be 
seen in FIG. 7, since it is enough to provide Lamax Huffman 
code length detection units and Lamax address generation 
units, the Huffman decoding unit can be packaged in a 
Smaller circuit Scale than that of the first embodiment. 

0140. As described above, since the Lamax Huffman 
code length detection units and the Lamax address genera 
tion units, LamaX being the maximum bit length of the 
additional bit, are provided and the Selector Selects one of 
their outputs, the quantization DCT coefficients twice as 
many as those in the prior art Huffman decoding unit can be 
obtained in the same time period. 
0.141. In this second embodiment, the Lamax Huffman 
code length detection units and the Lamax address genera 
tion units are provided to obtain Lamax kinds of Huffman 
code length candidate and LamaX kinds of address candi 
date, LamaX being equal to the additional bit length. How 
ever, when the processes by the Huffman code length 
detection units and the address generation units require quite 
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a shorter time than one cycle and there is a Sufficient time 
left, the same effects can be obtained by repeating the 
processes Lamax times in one cycle by one Huffman code 
length detection unit and one address generation unit. Fur 
ther, the same effects can be also obtained by repeating the 
processes plural times in one cycle by plural (two or more, 
and less than Lamax) Huffman code length detection units 
and address generation units. 
0142. This second embodiment is described assuming 
that this is applied to JPEG as in the first embodiment, while 
this can be also applied to MPEG by the processing like in 
the first embodiment. 

0143 Further, since this second embodiment also per 
tains directly to the decoding of variable length codes, this 
Second embodiment can be applied not only in cases where 
images according to JPEG or MPEG are handled but also 
generally to a decoder of variable length codes, like the first 
embodiment, and the same effects can be obtained. 

0144) Embodiment 3) 
0145 Another example of the Huffman decoding unit 
206 in FIG. 2 of the compression/decompression circuit 104 
included in the digital still camera shown in FIG. 1 is 
described as the third embodiment with reference to the 
drawings. 

0146 FIG. 10 is a block diagram illustrating a Huffman 
decoding unit 206 according to the third embodiment. In 
FIG. 10, the same reference numerals as those in any of the 
prior art Huffman decoding unit, the Huffman decoding unit 
of the first embodiment and the Huffman decoding unit of 
the Second embodiment denote the same or corresponding 
elements. 

0147 The principle of the Huffman decoding unit accord 
ing to the third embodiment is as follows: Even when a 
variable length code or additional bit having a longer bit 
length is entropy-decoded more slowly than a variable 
length code or additional bit having a shorter bit length, the 
reduction in the proceSS Speed performance is Small. There 
fore, the number of candidates of the entropy decoding table 
address for the next Huffman code, which are obtained 
during the access to the entropy decoding table RAM, is 
reduced as compared to that in the first or Second embodi 
ment, to realize the Huffman decoding unit in a much 
Smaller apparatus Scale. 

0148 Next, the respective elements in FIG. 10 are 
described in detail. A code location unit 1001 initially 
extracts a bit string of Lhmax bits from the next bit but “n” 
bits of the head of the compressed code Sequence, and 
outputs the bit String to a Huffman code length detection unit 
n (1001-n) When La'+Lh is obtained by an adder 706, the 
code location unit 1001 performs the shift operation of 
(La'+Lh) bits, obtains the next data from the compressed 
code Sequence as required, and locates the additional bit. 

0149 The code location unit 1001 is different from the 
code location unit of the Second embodiment in that the unit 
1001 performs the output of less than the maximum bit 
length Lamax (4 in the third embodiment shown in FIG. 10, 
hereinafter referred to as Nh) of the additional bit, and in that 
when the additional bit length La' of the Huffman code 
which has been entropy-decoded immediately before 
(described later) is longer than Nh, it performs the shift 

Dec. 27, 2001 

operation of La' bits, locates the next Huffman code, extracts 
a bit String of LhmaX bits, and outputs the bit String again to 
the Huffman code length detection unit 0 (1002-0) and the 
address generation unit 0 (1003-0). 
0150. The boundary code register 2102 is the same as that 
in the prior art Huffman decoding unit. 

0151. The Huffman code length detection units 0 (1002 
0)-3 (1002-3) are obtained by merely providing Nh of the 
Same Huffman code length detection units as that in the prior 
art Huffman decoding unit, and each of the Huffman code 
length detection units is the Same as that in the prior art 
Huffman decoding unit. 
0152 The base address register 2104 is the same as that 
in the prior art Huffman decoding unit. 
0153. The address generation units 0 (1003-0)-3 (1003 
3) are obtained by merely providing Nh of the same address 
generation units as that in the prior art Huffman decoding 
unit, and each of the address generation units is the same as 
that in the prior art Huffman decoding unit. 
0154) A selector 1004 selects an address which is input 
from the address generation unit 0 (1003-0) at the entropy 
decoding of the first Huffman code, to output the Selected 
address to the entropy decoding table RAM 2106, and 
Selects an address output by the address generation unit in 
(1003-n) corresponding to an additional bit length La' which 
is output from the entropy decoding table RAM 2106 at the 
entropy decoding of the Second or later Huffman code, to 
output the selected address to the entropy decoding table 
RAM 2106. 

0.155) A selector 1005 selects a code length which is input 
from the Huffman code length detection unit 0 (1002-0) at 
the entropy decoding of the first Huffman code, to output the 
selected code length to the adder 706 as the Huffman code 
length Lh, and Selects a Huffman code length Lh output by 
the Huffman code length generation unit n (1002-n) corre 
sponding to an additional bit length La' which is output from 
the entropy decoding table RAM 2106 at the entropy decod 
ing of the Second or later Huffman code, to output the 
selected code length to the adder 706. Further, when the La' 
is equal to or larger than Nh, a value “0” is output to the 
adder 706, because no candidate of the Huffman code length 
corresponding to La' is obtained. 
0156 The entropy decoding table RAM 2106 is the same 
as the entropy decoding table RAM of the prior art Huffman 
decoding unit. 

0157. The adder 706 is the same as that in the second 
embodiment. 

0158. The additional bit decoding unit 2107 is the same 
as the additional bit decoding unit of the prior art Huffman 
decoding unit. 

0159. The operation of the above-mentioned Huffman 
decoding unit according to the third embodiment is 
described with reference to a timing chart shown in FIG. 11. 
0160 (3.1. Step 1) 
0.161 Initially, the code location unit 1001 sets the decod 
ing Start position at the first bit of the entropy code Section. 
Further, the code location unit 1001 reads first data of the 
entropy code Section, and outputs a bit String of the maxi 
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mum code length LhmaX of the Huffman code, i.e.,-16 bits, 
to the Huffman code length detection units 0 (1002-0)-3 
(1002-3) and the address generation units 0 (1003-0)-3 
(1003-3) (1101). This is the same as 901 in the second 
embodiment, except for the fact that the kinds of output bit 
Strings are reduced to Nh kinds. 
0162 (3.2. Step 2) 
0163 Next, the Huffman code length detection units 0 
(1002-0)-3 (1002-3) assume that the Huffman code exists 
from the head of the input bit string, and detect the Huffman 
code length, respectively (1102). When the Huffman code 
length is obtained, the address generation units 0 (1003-0)-3 
(1003-3) obtain an address to be referred to in the entropy 
decoding table RAM 2106, respectively (1103). 
0164 (3.3. Step 3) 
0.165. The selector 1004 selects an address output by the 
address generation unit 0 (1003-0) at the entropy decoding 
of the first Huffman code, without reservation. 
0166 Next, the selected address is given to the entropy 
decoding table RAM 2106 (1104), and the processes until 
the additional bit length La is obtained are the same as those 
in the first embodiment. 

0167 (3.4. Step 4) 
0.168. It is in a stage for waiting for the output of the 
additional bit length La from the entropy decoding table 
Ram 2106, and the output is determined during this cycle 
(1105). 
0169. In parallel with this, the process for obtaining the 
Huffman code length of the second Huffman code by the 
Huffman code length detection units 0 (1002-0)-3 (1002-3) 
(1102) and the process for simultaneously obtaining the 
candidates of the entropy decoding table address for the 
second Huffman code by the address generation units 0 
(1003-0)-3 (1003-3) (1103) are carried out, which are the 
Same as those in the Second embodiment. 

0170 (3.5. Step 5) 
0171 In the example shown in FIG. 11, the process of 
Step 5 is executed for the first code and the Second code. 
0172. When there is an address corresponding to La' in 
the obtained Nh addresses for the second Huffman code, the 
selector 1004 selects that address to output the same to the 
entropy decoding table RAM 2106 (1104), and the selector 
1005 selects a Huffman code length corresponding to the 
additional bit length La' Output by the entropy decoding 
table RAM 2106, from the obtained Lamax Huffman code 
lengths for the Second Huffman code to output the same to 
the adder 706 as the Huffman code length Lh, which is the 
same as that in the second embodiment. The Huffman code 
length which is output by the Huffman code length detection 
unit 0 (1002-0) is selected until the bit length La' of the 
additional bit Subsequent to the first Huffman code is 
obtained, which is also the same as the Second embodiment. 

0173 Simultaneously, the adder 706 adds the additional 
bit length La' obtained from the entropy decoding table 
RAM 2106 and the Huffman code length Lh selected by the 
Selector 1105 to obtain La'+Lh, and the code location unit 
1001 performs the shift operation of obtained (La'+Lh) bits, 
locates the additional bit subsequent to the Huffman code 
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which is being decoded (1101), and the additional bit 
decoding unit 2107 extracts bits of the additional bit length 
La' obtained from the entropy decoding table RAM 2106, 
from the head of the bit string which is output by the code 
location unit 1001 to output the same as the quantization 
DCT coefficient (1106), which is also the same as the second 
embodiment. 

0.174. The next step is step 4, which is also the same as 
the Second embodiment. 

0175 (3.6. Step 5") 
0176). In the example shown in FIG. 11, the process of 
step 5" is executed for the third code. 
0177. When there is no address corresponding to (La'+ 
Lh) in Nh addresses for the third Huffman code, the Huffman 
code length and the entropy decoding table address are 
re-calculated in the next cycle. Since the value of La' is 
determined in this step, the code location unit 1001 prepares 
to output a bit String of a bit length Lhmax, from La' bits 
behind the present decoding Start position, to the Huffman 
code length detection unit 0 (1002-0) and the address 
generation unit 0 (1003-0) in the next cycle. To be more 
Specific, not the additional bit which is Subsequent to the 
immediately preceding Huffman code but the Huffman code 
which is being entropy-decoded is located. In a Sense that 
the Huffman code is located, this process is the same as the 
code location (1101) in Step 1. From the next cycle, the 
entropy decoding of this Huffman code is reliably enabled 
by the Huffman code length detection unit 0 (1002-0) and 
the address generation unit 0 (1003-0). The following step is 
Step 2. 

0.178 In this third embodiment, as can be seen in FIG. 
10, since it is enough to provide the Nh Huffman code length 
detection units and the Nh address generation units, the 
Huffman decoding unit can be packaged in a Smaller circuit 
Scale than that in the second embodiment. Further, when the 
bit length of the additional bit is shorter than Nh bits, the 
quantization DCT coefficient can be output once every two 
cycles, like in the first or second embodiment. When the 
additional bit length is equal to or longer than Nh bits, it 
takes more cycles to output the quantization DCT coeffi 
cient, while in this case the reduction in the processing Speed 
is only Small as a whole, because more bits are processed in 
one time. 

0179 Also in this third embodiment, like in the second 
embodiment, when the processes by the Huffman code 
length detection units and the address generation units 
require quite a shorter time than one cycle and there is a 
sufficient time left, the same effects can be obtained by 
repeating the processes Nh times by one Huffman code 
length detection unit and one address generation unit, in 
place of providing Nh Huffman code length detection units 
and Nh address generation units to obtain Nh Huffman code 
length candidates and Nh address candidates in one cycle. 
Further, the same effects can be also obtained by repeating 
the process plural times by plural (two or more, and less than 
Nh) Huffman code length detection units and plural address 
generation units. 

0180 Embodiment 4 
0181 Another example of the Huffman decoding unit 
206 in FIG. 2 of the compression/decompression circuit 104 
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included in the digital still camera shown in FIG. 1 is 
described as the fourth embodiment with reference to the 
drawings. 
0182 FIG. 12 is a block diagram illustrating a Huffman 
decoding unit 206 according to the fourth embodiment. In 
FIG. 12, the same reference numerals as those in the prior 
art Huffman decoding unit or the Huffman decoding unit 
according to any of the first to third embodiments denote the 
Same or corresponding elements. 
0183 The principle of the Huffman decoding unit accord 
ing to the fourth embodiment is as follows: Since the 
processing time of the Huffman decoding unit of the third 
embodiment is slightly increased as compared to that in the 
first or Second embodiment, an entropy decoding apparatus 
having a shorter processing time than that in the Huffman 
decoding unit of the third embodiment is added to compen 
Sate the increase in the processing time. Even when the 
added entropy decoding apparatus works only for a variable 
length code having a Specific code length or shorter, this 
fourth embodiment can sufficiently obtain effects of the 
reduction in the processing time as a whole, because codes 
having Shorter code lengths are allocated to more frequent 
events in the variable length coding. 
0184 Next, the respective elements in FIG. 12 are 
described in detail. As can be seen in FIG. 12, a 4-bit 
Huffman decoding unit 1210 is added to the Huffman 
decoding unit of the third embodiment. Hereinafter, the 
elements in FIG. 12 are described, while the same elements 
as those in the Huffman decoding unit of the third embodi 
ment are not described here. 

0185. A code location unit 1201 extracts Lhmax bits from 
the next bit but “n” bits of the decoding start position, to 
output the same to a Huffman code length detection unit in 
(1002-n), as well as extracts a bit string of 4 bits as the 
maximum code length of pattern matching by a bit pattern 
matching unit 1205 from the decoding start position, to 
output the same to the bit pattern matching unit 1205. In 
addition, when the number of shift bits is obtained by a 
selector 1211, the code location unit 1201 performs the shift 
operation of the obtained number of shift bits, obtains the 
next data from the compressed code Sequence as required, 
and locates the Huffman code or additional bit. To be more 
specific, the code location unit 1201 is different from that in 
the third embodiment in that the unit 1201 outputs a 4-bit bit 
string to the bit pattern matching unit 1205. 
0186 A pattern register 1203 is a register file for con 
taining a bit pattern of a Huffman code which is entropy 
decoded in one cycle by pattern matching, a code length 
register 1204 is a register file for containing a code length, 
and an additional bit length register 1206 is a register file for 
containing a bit length of an additional bit Subsequent to the 
Huffman code. 

0187. The bit pattern matching unit 1205 compares as to 
whether the 4-bit bit string output by the code location unit 
1201 matches the bit pattern stored in the pattern register 
1203, in a range of effective code lengths stored in the code 
length register 1204, and when there is a matching row, 
outputs the row number thereof. 
0188 A selector 1207 selects an additional bit length 
corresponding to the row number which is output by the bit 
pattern matching unit 1205, from the additional bit length 
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register 1206, to be output. A selector 1208 selects a Huff 
man code length corresponding to the row number which is 
output by the bit pattern matching unit 1205, from the code 
length register 1204, to be output. 

0189 An adder 1209 adds the Huffman code length Lh 
output by the selector 1208 and the additional bit length La 
output by the selector 1207, to be output. 

0190. A selector 1211 selects Lh+La when the bit length 
(Lh+La) is output from the adder 1209, and selects La'+Lh 
when the bit length (La'+Lh) is output from the adder 1006, 
and outputs the same as the number of shift bits. A Selector 
1212 selects La when the additional bit length La is output 
from the selector 1211, and selects La' when the additional 
bit length La' is output from the entropy decoding table 
RAM 2106, as the additional bit length, to be output. 

0191 FIG. 13 shows configurations of the pattern reg 
ister 1203, the code length register 1204 and the additional 
bit length register 1206 in the 4-bit Huffman decoding unit 
1210 of the fourth embodiment. In this fourth embodiment, 
all Huffman codes of 4 bits or shorter can be entropy 
decoded by the 4-bit Huffman decoding unit 1210. There 
fore, each of the register files has 16 rows. Usually, not all 
bit patterns are used in the case of Huffman code, and row 
numbers of unused patterns are shown by “-”. 

0.192 In this fourth embodiment, when a Huffman code 
having a code length of 4 bits or shorter is detected by the 
4-bit Huffman decoding unit 1210, the entropy decoding is 
completed in one cycle by the 4-bit Huffman decoding unit 
1210. When no Huffman code is detected by the 4-bit 
Huffman decoding unit 1210, it means that there is a 
Huffman code of 5 bits or longer. Therefore, the entropy 
decoding is carried out by the decoding unit 1202 which is 
the same as that shown in the third embodiment. In the 
entropy coding, codes having shorter code lengths are allo 
cated to more frequent events, whereby most of the Huffman 
codes are decoded in one cycle by the 4-bit Huffman 
decoding unit 1210. 

0193 Accordingly, the processing speed is increased as a 
whole as compared to that in the third embodiment. In 
addition, Since the Huffman codes which can be entropy 
decoded in one cycle are limited to 4-bit length or shorter, 
the increase in the circuit Scale due to the addition of the 
4-bit Huffman decoding unit 1210 is small, resulting in only 
a Small increase in the price of the digital Still camera. 

0194 Particularly, in this fourth embodiment, the pro 
cesses by the Huffman code length detection units 0 (1002 
0)-3(1002-3) and the address generation units 0 (1003 
0)-3(1003-3) cannot be carried out in one cycle. Therefore, 
the fourth embodiment has effects when carried out in two 
or more cycles. 

0195) In this fourth embodiment, the Huffman code 
which is entropy-decoded in one cycle is 4 bit length or 
shorter. However, it goes without saying that the Huffman 
codes can be of other bit lengths, Such as 3 bits or shorter, 
and 5 bits or longer. 

0196. Further, in this fourth embodiment, the numbers 
Nh of the Huffman code length detection units 0 (1002 
0)-3(1002-3) and address generation units 0 (1003 
0)-3(1003-3) equal to the maximum code length of the 
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Huffman code which can be entropy-decoded in one cycle 
by the 4-bit Huffman decoding unit 1210, but they can be 
different. 

0197). In addition, it is also possible to assume that the 
4-bit Huffman decoding unit 1210 can entropy decode parts 
of Huffman codes of 4 bit length or shorter (for example, up 
to 8 which is half of the theoretically maximum number of 
patterns of the Huffman code which can be composed of bits 
up to 4, i.e., 16 patterns), and to entropy decode the Huffman 
codes which have 4-bit length but cannot be entropy 
decoded by the 4-bit Huffman decoding unit 1210 by the 
Huffman decoding unit 1210 as shown in the third embodi 
ment. 

0198 In this fourth embodiment, the 4-bit Huffman 
decoding unit 1210 comprises the already known common 
pattern matching means, while the decoding can be also 
carried out at high Speed by a means other than the pattern 
matching means. 
What is claimed is: 

1. A decoder for decoding Successive first and Second 
variable length codes, with referring to a table which con 
tains a relationship between variable length codes and 
decoded values comprising: 

a code location unit for cutting out plural bit Strings from 
plural different relative positions with respect to a 
reference position; 

plural address candidate generation units each generating 
an address candidate to refer to the table for each of the 
plural cutout bit Strings, 

a table reference unit for referring to the table to get 
decoded values on the basis of the generated address 
candidates, and 

a control unit for operating the table reference unit for the 
first variable length code, while Simultaneously oper 
ating the address candidate generation units for the 
Second variable length code. 

2. The decoder of claim 1 comprising: 
a code length calculation unit for obtaining a code length 

of the input variable length code on the basis of a result 
of the table reference; and 

Said table reference unit Selecting a predetermined address 
from the plural table reference address candidates on 
the basis of the obtained code length. 
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3. The decoder of claim 1 wherein 

the number of the address candidate generation units is 
less than the number of possible kinds of variable 
length code, and 

the code location unit outputs a bit String to the address 
candidate generation units, respectively, with Succes 
Sively shifting the reference position. 

4. The decoder of claim 1 wherein 

the variable length code is composed of an additional bit 
and a Secondary variable length code which is obtained 
by coding at least a bit length of the additional bit, and 
the number of the address candidate generation units is 
equal to the number of possible kinds of bit length of 
the additional bit. 

5. The decoder of claim 4 wherein 

the number of the address candidate generation units is 
less than the number of possible kinds of bit length of 
the additional bit, and 

the code location unit outputs a bit String to the address 
candidate generation units, respectively, with Succes 
Sively shifting the reference position. 

6. The decoder of claim 1 comprising a decoding Subunit 
for outputting at least a code length of a variable length code 
having a predetermined code length or shorter, for that 
variable length code. 

7. A decoding method for decoding Successive first and 
second variable length codes, with referring to a table which 
contains a relationship between variable length codes and 
decoded values comprising a step of: 

Simultaneously carrying out a process for referring to the 
table to get a decoded value for the first variable length 
code, and a process for generating plural table address 
candidates to refer to the table for the second variable 
length code, in parallel. 

8. The decoding method of claim 7 comprising a step of: 

Selecting one address from the plural table address can 
didates on the basis of a code length of the first variable 
length code obtained from a result of the table reference 
for the first variable length code, to locate the Second 
Variable length code. 


