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(57) ABSTRACT 

A Scheme for interactive Video manipulation and display of 
a moving object on a background image is disclosed. In this 
Scheme a background image Stored in a background image 
Storage unit is read out and displayed on a Screen, and a 
manipulation target Spatial position is Set on the Screen. 
Then, a partial image to be Synthesized and displayed is 
uniquely specified from partial imageS which are Set in 
correspondence to Spatial positions on the background 
image and representing an object moving on the background 
image, according to the manipulation target Spatial position 
Set by the Setting Step, and the partial image as Specified by 
the Specifying Step is read out from a partial image Storage 
unit, and Synthesized and displayed at the manipulation 
target spatial position on the background image. A Scheme 
for realizing a variable Speed Video playback with a play 
back Speed different from a normal one is also disclosed. 
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SCHEME FOR INTERACTIVE WIDEO 
MANIPULATION AND DISPLAY OF MOVING 

OBJECT ON BACKGROUND IMAGE 

BACKGROUND OF THE INVENTION 

0001) 1. Field of the Invention 
0002 The present invention relates to a scheme for 
interactive video manipulation and display in which a back 
ground image is displayed on a computer Screen on which a 
position is interactively specified by a user using a pointing 
device Such as mouse, touch Screen, etc., and a partial image 
of a moving object that is Set in correspondence to that 
Specified position is Synthetically displayed at that Specified 
position So as to express a Series of actions of the moving 
object on the background image. 
0.003 2. Description of the Background Art 
0004. The conventionally known examples for carrying 
out Some manipulations related to the Video display on a 
computer includes that which displays a corresponding 
frame image by manipulating a time axis with respect to a 
Video image. For example, in the QuickTime player of the 
Apple Computer Inc., as shown in FIG. 1, when a slider (a 
time axis cursor) corresponding to a time axis is manipulated 
to Specify a specific time, a frame image corresponding to 
the Specified time is displayed on a display window. In this 
example, there is no manipulation related to the image Space 
So that it is an example for expressing the Video Solely on the 
time axis basis. 

0005. On the other hand, the QuickTimeVR player of the 
Apple Computer Inc. is an interface in which a panorama 
image of large aspect ratio is viewed through a window, 
which employs a mechanism by which a hidden portion 
located outside the window can be displayed according to a 
right or left movement of a mouse cursor (field of view 
moving cursor), as shown in FIG. 2. In this case, the 
window is virtually moved with respect to the background 
image according to an amount and a direction of relative 
displacement of a mouse. In this example, there is no time 
axis information and no manipulation on the displayed 
image itself, and only the field of view of the window is 
manipulated. 

0006 From a viewpoint of the interactive display of 
Video, in particular, the conventional Schemes Such as those 
described above are mostly examples in which only a time 
axis is manipulated on Solely time axis basis as in the 
example of FIG. 1, and even in the example of FIG.2 which 
is not directed to the manipulation on time axis basis, the 
direction and the relative amount of displacement for the 
mouse cursor manipulation are used only for manipulating a 
field of view of the window and there is no manipulation of 
information that is directly related to a position on the actual 
background image. 
0007 Thus conventionally there has been no interface for 
interactively manipulating the display on basis of positions 
on the background image. 
0008. Now, the video playback speed can be changed to 
a prescribed playback Speed as in the case of the fast forward 
playback mode in a general Video playback device or to 
arbitrary playback Speed in Some devices, where the Video 
is playbacked from a current position until a Stop request is 
issued according to inputs from buttons, jog shuttle, Slider, 
etc. At this point, most of the conventionally known devices 
only offer the video display. 

Jun. 28, 2001 

0009. In the prior art, the playback end point is not to be 
Specified in advance, So that when a user carries out the fast 
playback, for example, it is necessary for the user to watch 
the displayed Video image carefully in order to judge a 
proper playback endpoint and therefore there is a heavy load 
on the user. As a method for Specifying the playback end 
point, it is possible to consider a method in which a time 
code or a frame number of the video image is to be entered, 
but this method lacks the intuitive feel, so that there is a need 
for a method in which an input can be made while visually 
checking the Video image of the playback end point. In this 
regard, a method in which the Video image is divided at 
equal intervals and top images of the divided intervals are 
arranged as Static images is not desirable as it would require 
a separate region or monitor for displaying the playbacked 
Video image. 
0010 Moreover, in the case of playbacking Sounds, there 
is a problem that the Sounds as a whole will become difficult 
to listen to as they will be pitched higher in the case of fast 
playback or lower in the case of Slow playback. 

SUMMARY OF THE INVENTION 

0011. It is therefore an object of the present invention to 
provide a Scheme for interactive Video manipulation and 
display of a moving object on a background image, which is 
capable of expressing an object image interactively at posi 
tions Sequentially occupied by the object on the background 
image in Such cases where the object exhibits a Series of 
actions within the background image, by removing restric 
tions of the prior art. 
0012. It is another object of the present invention to 
provide a Scheme for interactive Video manipulation and 
display capable of realizing a variable Speed Video playback 
with a playback Speed different from a normal one in which, 
when a user Specifies the playback Start and end points 
Visually, a playback Speed is set up from a continuous range 
according to a time taken in Specifying the playback Start 
and end points while the frequency variation of Sounds at a 
time of fast or slow playback is Suppressed. 
0013. According to one aspect of the present invention 
there is provided an apparatus for interactive video manipu 
lation and display, comprising: a background image Storage 
unit for Storing a background image, a display unit for 
displaying the background image Stored in the background 
image Storage unit; a partial image Storage unit for Storing 
partial imageS which are Set in correspondence to Spatial 
positions on the background image and representing an 
object moving on the background image; a Setting unit for 
Setting a manipulation target Spatial position on a Screen of 
the display unit; a specifying unit for uniquely specifying a 
partial image to be Synthesized and displayed according to 
the manipulation target spatial position Set by the Setting 
unit, and a Synthesis display unit for reading out the partial 
image as Specified by the Specifying unit from the partial 
image Storage unit, and Synthesizing and displaying the 
partial image at the manipulation target Spatial position on 
the background image displayed by the display unit. 
0014. According to another aspect of the present inven 
tion there is provided a method for interactive video manipu 
lation and display, comprising the Steps of reading out a 
background image Stored in a background image Storage 
unit and displaying the background image on a Screen; 
Setting a manipulation target spatial position on the Screen; 
uniquely specifying a partial image to be Synthesized and 
displayed from partial imageS which are Set in correspon 
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dence to Spatial positions on the background image and 
representing an object moving on the background image, 
according to the manipulation target Spatial position Set by 
the Setting Step; and reading out the partial image as Speci 
fied by the Specifying Step from a partial image Storage unit, 
and Synthesizing and displaying the partial image at the 
manipulation target Spatial position on the background 
image. 

0.015 According to another aspect of the present inven 
tion there is provided an article of manufacture, comprising: 
a computer usable medium having computer readable pro 
gram code means embodied therein for causing a computer 
to function as an apparatus for interactive Video manipula 
tion and display, the computer readable program code means 
includes: first computer readable program code means for 
causing Said computer to read out a background image 
Stored in a background image Storage unit and display the 
background image on a Screen; Second computer readable 
program code means for causing Said computer to Set a 
manipulation target spatial position on the Screen; third 
computer readable program code means for causing Said 
computer to uniquely specify a partial image to be Synthe 
sized and displayed from partial imageS which are Setin 
correspondence to Spatial positions on the background 
image and representing an object moving on the background 
image, according to the manipulation target Spatial position 
Set by the Second computer readable program code means, 
and fourth computer readable program code means for 
causing Said computer to read out the partial image as 
Specified by the third computer readable program code 
means from a partial image Storage unit, and Synthesizing 
and displaying the partial image at the manipulation target 
Spatial position on the background image. 

0016. According to another aspect of the present inven 
tion there is provided an apparatus for interactive video 
manipulation and display, comprising: an input unit for 
entering a Start point and an end point on a time axis, a 
playback Speed calculation unit for calculating a playback 
Speed for a video according to the Start point, the end point, 
and an input time taken Since the Start point is entered until 
the end point is entered; and a playback unit for playbacking 
the Video at the playback Speed. 

0.017. According to another aspect of the present inven 
tion there is provided a method for interactive Video manipu 
lation and display, comprising the Steps of entering a start 
point and an end point on a time axis, calculating a playback 
Speed for a video according to the Start point, the end point, 
and an input time taken Since the Start point is entered until 
the end point is entered; and playbacking the Video at the 
playback Speed. 

0.018. According to another aspect of the present inven 
tion there is provided an article of manufacture, comprising: 
a computer usable medium having computer readable pro 
gram code means embodied therein for causing a computer 
to function as an apparatus for interactive Video manipula 
tion and display, the computer readable program code means 
includes: first computer readable program code means for 
causing Said computer to enter a start point and an endpoint 
on a time axis, Second computer readable program code 
means for causing Said computer to calculate a playback 
Speed for a video according to the Start point, the end point, 
and an input time taken Since the Start point is entered until 
the end point is entered; and third computer readable pro 
gram code means for causing Said computer to playback the 
Video at the playback Speed. 
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0019. Other features and advantages of the present inven 
tion will become apparent from the following description 
taken in conjunction with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020 FIG. 1 is a diagram showing one exemplary con 
ventional Video display Scheme using a manipulation on the 
time axis basis. 

0021 FIG. 2 is a diagram showing another exemplary 
conventional Video display Scheme using a field of view 
manipulation. 
0022 FIG. 3 is a block diagram showing an exemplary 
configuration of an interactive video manipulation and dis 
play device according to the first embodiment of the present 
invention. 

0023 FIG. 4 is a flow chart of a preparatory processing 
to be carried out by the interactive Video manipulation and 
display device of FIG. 3. 
0024 FIG. 5 is a diagram for explaining a method for 
producing a panorama background image from an original 
Video obtained by panning a camera in the interactive Video 
manipulation and display device of FIG. 3. 
0025 FIG. 6 is a diagram showing a moving object 
trajectory, a simplified moving object trajectory, and a 
mapping from background image spatial positions to a 
partial image time positions which are obtained by the 
preparatory processing of FIG. 3. 
0026 FIG. 7 is a flow chart of a manipulation event 
processing to be carried out by the interactive Video manipu 
lation and display device of FIG. 3. 
0027 FIG. 8 is a diagram showing an exemplary map 
ping from background image Spatial positions to partial 
image time positions which is to be handled by the manipu 
lation event processing of FIG. 7. 
0028 FIG. 9 is a diagram showing an exemplary case of 
interactive manipulation using a display integral touch 
Screen as a pointing device in the interactive video manipu 
lation and display device of FIG. 3. 
0029 FIG. 10 is a block diagram showing one exemplary 
configuration of an interactive video manipulation and dis 
play device according to the Second embodiment of the 
present invention. 
0030 FIG. 11 is a flow chart of a processing to be carried 
out by the interactive Video manipulation and display device 
of FIG. 10. 

0031 FIG. 12 is a diagram showing an exemplary pan 
orama image used in the interactive Video manipulation and 
display device of FIG. 10. 
0032 FIGS. 13A, 13B and 13C are diagrams for explain 
ing a Sound thinning processing and a Sound interpolation 
processing used in the interactive Video manipulation and 
display device of FIG. 10. 
0033 FIG. 14 is a block diagram showing another exem 
plary configuration of an interactive video manipulation and 
display device according to the Second embodiment of the 
present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

0034) Referring now to FIG. 3 to Fig. FIG. 9, the first 
embodiment of an interactive Video manipulation and dis 
play Scheme according to the present invention will be 
described in detail. 
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0.035 FIG. 3 shows an exemplary configuration of an 
interactive Video manipulation and display device according 
to the first embodiment, which comprises a background 
image Storage unit 1, a Video display unit 2, a partial image 
Storage unit 3, a manipulation target Spatial position input 
unit 4, a Synthesizing image mapping unit 5, and an image 
Synthesis processing unit 6. 

0036 FIG. 4 shows a flow chart for the procedure of a 
preparatory processing for the purpose of realizing the 
interactive processing in the interactive video manipulation 
and display device of FIG. 3. 
0037. In this preparatory processing 10 of FIG. 3, the 

initial preparation Step 11 carries out initial preparation and 
Setting of various basic data. For example, the background 
image is Stored in the background image Storage unit 1. To 
this end, the Video image produced by Separate means can be 
used, but it is also possible to produce the background image 
automatically by the processing as disclosed in Japanese 
Patent Application Laid Open No. 6-98206 (1994), for 
example. In this processing, using the Video image obtained 
by the camera operation Such as panning (an operation for 
Swinging the camera right and left), the background image 
can be automatically produced by checking displacements 
among frame images by analyzing Stripe patterns corre 
sponding to the camera operation as produced by the back 
ground objects in a Spatio-temporal image of that Video 
image, and Splicing the frame imageS while displacing them 
as much as the checked displacements respectively. 
0.038 FIG. 5 shows an exemplary background image 
production processing in which the background image is 
produced from the Video image that is acquired while 
panning the camera to the right according to the above 
described procedure. In this example, when the frame 
imageS 30 are spliced Sequentially, non-overlapping portions 
of the frame images 30 form the background image 31. 
0039. In this background image production processing, it 
is also possible to record an object image (partial image) 32 
along with a position information with respect to each frame, 
by carrying out region recognition, extraction and tracing 
either manually or automatically with respect to a moving 
object within that Video image at the same time. The object 
Specific partial image 32 So obtained is an image in which 
both image content and position are changing in time, and it 
is possible to create an image 33 which is useful in com 
prehending a motion of that object within the background 
image by Synthesizing this partial image 32 at the originally 
extracted positions again, on the background image 31 from 
which it is originally extracted. Thus the partial image used 
in this. invention is basically inseparable from the back 
ground image, and Sequentially related to corresponding 
positions at respective times. 

0040. The partial image produced in advance as 
described above is Stored in the partial image Storage unit 3 
along with its extraction position information. Here, the 
extraction position information is an information for 
uniquely identifying a position of the object Such as that 
which indicates a coordinate position on the background 
image of a center of gravity or a lower left corner of a 
circumscribed quadrilateral containing the object at a time of 
extracting the image. 

0041) A part (a) of FIG. 6 shows a trajectory 35 of the 
object which exhibits a complicated motion within the 
background image. In the initial preparation Step 11, the 
motion trajectory data 35 of the partial image (also referred 
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to as a target object hereinbelow) on the background image 
as obtained through the above described processing proce 
dure are entered as P(ti), where ti denotes a time position 40 
corresponding to each frame of the partial image, and 
0s is N for a prescribed integer N, for example. In addition, 
in order to trace the motion trajectory of the target object as 
an outline trajectory in which minute fluctuations are Sup 
pressed as shown in a part (b) of FIG. 6, expansion frames 
37 obtained by expanding the target object positions in it 
directions by a deviation e(eX 38 and ey 39 in vector 
notation) are to be used, and to this end a value of e is set 
according to the Selection made by a user or a System side 
in advance. 

0042 Next, the processing corresponding to each time is 
carried out. For the processing target ti, the target object 
initial position P(ti), the motion trajectory trace point posi 
tion Q(ti), the expansion frame Wii obtained by expanding 
the target object positions by a deviation e, and a time 
position tS for the already ascertained trace point are Set to 
initial values using an initial time to at the initial Setting Step 
12 of FIG. 4. 

0043. Then, as a processing at each ti, whether the target 
object position P(ti--1) at the time ti+1 is going to be located 
outside the current expansion frame centered around the 
already ascertained trace point Q(ts) or not is judged at the 
Step 13. If it is not going to be located outside the current 
expansion frame, the variable i is incremented by one at the 
step 15 next, and then the step 13 is repeated. 
0044. On the other hand, if it is going to be located 
outside the current expansion frame as in the cases of the 
expansion frames 41 shown in a part (b) of FIG. 6, next at 
the step 14, P(ti+1) is newly set as the trace point Q(ti{-1) 
and a section between Q(ts) and Q(ti--1) is interpolated So as 
to determine the trace position at each time position within 
that Section. Here, the interpolation method can be Selected 
according to the required Smoothness, from the known 
methods Such as the Simple linear interpolation, the Bezier 
curve approximation, etc. Also, at the Step 14, ti is newly Set 
as tS while the expansion frame is also newly Set, and after 
the variable i is incremented by one at the step 15, the step 
13 is repeated again. 
0045 Also, at the step 13, whether i+1 becomes equal to 
N is checked, and when it reached to the last time position 
tN for the target object, after the interpolation processing is 
carried out at the Step 14, the preparatory processing 10 is 
finished at the step 16. 
0046. As a result of the preparatory processing described 
above, a new trace trajectory 42 (indicated as a dotted line) 
as shown in a part (b) of FIG. 6 can be obtained. When 
compared with the motion trajectory 35 of a part (a) of FIG. 
6, this trace trajectory 42 is a curve which is simplified at 
portions where the motion trajectory 35 involves loops. This 
result can be depicted as a mapping from a Spatial position 
44 to a time position 43, as shown in a part (c) of FIG. 6, 
where only one dimension along the X axis is expressed as 
the Spatial position for the same of Simplicity. 
0047. After this preparatory processing is completed, the 
interactive processing (the manipulation event processing) 
at a time of actual use of the device is carried out according 
to the flow chart of FIG. 7. 

0048 First, among events that occur as the user carries 
out Some manipulations, when a specific event that is 
pre-defined to be directed to this manipulation event pro 
cessing occurs, the manipulation event processing 17 of 
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FIG. 7 is activated. This event is set to occur when a point 
within the background image is Specifically pointed during 
a mouse input event processing, for example. 
0049. Then, the partial image to be used for image 
Synthesis is determine. In the following, the processing for 
an exemplary case of more complicated mapping as shown 
in FIG. 8 in which a plurality of time positions exist in a 
vicinity of one and the same Spatial position will be 
described. For example, a manipulation target Spatial posi 
tion information is acquired in relation to the event at the 
step 18. Also, at the step 19, the time positions 53 at which 
the target object exists in correspondence to the pointed 
manipulation target spatial position Pi 52 are listed (as t1, t2 
and t3 in the example of FIG. 8) according to the mapping 
55 between the time position 50 and the spatial position 51 
as shown in FIG. 8. In the example of FIG. 8, the space is 
represented one dimensionally by the horizontal axis for the 
Same of simplicity, but the case of using two or more 
dimensions can be handled Similarly. 
0050. Then, at a the step 20, the partial image to be 
Synthesized is determined by Selecting one time position 
among those listed by the step 19. Here, various rules can be 
used in making this Selection. For example, using a display 
indicators 57 as shown in FIG. 8, the earliest time t1 is 
Simply Selected first, and then the time to be Selected is 
changed Sequentially in response to the double click, from a 
set of times listed by this display indicators 57. It is also 
possible to Synthesize the partial image continuously from 
the immediately previous operation by Selecting a value 
closest in time to a time position corresponding to the Spatial 
position specified by the immediately previous operation, by 
mapping the Successive manipulation target Spatial positions 
into corresponding continuous time positions when the 
Successive manipulation target Spatial positions are Specified 
continuously. 

0051). In this step 20, the partial image 58 which is the 
target object corresponding to each manipulation target 
Spatial position can be uniquely Specified by the time 
position determined from the mapping 55. Also, at this point, 
at the Step 21, the background image portion corresponding 
to the Selected partial image is to be Stored for the purpose 
of later use. 

0.052 Next, the selected partial image is read out from the 
partial image Storage unit 3 at the Step 22, and then Synthe 
sized and displayed at an original position of that partial 
image within the background image at the Step 23. Here, the 
Synthesis can be realized by changing the Synthesis method 
depending on the purpose of expression, from the available 
Synthesis methods Such as a method in which the partial 
image is overwritten with respect to the background image, 
a method for mixing the partial image with the background 
image at Some transparency rate, etc. 
0.053 Using the specified manipulation target spatial 
position as a starting position, when the position is displaced 
further (while pressing the mouse button, for example), it is 
possible to trace over the trace line on the mapping of FIG. 
8 in a State of maintaining the continuity. When the tracing 
goes off the trace line as the manipulation target spatial 
position is Sequentially displaced, the manipulation event 
processing 17 is finished at the step 25. Here, it is possible 
to devise the display form variously according to the expres 
Sion effect, Such as a form in which the image already 
Synthesized at the current position is to be immediately 
erased, a form in which it is erased only for a predetermined 
period of time, a form in which it is left there Subsequently, 
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and So on. In the case of erasing, the background image 
portion Stored at the Step 21 is used in erasing the already 
Synthesized partial image at the Step 24. 
0054. It is also possible to synthesize and display suc 
cessive partial images continuously or at constant time 
interval for a prescribed period of time Starting from or 
ending at a time position corresponding to the Specified 
manipulation target Spatial position, without tracing, when 
an arbitrary position playback mode Setting a playback 
direction Setting are made by Specifying a single manipula 
tion target Spatial position and a forward or backward 
direction. 

0055. In addition, there can be cases where the displayed 
background image has Such a large aspect ratio that it cannot 
be displayed entirely at once, or cases where it is desired to 
watch details of a particular portion, and in Such cases, it is 
also possible for the image Synthesis processing unit to 
Synthesize and display the partial image and the background 
image by enlarging or contracting the partial image and the 
background image, depending on an enlarging or contract 
ing mode Specified from a user. 
0056 Next, the playback of Sounds at a time of tracing 
will be described. In this first embodiment, while trancing is 
carried out, the time position at which the target object exists 
is obtained from the current manipulation target spatial 
position at appropriately short time interval. Here, a method 
for obtaining the time position can be the same as in the case 
of handling the image described above, For example, when 
the time interval is set to be 0.5 sec., the time position is 
obtained at every 0.5 Sec. Then, the Sound data correspond 
ing to a period between the current time position and the 
immediately previous time position are entered and play 
backed such that the playback can be finished just within the 
time interval, by compressing or expanding the entered 
Sound data depending on whether the difference between the 
current time position and the immediately previous time 
position is longer or shorter than the time interval. 
0057 Here, the compression/expansion of the Sound data 
can be realized by a method for thinning or thickening the 
Sound data at appropriate interval, but the thinning makes 
the pitch of the entire Sounds higher while the thickening 
makes the pitch of the entire Sounds lower So that the 
resulting Sounds may become hard to listen to. For this 
reason, it is also possible to use the following method which 
only processes portions at which the frequency characteris 
tics of the Sound data are redundant in time. First, the entered 
Sound data are Segmented into Segments in units of Several 
tens of milli-Seconds, and correlations among the Segments 
are obtained. When the correlation between the neighboring 
Segments is high, these Segments are judged as redundant, 
and data of these Segments are thinned or thickened. 
0058. In the case of the Sound data for human speech in 
particular, the redundancy is often found in the Sound data 
corresponding to the Vowel Sounds of the Speech, So that it 
is possible to realize the efficient processing by detecting the 
Vowel Sounds before obtaining the correlations and Subject 
ing the detected portions alone to the further processing. The 
Spectrum of the vowel Sound has the harmonic structure in 
which peaks appear at integer multiples of the fundamental 
frequency, So that it is possible to detect a position of the 
Vowel Sound by detecting the harmonic structure using a 
comb filter and the like. Note however that the harmonic 
Structure can also be observed in the musical Sound and the 
like So that it is necessary to remove the musical Sound 
components in advance. The musical Sound has the charac 
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teristic that the frequency variation in time is Smaller com 
pared with the Speech So that the musical Sound components 
can be removed by obtaining the Spectrogram of the Sound 
data and deleting peaks of the Spectra which are stable in the 
frequency direction over a prescribed period of time. Note 
that peaks of the Spectrum can be obtained by utilizing the 
characteristic that a difference of the adjacent spectrum 
values in the frequency direction is large for a peak. 
0059 FIG. 9 shows an exemplary case of carrying out 
the manipulation interactively according to the above 
described processing, using a display integral touch Screen 
as a pointing device for entering the manipulation target 
spatial position. In FIG. 9, a finger 62 specifies the manipu 
lation target Spatial position on the background image 60, 
and the partial image 61 is Synthesized at the Specified 
position. When the display integral touch Screen is used as 
in FIG. 9, it is possible for a user to control the video image 
of the moving object interactively within the background 
image in Such a manner that it appears as if the target object 
is touched and moved by the finger. 
0060. In the case of carrying out such a manipulation, it 
is possible to Separate the manipulation target Spatial posi 
tion from the target object for arbitrary distance in order to 
prevent an image of the target object from being hidden by 
the finger. Also, in the case of using a mouse and the like as 
the pointing device, the target object may be hidden behind 
a cursor, So that it is possible to display the cursor in a 
transparent form showing only its contour, at a time of 
Specifying the manipulation target Spatial position. 

0061. It is also to be noted that the above described first 
embodiment according to the present invention may be 
conveniently implemented using conventional general pur 
pose digital computers programmed according to the teach 
ings of the present specification, as will be apparent to those 
skilled in the computer art. Appropriate Software coding can 
readily be prepared by skilled programmerS based on the 
teachings of the present disclosure, as will be apparent to 
those skilled in the Software art. 

0.062. In particular, the processing procedures of FIG. 4 
and FIG. 7, the procedure for generating the Video image 
from the background image to be Stored, and the procedure 
for extracting the partial image to be Stored from the original 
images from which the background image is produced as 
described in the first embodiment can be conveniently 
implemented in forms of Software package. 
0.063 Such a software package can be a computer pro 
gram product which employs a storage medium including 
Stored computer code which is used to program a computer 
to perform the disclosed function and process of the present 
invention. The Storage medium may include, but is not 
limited to, any type of conventional floppy disks, optical 
disks, CD-ROMs, magneto-optical disks, ROMs, RAMs, 
EPROMs, EEPROMs, magnetic or optical cards, or any 
other Suitable media for Storing electronic instructions. 
0064. As described, according to this first embodiment, in 
the case where an object exhibits a Series of actions within 
the background image, it is possible to express an image of 
that object on basis of positions Sequentially occupied by 
that object in time, by directly Specifying the Spatial posi 
tions on the background image Such as a panorama image, 
instead of utilizing the Video playback based on indirect time 
axis control. 

0065. In other words, according to this first embodiment, 
the background image is displayed on a display Screen, and 
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a user Specifies the manipulation target Spatial position on 
the display Screen using a pointing device Such as mouse. 
Then, the partial image to be Synthesized is uniquely deter 
mined from the manipulation target spatial position, and 
then Synthesized and displayed at the Specified spatial posi 
tion. Consequently, when the user Sequentially changes the 
manipulation target Spatial position, a Series of partial 
images that are Set in correspondences to the respective 
positions within the background image are displayed. From 
a viewpoint of the user, this Scheme largely differs from the 
conventional Scheme in that the manipulation can be carried 
out by using the background image as a clue at a time of 
displaying a Series of partial images that are Set in corre 
spondences to the respective positions within the back 
ground image. 

0.066 Referring now to FIG. 10 to FIG. 14, the second 
embodiment of an interactive Video manipulation and dis 
play Scheme according to the present invention will be 
described in detail. 

0067 FIG. 10 shows an exemplary configuration of an 
interactive Video manipulation and display device according 
to the Second embodiment, which comprises a playback 
Start/end input unit 101 for entering a Start point and an end 
point of the video playback; a video storage unit 102 for 
Storing video data; a speech detection unit 102 for detecting 
Speeches, a playback Speed calculation unit 104 for calcu 
lating a playback Speed; and a Video playback unit 105 for 
playbacking the Video at the calculated playback Speed. The 
processing of the video playback unit 105 can also be carried 
out with respect to the Speech Section detected by the Speech 
detection unit 103 alone. 

0068 Next, the procedure of the processing by the inter 
active video manipulation and display device of FIG. 10 
will be described according to the flow chart of FIG. 11. 
0069 First, at the step 201, the video data are read out 
from the Video storage unit 102 and a panorama image 
corresponding to a Section through which the camera moves 
is displayed at the video playback unit 105. The video 
playback unit 105 is capable of displaying the video by 
Setting the coordinates for displaying the Video at the input 
coordinates entered at the playback Start/end input unit 101. 
FIG. 12 shows an exemplary panorama image displayed at 
the video playback unit 105. This FIG. 12 shows an exem 
plary panorama image 301 in the case of panning the camera 
to the right direction as the time elapses. An image actually 
imaged by the camera at one moment is roughly a portion 
enclosed by a dotted frame 302, and the panorama image 
301 can be produced by calculating the Sequential amounts 
of movement of the camera and Splicing Sequentially 
obtained images with respective displacements correspond 
ing to the Sequential amounts of movement of the camera as 
the time elapses. As a method for producing the panorama 
image, it is possible to use a method as disclosed by A. 
Akutsu and Y. Tonomura, “Video Tomography: An Efficient 
Method for Camerawork Extraction and Motion Analysis”, 
ACM Multimedia 94 Proc., pp. 349-356, October 1994, for 
example. 

0070 Next, at the step 202, the video playback start and 
end points are entered from the playback Start/end input unit 
101 according to the panorama image 301 displayed at the 
video playback unit 105. FIG. 12 shows the playback start 
point 303 and the playback end point 304. These points can 
be entered using a pointing device Such as mouse. At a time 
of producing the panorama image 301, the coordinates and 
the Video frames are Set in correspondence So that it is 
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possible to Specify the Video playback Start and end points 
from the coordinates of the Specified points. 
0071 Next, at the speech detection processing step 203, 
the Speech detection processing is applied to the Sound data 
for an interval between the playback Start and end points at 
the speech detection unit 103. First, the spectrogram of the 
Sound data is calculates, and peaks of the spectra which are 
Stable in the frequency direction over a prescribed period of 
time are detected. Here, peaks can be detected by utilizing 
the characteristic that a difference of the adjacent power 
Spectrum values in the frequency direction is large for a 
peak. The Spectrum for Speech usually have large variations 
in the frequency direction So that peaks which are stable in 
the frequency direction are very likely not those of the 
Speech, So that these peaks are deleted. Then, the detection 
of harmonic Structure is carried out with respect to the 
Spectrogram from which the peaks Stable in the frequency 
direction are deleted. The Voiced Sounds Such as vowel 
Sounds contained in the Speech have the harmonics compo 
nents which are integer multiples of the fundamental fre 
quency, So that the Speech can be detected by detecting the 
harmonic structure. For the detection of harmonic Structure, 
it is possible to use a comb filter. 
0.072 Next, at the playback speed calculation unit 104, a 
difference between the time at which the playback end point 
is Specified and the time at which the playback Start point is 
Specified is calculated as the Specified playback required 
time SP at the step 204, while the time required for play 
backing at the normal Speed is calculated as the normal 
playback required time NP at the step 205 according to the 
video frames (information regarding frame images to which 
the playback start and end points correspond) and the frame 
rate of the video (information regarding a rate at which 
frames of the video are imaged). Then, either one or both of 
NP and SP are multiplied by arbitrary coefficients, and 
resulting values are compared at the Step 206. Here, the 
values resulting from the multiplication of the coefficients 
are denoted as SP" and NP". 

0073. Then, when SP' is smaller than NP', the sound data 
is shortened by the Sound thinning processing at the Step 207 
So that the Sound data can be playbacked just by the duration 
of SP'. On the other hand, when SP' is larger than NP', the 
Sound data is elongated by the Sound interpolation proceSS 
ing at the Step 208 So that the Sound data can be playback just 
by the duration of SP'. 
0.074. Note that, for the arbitrary coefficient to be used in 
the above procedure, it is also possible to calculate Such a 
coefficient that SP becomes equal to NP upon multiplying 
this coefficient to either one of SP and NP. By multiplying 
Such a coefficient, it is possible to make the Specified 
playback required time Sufficiently long even when the 
actual input time is short. 
0075. Note also that, in the above described procedure, 
the Video playback positions and the Video playback time are 
both determined by Specifying the playback Start and end 
points, but it is also possible to determine the Video playback 
positions by Specifying the playback Start and end points 
first, and then further Specify start and end points for the 
purpose of calculating the playback Speed at the arbitrary 
positions on the Screen. 

0076 FIGS. 13A and 13C show the waveforms 401 and 
403 obtained by the sound thinning processing and the 
Sound interpolation processing from an original Sound wave 
form 402 shown in FIG. 13B. In these processings, the 
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Section having Similar frequency characteristics are obtained 
from the original sound waveform 402 first, using the 
correlation and the like as the measure of similarity. When 
the section 405 shown in FIG. 13B is the section having the 
Similar frequency characteristics, the Sound thinning pro 
cessing deletes a part in necessary length of the Section 405 
to produce a thinned section 404, so as to obtain the thinned 
waveform 401 as shown in FIG. 13A. In the case of the 
Sound interpolation processing, a copy of a part in necessary 
length of the section 405 is inserted to produce an interpo 
lated section 406, so as to obtain the interpolated waveform 
403 as shown in FIG. 13C. Here, the sound thinning 
processing and the Sound interpolation processing of the 
steps 207 and 208 can be applied only with respect to the 
Speech Section detected by the Speech detection processing 
of the step 203. Note that these processings are carried out 
at the microscopic level with respect to the waveform. 
0.077 Returning to FIG. 11, finally at the step 209, the 
video is playbacked at the video playback unit 105. Here, the 
Video to be playbacked can be playbacked in association 
with the camera motion on the panorama image, or on a 
Separate monitor. 
0078. Also, by repeating the series of processing as 
described above continually by taking the playback Start and 
end points to be infinitesimally close to each other, it is 
possible to carry out the input of the playback Start/end 
points in a form of Sliding over the panorama image, and 
playback the Video in Synchronization with the playback 
Start/end points So entered. 
0079 FIG. 14 shows another exemplary configuration of 
an interactive Video manipulation and display device accord 
ing to the Second embodiment, which comprises an input 
device 501, a video storage device 502, a video playback 
mechanism 503, a recording medium 504, and a data pro 
cessing device 505. 

0080. The input device 501 is a device for entering the 
Video playback Start and end points on the time axis. The 
Video storage unit 502 corresponds to the Video Storage unit 
102 of FIG. 10. The video playback mechanism 503 is a 
mechanism for playbacking video Such as VTR, LD, etc. 
The recording medium 504 is a medium such as FD, 
CD-ROM, semiconductor memory, etc., which records soft 
ware programs for the playback Start/end input processing, 
the Speech detection processing, the playback Speed calcu 
lation processing, and the Video playback processing as 
described above with references to FIG. 10 and FIG. 11. 
The data processing device 505 reads these programs from 
the recording medium 504 and executes these programs. 
0081. In this configuration of FIG. 14, the above 
described Second embodiment according to the present 
invention can be conveniently implemented using conven 
tional general purpose digital computers programmed 
according to the teachings of the present specification, as 
will be apparent to those skilled in the computer art. Appro 
priate Software coding can readily be prepared by skilled 
programmerS based on the teachings of the present disclo 
Sure, as will be apparent to those skilled in the Software art. 
0082 The recording medium 504 can be a computer 
program product which employs a storage medium includ 
ing Stored computer code which is used to program a 
computer to perform the disclosed function and process of 
the present invention. The Storage medium may include, but 
is not limited to, any type of conventional floppy disks, 
optical disks, CD-ROMs, magneto-optical disks, ROMs, 
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RAMs, EPROMs, EEPROMs, magnetic or optical cards, or 
any other Suitable media for Storing electronic instructions. 
0.083 AS described, according to this second embodi 
ment, the Video playback Start and end points are entered on 
the time axis and the playback Speed is calculated, and then 
the Video is playbacked at the calculated playback Speed So 
that it is possible for the user to Set up the Video playback 
positions and the Video playback Speed Visually in accor 
dance with the preference of the user at a time of playback 
ing the Video. 
0084. Also, according to this second embodiment, the 
normal playback time required in playbacking the Video at 
the normal Speed from the playback Start point to the 
playback end point is calculated, while the playback Start/ 
end input time since the playback Start point is entered until 
the playback end point is entered is calculated. Then, either 
one or both of the normal playback time and the playback 
Start/end input time are multiplied by arbitrary numerical 
values and compared with each other, and the Video play 
back Speed is calculated according to their difference and the 
Size relationship between them, So that the user can Set up 
the playback Speed intuitively according to a time interval 
between the input of the playback Start point and the input 
of the playback end point. 
0085 Also, according to this second embodiment, a 
numerical value that can make the normal playback time 
equal to the playback Start/end input time is calculated and 
multiplied to the normal playback time or the playback 
Start/end input time So as to normalize the playback Start/end 
input time, So that it is possible to enter the playback Start 
and end points within a time period which is much shorter 
than the normal playback time even when the normal 
playback time is quite long. 
0.086 Also, according to this second embodiment, the 
playback Speed is calculated from a time required in entering 
arbitrary Start point and arbitrary end point on the time axis 
and the actual time between the Start point and the end point, 
So that it is possible to carry out the input of the Video 
playback positions Separately from the input of the playback 
Speed, and therefore the hesitation at a time of Specifying the 
playback end point will not affect the playback Speed. 
0.087 Also, according to this second embodiment, it is 
possible to playback a Series of Video portions at partially 
different playback Speeds by calculating the playback Speed 
for each Video portion from a time required in entering the 
consecutively entered playback Start and end points and the 
actual time between the playback Start and end points, and 
Storing the calculated playback Speed for each Video portion. 
This feature can be utilized for the purpose of checking a 
body form of an athlete, for example, by repeatedly display 
ing the same playback pattern. 
0088 Also, according to this second embodiment, it is 
possible to playback each Video portion at the same play 
back Speed as that entered in the past, by playbacking each 
Video portion according to the Stored playback Speed for 
each Video portion. 
0089 Also, according to this second embodiment, at a 
time of entering the Video playback Start and end points, the 
amount of movement of the camera that imaged the Video is 
calculated from the amount of movement of the background 
image, and the displayed panorama image is used as a time 
axis while Sequentially displacing the Video frames as much 
as the calculated amount of movement, So that it is possible 
to handle the time visually. 
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0090 Also, according to this second embodiment, at a 
time of playbacking the Video at the Speed slower than the 
normal one, it is possible to extend the playback time 
without lowering the pitch of the Sounds by producing the 
Sound data having the frequency characteristics Similar to 
the Sound data of the section for which the level of similarity 
of the frequency characteristics is maintained for a pre 
Scribed period of time and increasing the Section that has the 
high Similarity. 
0091 Also, according to this second embodiment, at a 
time of playbacking the Video at the Speed faster than the 
usual one, it is possible to shorten the playback time without 
raising the pitch of the Sounds by thinning a part of the Sound 
data in the section for which the level of similarity of the 
frequency characteristics is maintained for a prescribed 
period of time. 
0092 Also, according to this second embodiment, it is 
possible to change the playback time efficiently by calcu 
lating the Spectrogram of the Sound data, deleting the Spectra 
which are Stable in the frequency direction, detecting the 
harmonic Structure of the Spectrum using a comb filter, and 
applying the processing for thinning or thickening the Sound 
data only to the Sections at which the harmonic Structure is 
detected. 

0093. It is to be noted that, besides those already men 
tioned above, many modifications and variations of the 
above embodiments may be made without departing from 
the novel and advantageous features of the present inven 
tion. Accordingly, all Such modifications and variations are 
intended to be included within the Scope of the appended 
claims. 

What is claimed is: 
1. An apparatus for interactive Video manipulation and 

display, comprising: 

a background image Storage unit for Storing a background 
image, 

a display unit for displaying the background image Stored 
in the background image Storage unit; 

a partial image Storage unit for Storing partial images 
which are Set in correspondence to Spatial positions on 
the background image and representing an object mov 
ing on the background image; 

a Setting unit for Setting a manipulation target Spatial 
position on a Screen of the display unit; 

a specifying unit for uniquely specifying a partial image 
to be Synthesized and displayed according to the 
manipulation target spatial position Set by the Setting 
unit, and 

a Synthesis display unit for reading out the partial image 
as Specified by the Specifying unit from the partial 
image Storage unit, and Synthesizing and displaying the 
partial image at the manipulation target spatial position 
on the background image displayed by the display unit. 

2. The apparatus of claim 1, wherein the Setting unit is 
provided in a form of a display integral touch Screen. 

3. The apparatus of claim 1, further comprising a unit for 
producing the background image to be Stored in the back 
ground image Storage unit from an original Video containing 
consecutive frame images. 
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4. The apparatus of claim 1, further comprising a unit for 
extracting the partial images to be Stored in the partial image 
Storage unit from an original Video from which the back 
ground image is produced. 

5. The apparatus of claim 1, wherein the Specifying unit 
defines a mapping for continuously mapping the manipula 
tion target spatial position into a time position for Specifying 
the partial image, and Specifies the partial image by con 
tinuously tracing a line on the mapping when the Setting unit 
Sets Successive manipulation target spatial positions con 
tinuously. 

6. The apparatus of claim 5, wherein when the mapping 
from the manipulation target spatial position to the time 
position becomes multi-valued, the Specifying unit converts 
Sections of the mapping which are close to each other in time 
into one-to-one mapping. 

7. The apparatus of claim 5, wherein when the mapping 
from the manipulation target spatial position to the time 
position becomes multi-valued, the Specifying unit Selects 
one value from multiple values according to a prescribed 
rule. 

8. The apparatus of claim 5, wherein when the mapping 
from the manipulation target spatial position to the time 
position becomes multi-valued, if the Setting unit Sets Suc 
cessive manipulation target spatial positions continuously, 
the Specifying unit maps the Successive manipulation target 
Spatial positions into corresponding continuous time posi 
tions, and if the Setting unit Sets Successive manipulation 
target spatial positions discontinuously, the Specifying unit 
Selects one value from multiple values according to a 
prescribed rule. 

9. The apparatus of claim 1, wherein the Synthesis display 
unit Synthesizes and displays the partial image and the 
background image by enlarging or contracting the partial 
image and the background image, when an enlarging or 
contracting mode is specified. 

10. The apparatus of claim 1, wherein the synthesis 
display unit Synthesizes and displayS Successive partial 
images continuously or at constant time interval for a 
prescribed period of time Starting from or ending at a time 
position corresponding to the manipulation target Spatial 
position Set by the Setting unit, when an arbitrary position 
playback mode Setting and a playback direction Setting are 
made. 

11. The apparatus of claim 1, wherein the Synthesis 
display unit erases the partial image that is Synthesized and 
displayed once after a prescribed period of time. 

12. The apparatus of claim 1, further comprising a Sound 
playback unit for Sequentially obtaining time positions at 
which the partial image to be Synthesized and displayed 
exists Sequentially at a prescribed time interval according to 
manipulation target Spatial positions Sequentially Set by the 
Setting unit, obtaining Sound data corresponding to a period 
between a current time position and an immediately previ 
ous time position, and playbacking the Sound data within the 
prescribed time interval. 

13. The apparatus of claim 12, wherein the Sound play 
back unit playbacks the Sound data by compressing the 
Sound data when a difference between the current time 
position and the immediately previous time position is 
longer than the prescribed time interval or by expanding the 
sound data when the difference is shorter than the prescribed 
time interval, So that a playback of the Sound data is finished 
within the prescribed time interval. 
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14. The apparatus of claim 1, wherein the Setting unit is 
provided in a form of a pointing device for moving a cursor 
displayed by the display unit, and the display unit displayS 
the cursor in a transparent form showing only a contour at 
a time of Setting the manipulation target Spatial position. 

15. A method for interactive video manipulation and 
display, comprising the Steps of: 

reading out a background image Stored in a background 
image Storage unit and displaying the background 
image on a Screen; 

Setting a manipulation target spatial position on the 
Screen, 

uniquely Specifying a partial image to be Synthesized and 
displayed from partial imageS which are Set in corre 
spondence to Spatial positions on the background 
image and representing an object moving on the back 
ground image, according to the manipulation target 
Spatial position Set by the Setting Step; and 

reading out the partial image as Specified by the Specify 
ing Step from a partial image Storage unit, and Synthe 
sizing and displaying the partial image at the manipu 
lation target spatial position on the background image. 

16. The method of claim 15, further comprising the step 
of producing the background image to be Stored in the 
background image Storage unit from an original Video 
containing consecutive frame images. 

17. The method of claim 15, further comprising the step 
of extracting the partial images to be stored in the partial 
image Storage unit from an original Video from which the 
background image is produced. 

18. The method of claim 15, wherein the specifying step 
defines a mapping for continuously mapping the manipula 
tion target spatial position into a time position for Specifying 
the partial image, and Specifies the partial image by con 
tinuously tracing a line on the mapping when the Setting Step 
Sets Successive manipulation target spatial positions con 
tinuously. 

19. The method of claim 18, wherein when the mapping 
from the manipulation target Spatial position to the time 
position becomes multi-valued, the Specifying Step converts 
Sections of the mapping which are close to each other in time 
into one-to-one mapping. 

20. The method of claim 18, wherein when the mapping 
from the manipulation target Spatial position to the time 
position becomes multi-valued, the Specifying Step Selects 
one value from multiple values according to a prescribed 
rule. 

21. The method of claim 18, wherein when the mapping 
from the manipulation target Spatial position to the time 
position becomes multi-valued, if the Setting Step sets Suc 
cessive manipulation target spatial positions continuously, 
the Specifying Step maps the Successive manipulation target 
Spatial positions into corresponding continuous time posi 
tions, and if the Setting Step sets Successive manipulation 
target spatial positions discontinuously, the Specifying Step 
Selects one value from multiple values according to a 
prescribed rule. 

22. The method of claim 15, wherein the synthesizing and 
displaying Step synthesizes and displays the partial image 
and the background image by enlarging or contracting the 
partial image and the background image, when an enlarging 
or contracting mode is Specified. 
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23. The method of claim 15, wherein the synthesizing and 
displaying Step synthesizes and displayS. Successive partial 
images continuously or at constant time interval for a 
prescribed period of time Starting from or ending at a time 
position corresponding to the manipulation target Spatial 
position Set by the Setting Step, when an arbitrary position 
playback mode Setting and a playback direction Setting are 
made. 

24. The method of claim 15, wherein the synthesizing and 
displaying Step erases the partial image that is Synthesized 
and displayed once after a prescribed period of time. 

25. The method of claim 15, further comprising the step 
of Sequentially obtaining time positions at which the partial 
image to be Synthesized and displayed exists Sequentially at 
a prescribed time interval according to manipulation target 
Spatial positions Sequentially Set by the Setting Step, obtain 
ing Sound data corresponding to a period between a current 
time position and an immediately previous time position, 
and playbacking the Sound data within the prescribed time 
interval. 

26. The method of claim 25, wherein the playbacking step 
playbacks the Sound data by compressing the Sound data 
when a difference between the current time position and the 
immediately previous time position is longer than the pre 
Scribed time interval or by expanding the Sound data when 
the difference is shorter than the prescribed time interval, so 
that a playback of the sound data is finished within the 
prescribed time interval. 

27. The method of claim 15, wherein the setting step sets 
the manipulation target Spatial position using a pointing 
device for moving a cursor displayed on the Screen, which 
is displayed in a transparent form showing only a contour at 
a time of Setting the manipulation target Spatial position. 

28. An article of manufacture, comprising: 
a computer usable medium having computer readable 
program code means embodied therein for causing a 
computer to function as an apparatus for interactive 
Video manipulation and display, the computer readable 
program code means includes: 

first computer readable program code means for causing 
Said computer to read out a background image Stored in 
a background image Storage unit and display the back 
ground image on a Screen; 

Second computer readable program code means for caus 
ing Said computer to Set a manipulation target Spatial 
position on the Screen; 

third computer readable program code means for causing 
Said computer to uniquely Specify a partial image to be 
Synthesized and displayed from partial imageS which 
are Set in correspondence to Spatial positions on the 
background image and representing an object moving 
on the background image, according to the manipula 
tion target Spatial position Set by the Second computer 
readable program code means, and 

fourth computer readable program code means for caus 
ing Said computer to read out the partial image as 
Specified by the third computer readable program code 
means from a partial image Storage unit, and Synthe 
sizing and displaying the partial image at the manipu 
lation target Spatial position on the background image. 

29. The article of manufacture of claim 28, further com 
prising fifth computer readable program code means for 
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causing Said computer to produce the background image to 
be stored in the background image Storage unit from an 
original Video containing consecutive frame images. 

30. The article of manufacture of claim 28, further com 
prising fifth computer readable program code means for 
causing Said computer to extract the partial images to be 
Stored in the partial image Storage unit from an original 
Video from which the background image is produced. 

31. The article of manufacture of claim 28, wherein the 
third computer readable program code means defines a 
mapping for continuously mapping the manipulation target 
Spatial position into a time position for Specifying the partial 
image, and Specifies the partial image by continuously 
tracing a line on the mapping when the Second computer 
readable program code means Sets Successive manipulation 
target spatial positions continuously. 

32. The article of manufacture of claim 31, wherein when 
the mapping from the manipulation target Spatial position to 
the time position becomes multi-valued, the third computer 
readable program code means converts Sections of the 
mapping which are close to each other in time into oneto-one 
mapping. 

33. The article of manufacture of claim 31, wherein when 
the mapping from the manipulation target Spatial position to 
the time position becomes multi-valued, the third computer 
readable program code means Selects one value from mul 
tiple values according to a prescribed rule. 

34. The article of manufacture of claim 31, wherein when 
the mapping from the manipulation target Spatial position to 
the time position becomes multi-valued, if the Setting Step 
Sets Successive manipulation target spatial positions con 
tinuously, the Specifying Step maps the Successive manipu 
lation target spatial positions into corresponding continuous 
time positions, and if the Setting Step sets Successive 
manipulation target Spatial positions discontinuously, the 
Specifying Step Selects one value from multiple values 
according to a prescribed rule. 

35. The article of manufacture of claim 28, wherein the 
fourth computer readable program code means Synthesizes 
and displays the partial image and the background image by 
enlarging or contracting the partial image and the back 
ground image, when an enlarging or contracting mode is 
Specified. 

36. The article of manufacture of claim 28, wherein the 
fourth computer readable program code means Synthesizes 
and displayS. Successive partial images continuously or at 
constant time interval for a prescribed period of time starting 
from or ending at a time position corresponding to the 
manipulation target Spatial position Set by the Second com 
puter readable program code means, when an arbitrary 
position playback mode Setting and a playback direction 
Setting are made. 

37. The article of manufacture of claim 28, wherein the 
fourth computer readable program code means erases the 
partial image that is Synthesized and displayed once after a 
prescribed period of time. 

38. The article of manufacture of claim 28, further com 
prising the fifth computer readable program code means for 
causing Said computer to Sequentially obtain time positions 
at which the partial image to be Synthesized and displayed 
exists Sequentially at a prescribed time interval according to 
manipulation target Spatial positions Sequentially Set by the 
Second computer readable program code means, obtain 
Sound data corresponding to a period between a current time 
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position and an immediately previous time position, and 
playback the Sound data within the prescribed time interval. 

39. The article of manufacture of claim 38, wherein the 
fifth computer readable program code means causes play 
backs the Sound data by compressing the Sound data when 
a difference between the current time position and the 
immediately previous time position is longer than the pre 
Scribed time interval or by expanding the Sound data when 
the difference is shorter than the prescribed time interval, so 
that a playback of the sound data is finished within the 
prescribed time interval. 

40. The article of manufacture of claim 28, wherein the 
Second computer readable program code means Sets the 
manipulation target Spatial position using a pointing device 
for moving a cursor displayed on the Screen, which is 
displayed in a transparent form showing only a contour at a 
time of Setting the manipulation target Spatial position. 

41. An apparatus for interactive Video manipulation and 
display, comprising: 

an input unit for entering a start point and an end point on 
a time axis, 

a playback Speed calculation unit for calculating a play 
back Speed for a Video according to the Start point, the 
end point, and an input time taken Since the Start point 
is entered until the end point is entered; and 

a playback unit for playbacking the Video at the playback 
Speed. 

42. The apparatus of claim 41, wherein the playback 
Speed calculation unit calculates the input time and a normal 
playback time required in playbacking the video from the 
Start point to the end point at a normal Speed, compares the 
input time and the normal playback time after multiplying 
arbitrary numerical values to either one or both of the input 
time and the normal playback time, and calculates the 
playback Speed according to a difference and a size rela 
tionship between the input time and the normal playback 
time after the arbitrary numerical values are multiplied. 

43. The apparatus of claim 41, wherein the playback 
Speed calculation unit calculates a numerical value that can 
make the normal playback time equal to the input time upon 
multiplying the numerical value to either one of the normal 
playback time and the input time, and multiplies the numeri 
cal to either one of the normal playback time and the input 
time. 

44. The apparatus of claim 41, wherein the Start point and 
the end point entered by the input unit are a playback Start 
point and a playback end point, and the playback unit 
playbacks the Video from the playback Start point to the 
playback end point. 

45. The apparatus of claim 41, wherein the input unit also 
enters a playback Start point and a playback end point for the 
Video on the time axis, Separately from the Start point and the 
end point, and the playback unit playbacks the Video from 
the playback Start point to the playback end point. 

46. The apparatus of claim 41, wherein the playback 
Speed calculation unit calculates the playback Speed for each 
Video portion specified by the Start point and the end point 
which are entered consecutively, from the input time and an 
actual time interval between the Start point and the end point, 
and Stores the playback Speed for each Video portion. 
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47. The apparatus of claim 46, wherein the playback unit 
playbacks each Video portion according to the playback 
Speed for each video portion Stored by the playback Speed 
calculation unit. 

48. The apparatus of claim 41, wherein the input unit 
utilizes a panorama image as the time axis. 

49. The apparatus of claim 41, wherein the playback unit 
processes Sound data contained in the Video at a time of 
playbacking the Video at a speed slower than a normal Speed, 
by interpolating the Sound data at a Section in which the 
frequency characteristics remain Similar. 

50. The apparatus of claim 41, wherein the playback unit 
processes Sound data contained in the Video at a time of 
playbacking the Video at a speed faster than a normal Speed, 
by thinning the Sound data at a Section in which the 
frequency characteristics remain Similar. 

51. The apparatus of claim 41, wherein the playback unit 
calculates a spectrogram of Sound data contained in the 
Video, deletes peaks of Spectra which are stable in a fre 
quency direction, detects a harmonic Structure in each Spec 
trum, and applies a processing for thinning or thickening the 
Sound data to Sections at which the harmonic structure is 
detected. 

52. A method for interactive video manipulation and 
display, comprising the Steps of: 

entering a start point and an end point on a time axis, 
calculating a playback Speed for a Video according to the 

Start point, the end point, and an input time taken Since 
the start point is entered until the end point is entered; 
and 

playbacking the Video at the playback Speed. 
53. The method of claim 52, wherein the calculating step 

calculates the input time and a normal playback time 
required in playbacking the Video from the Start point to the 
end point at a normal Speed, compares the input time and the 
normal playback time after multiplying arbitrary numerical 
values to either one or both of the input time and the normal 
playback time, and calculates the playback Speed according 
to a difference and a size relationship between the input time 
and the normal playback time after the arbitrary numerical 
values are multiplied. 

54. The method of claim 52, wherein the calculating step 
calculates a numerical value that can make the normal 
playback time equal to the input time upon multiplying the 
numerical value to either one of the normal playback time 
and the input time, and multiplies the numerical to either one 
of the normal playback time and the input time. 

55. The method of claim 52, wherein the start point and 
the end point entered by the entering Step are a playback Start 
point and a playback end point, and the playbacking Step 
playbacks the Video from the playback Start point to the 
playback end point. 

56. The method of claim 52, wherein the entering step 
also enters a playback Start point and a playback end point 
for the Video on the time axis, Separately from the Start point 
and the end point, and the playbacking Step playbacks the 
Video from the playback Start point to the playback end 
point. 

57. The method of claim 52, wherein the calculating step 
calculates the playback Speed for each Video portion Speci 
fied by the start point and the end point which are entered 
consecutively, from the input time and an actual time 
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interval between the Start point and the end point, and Stores 
the playback Speed for each video portion. 

58. The method of claim 57, wherein the playbacking step 
playbacks each Video portion according to the playback 
Speed for each video portion Stored by the playback Speed 
calculation unit. 

59. The method of claim 52, wherein the entering step 
utilizes a panorama image as the time axis. 

60. The method of claim 52, wherein the playbacking step 
processes Sound data contained in the Video at a time of 
playbacking the Video at a speed slower than a normal Speed, 
by interpolating the Sound data at a Section in which the 
frequency characteristics remain Similar. 

61. The method of claim 52, wherein the playbacking step 
processes Sound data contained in the Video at a time of 
playbacking the Video at a speed faster than a normal Speed, 
by thinning the Sound data at a Section in which the 
frequency characteristics remain Similar. 

62. The method of claim 52, wherein the playbacking step 
calculates a spectrogram of Sound data contained in the 
Video, deletes peaks of Spectra which are stable in a fre 
quency direction, detects a harmonic Structure in each Spec 
trum, and applies a processing for thinning or thickening the 
Sound data to Sections at which the harmonic structure is 
detected. 

63. An article of manufacture, comprising: 
a computer usable medium having computer readable 
program code means embodied therein for causing a 
computer to function as an apparatus for interactive 
Video manipulation and display, the computer readable 
program code means includes: 

first computer readable program code means for causing 
Said computer to enter a start point and an end point on 
a time axis, 

Second computer readable program code means for caus 
ing Said computer to calculate a playback Speed for a 
Video according to the Start point, the end point, and an 
input time taken Since the Start point is entered until the 
end point is entered; and 

third computer readable program code means for causing 
Said computer to playback the Video at the playback 
Speed. 

64. The article of manufacture of claim 63, wherein the 
Second computer readable program code means calculates 
the input time and a normal playback time required in 
playbacking the Video from the playback Start point to the 
playback end point at a normal Speed, compares the input 
time and the normal playback time after multiplying arbi 
trary numerical values to either one or both of the input time 
and the normal playback time, and calculates the playback 
Speed according to a difference and a Size relationship 
between the input time and the normal playback time after 
the arbitrary numerical values are multiplied. 
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65. The article of manufacture of claim 63, wherein the 
Second computer readable program code means calculates a 
numerical value that can make the normal playback time 
equal to the input time upon multiplying the numerical value 
to either one of the normal playback time and the input time, 
and multiplies the numerical to either one of the normal 
playback time and the input time. 

66. The article of manufacture of claim 63, wherein the 
Start point and the end point entered by the first computer 
readable program code means are a playback Start point and 
a playback end point, and the third computer readable 
program code means playbacks the Video from the playback 
Start point to the playback end point. 

67. The article of manufacture of claim 63, wherein the 
first computer readable program code means also enters a 
playback Start point and a playback end point for the Video 
on the time axis, Separately from the Start point and the end 
point, and the third computer readable program code means 
playbacks the Video from the playback Start point to the 
playback end point. 

68. The article of manufacture of claim 63, wherein the 
Second computer readable program code means calculates 
the playback Speed for each video portion Specified by the 
Start point and the end point which are entered consecu 
tively, from the input time and an actual time interval 
between the Start point and the end point, and Stores the 
playback Speed for each video portion. 

69. The article of manufacture of claim 68, wherein the 
third computer readable program code means playbacks 
each Video portion according to the playback Speed for each 
Video portion Stored by the playback Speed calculation unit. 

70. The article of manufacture of claim 63, wherein the 
first computer readable program code means utilizes a 
panorama image as the time axis. 

71. The article of manufacture of claim 63, wherein the 
third computer readable program code means processes 
Sound data contained in the Video at a time of playbacking 
the Video at a speed slower than a normal Speed, by 
interpolating the Sound data at a Section in which the 
frequency characteristics remain Similar. 

72. The article of manufacture of claim 63, wherein the 
third computer readable program code means processes 
Sound data contained in the Video at a time of playbacking 
the Video at a speed faster than a normal Speed, by thinning 
the Sound data at a Section in which the frequency charac 
teristics remain Similar. 

73. The article of manufacture of claim 63, wherein the 
third computer readable program code means calculates a 
Spectrogram of Sound data contained in the Video, deletes 
peaks of Spectra which are stable in a frequency direction, 
detects a harmonic Structure in each spectrum, and applies a 
processing for thinning or thickening the Sound data to 
Sections at which the harmonic Structure is detected. 


