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(57) Obtaining depth information of a scene comprises obtaining at least two colour images of a scene, each

corresponding to a different but partially overlapping viewpoint. The camera extrinsics (e.g. position and orientation)

and intrinsics (e.qg. focal length) associated with the colour images are also obtained. Each colour image is input to
a trained machine learning model to generate a representation of that colour image. Corresponding regions of the
scene In the representations of the images are then identified based on a similarity between features of the
representations generated by the trained machine-learning model. Depth information is obtained for at least some
of the scene based on the intrinsics and extrinsics associated with the colour images and the corresponding
features identified as corresponding in the feature representations generated by the machine learning model. A
system 600 may comprise an input unit 602, a feature extraction unit 604 which may correspond to a convolutional
neural network, a feature mapping unit 606 (e.g. forming a disparity map) and a depth analyser 608.
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Cbtain at least two colour images of a
scene, the at least two images

2501

corresponding to at least partially
overiapping viewpoints

Obtain the extrinsics and intrinsics of the | S502
or each camera that captured the at least |/
two Images

input the at least two images 1o 3 Q504
trained machine learning model s0 as 1o
generate feature representations of the
input colour images

identity corresponding regions of the
scene in the representations generated by |~ 95505
the trained machine learning model
pased on a similarity in the features of the
representations

Obtain depth information for at least
some the scene based on features o506
identified as corresponding in the
representations and the intrinsics and
exirinsics associated with the
COrresponding colour images
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METHOD AND SYSTEM FOR OBTAINING DEPTH DATA

Technical Field

The present disclosure relates to a method and system for obtaining depth information of a scene.

Background

In recent years, driven at least in part by the improvements made 1n display technology, there has
been an increase 1n the demand for iteractive content that 1s able to offer an immersive experience to a
user. For example, the increase 1in the number and quality of virtual reality (VR) and augmented reality
(AR) devices lends itself to the provision of immersive experiences, while the development of televisions
and other display devices that offer increased resolution, refresh rate, and colour reproduction (for
example) also act as increasingly suitable devices for the provision of such content. In addition to this,
advances 1n computing and graphics technology have contributed to the increase in suitable content that
may be made available.

While video games may be provided that can offer such an experience, the approaches taken to
provide viewer immersion 1n video games may not be applicable to captured video content such as
movies or sports events. For example, when generating video game content it 1s common that the
locations and properties of all objects 1n the environment are known and other features, such as lighting
information, are also able to be calculated. Such information i1s often not available for captured video
content, and therefore techniques applicable to video games to enable the provision of more immersive
content are not considered to be widely applicable.

One example of captured video content that 1s adapted for increased immersion of a user 1s that of
three-dimensional video. Consumer devices are available that are operable to display content that may be
viewed (often aided by a corresponding sct of glasses that are configured to enable the viewing of three-
dimensional content) 1n a manner that causes the user to perceive the content as having significant depth
despite the use of a two-dimensional display.

However, one drawback with such systems 1s that the viewpoint that 1s adopted by the user 1s
often pre-defined (such as tied to the camera position 1n a movie) or severely limited (such as allowing a
user to switch between a number of such pre-defined viewpoints).

This may serve to reduce the level of immersion that 1s experienced by the user when viewing the
content, particularly in a VR context, as despite appearing three-dimensional there 1s no corresponding
motion of the viewpoint as the user moves their head as would be expected were the user to move therr
head when viewing real-world content. The resulting disconnect between the viewpoint and the user’s
motion can lead to a sense of discomfort for the user, 1n addition to the loss of immersion.

Similarly, the restrictions placed upon the viewpoint location may be made more noticeable when
a user 1s provided with more immersive content, as the user may be more inclined to try and explore the

displayed environment. This can lead to the user attempting to relocate the viewpoint to a desired location



10

15

20

25

30

335

2

in the virtual environment, and becoming frustrated when such a relocation 1s not possible within the
constraints of the provided content. Examples of such changes in viewpoints imclude a user moving their
head 1n a VR system 1n order to look around an environment, or an input using a controller or the like 1n a
two-dimensional display arrangement.

It 1s 1n view of the above considerations that so-called free viewpomt systems have been
developed. The object of such systems 1s to provide content which a user 1s able to navigate freely, such
that a viewpoint may be selected freely (or at least substantially so) within a virtual environment and a
corresponding view 1s able to be provided to a user. This can enable a user to navigate between any
number of viewpoints within the virtual environment, and/or for multiple users to occupy corresponding
preferred viewpoints within the virtual environment. These viewpoints may be distributed about an
environment 1n a discrete fashion, or the changing of viewpoints may be a result of a continuous motion
within the environment, or content may incorporate clements of each of these.

Generally, free viewpoint systems require both depth and colour information of a scene to be
captured, 1n order for the scene to be reconstructed in 3D. Usually, the colour information 1s used to
dertve the x-y coordinates of one or more objects in the scene, and depth information used to derive the
corresponding z-coordinates. One known technique for obtaining depth information 1s stereo-matching,
which 1involves extracting depth information from two images having at least partially overlapping fields
of view. By calculating the distance between corresponding pixels in the images, a disparity map can be
generated. This disparity map can then be converted to depth information using the intrinsics and
extrinsics of the (or each) camera that captured the two 1images.

Typically, sterco-matching 1s performed on grayscale images, with corresponding pixels across
the 1mages being i1dentified based on a similarity 1n pixel intensity values. The use of grayscale images
reduces the vanability in pixel values and thus enables corresponding pixels across images to be
identified more casily. However, the accuracy of sterco-matching can be limited where, for example,
there 1s a mismatch 1n exposure between the two 1images forming the stereoscopic image. This may arise,
for example, as a result of changing lighting conditions between successive captures of the scene, and/or
for example due to retlection/glare changing the apparent brightness of the corresponding part of an
object when viewed from different viewpoints. More generally, 1t may be that there are unforeseen (and
In most cases, unintended) differences 1n the capture conditions of separate images, and that, as a result,
performing sterco-matching on these images lacks accuracy. In turn, this can limit the accuracy with
which a real-life scene can be represented 1 three dimensions.

It would therefore be desirable 1f these differences i capture conditions could be accounted for,
and a more robust method and system for obtaining depth imformation i a free viewpoint system

provided. The present disclosure seeks to address or at least alleviate this problem.

Summary

The present disclosure 1s defined by the appended claims.
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Brief Description of the Drawings

A more complete appreciation of the disclosure and many of the attendant advantages thereof will
be recadily obtained as the same becomes better understood by reference to the following detailed
description when considered 1in connection with the accompanying drawings, wherein:

Figure 1 shows schematically an example of a conventional stereo-matching method;

Figure 2 shows an example of two 1images that may be used 1n a stereo-matching process:

Figure 3 shows an example of a pair of rectified images:

Figure 4 shows an example of a disparity map generated from the pair of rectified images shown
in Figure 3;

Figure 5 shows schematically an example of a stereo-matching method 1n accordance with the
present disclosure; and

Figure 6 shows schematically an example of a system for performing sterco-matching in

accordance with the present disclosure.

Detailed Description

Figure 1 shows schematically an example of a conventional stereo-matching method. As can be
seen 1n Figure 1, the method comprises a first step, S101 of obtaining at least two 1images of a scene. Each
image corresponds to a different viewpoint, with cach viewpoint at least partially overlapping. That 1s,
cach 1mage comprises a portion corresponding to the same extent of the scene, albeit from a different
perspective relative to the other image(s). The images may be colour images, such as ¢.g. RGB or YUV
1mages.

Each 1image may be captured by a single camera that has been moved to a different pose (1.¢.
position and / or orientation) for each subsequent capture, ¢.g. by a camera operator. In the present
disclosure, a camera refers to a device having at least an 1mage sensor and onc or more lenses for
focussing light onto the 1mage sensor. The camera may be a standalone device, ¢€.g. a professional video
camera, or be a component of another device, such as ¢.g. a smartphone, head-mountable display (HMD),
laptop, ctc.

In some embodiments, the 1image may be captured by a stercoscopic camera, 1.€. a camera
comprising at least two 1image sensors, with each image sensor being associated with one or more lenses
for focussing light onto the 1image sensors, and a respective aperture located therebetween. An example of
a stereoscopic camera is the PlayStation Camera'™. Generally, the individual cameras forming the
sterecoscopic camera will be displaced relative to one another such that each image corresponds to a
different viewpoint, with the displacement being such that at least some of the respective viewpoints
overlap. For stereoscopic cameras 1t may not be necessary to move the stereoscopic camera to difterent
poses 1n order to obtain depth data, but this may still be desirable, ¢.g. to obtain more depth data.,

compensate for any occlusion, etc.



10

15

20

25

30

335

4

An example of two 1mages that may be used for stereo-matching 1s shown i Figure 2. In Figure
2, a first image 202L (shown on the left) corresponds to an 1mage captured by a camera at first pose, and
the second 1image 202R (shown on the right) correspond to an 1image of the same scene captured by a (or
the) camera at a second pose.

At a second step, S102, the extrinsics (e.g. position and / or orientation) and intrinsics (e.g. focal
length) associated with the at least two 1mages arc obtamned. The extrinsics and intrinsics of the or cach
camera that captured the at least two 1mages may be obtained using known calibration techniques. For
example, by capturing multiple 1mages of a calibration pattern, such as a checkerboard, and using the
correspondences 1n the captured images to solve for the extrinsics and intrinsics of the or each camera.
Meanwhile, for a stereoscopic camera, the extrinsics and possibly intrinsics of the built-in camera pair
relevant to the relationship between the generated two 1mages may be known 1n advance.

At a third step, S103, 1image rectification 1s performed on the at least two 1mages. As 1s known 1n
the art, image rectification mvolves reprojecting one or more of the 1images 1n a stereoscopic pair such
that the epipolar lines of each 1image arc parallel in the rectified image plane. This may be achieved, for
example, by finding a set of matching key points between the two 1images using ¢.g. a Scale-Invarnant
Feature Transform (SIFT) algorithm or Speeded-Up Robust Features (SURF) algorithm, and then
applying to transformations to on¢ or both of the images so as to bring the key points into alignment.
Figure 3 shows an example of the images shown 1n Figure 2, following image rectification.

By generating rectified images from the captured images, the space over which corresponding
pixels, or blocks of pixels, are to be searched for in the image pairs can be reduced. For example, 1t may
be that, following rectification, corresponding blocks need only be searched for horizontally, across
corresponding rows in the rectified images.

It will be appreciated that, depending on the nature in which the camera(s) are arranged when
capturing the 1images, 1t may not always be necessary to rectify the captured images prior to performing
the stereo-matching. For example, 1f the camera(s) 1s (are) offset but aligned horizontally, then there may
be no need for aligning the 1images so as to bring the 1images into alignment.

At a fourth step S104, the at least two colour 1mages are converted to grayscale 1images. The
conversion to grayscale images ensures that each image 1s defined 1n terms of pixel mntensity values, with
each pixel being defined 1n terms of how black or white that pixel 1s. A pixel intensity value of zero may
indicate a black pixel; a pixel intensity value of 255 may indicate a white pixel, and values i between
may represent various shades of grey. By converting the images to grayscale, there 1s less variation in the
pixel values of each image, and so corresponding blocks of pixels across the images can be compared
more easily.

At a fifth step S103, pixels or groups of pixels 1n a first image are i1dentified as corresponding to
pixels (or groups of pixels) in a second 1image, based on a similarity mn the pixel intensity values of those
pixels. This may involve, for example, performing block matching between at least some of the blocks of

pixels making up each image. Examples of block-matching techniques include e¢.g. a sum of squared
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difference measure (SSD), normalized cross correlation measure (NCC), etc. Generally, block matching
involves determining, for cach block i a first image, a difference in overall pixel value (¢.g. sum of
pixels m a block) with at least some of the blocks 1n the second 1mage. It may be determined that a block
in the first image corresponds with a block 1n the second 1mage when the difference i overall pixel value
for the two blocks 1s less than the difference 1n overall pixel value for the other blocks with which the
block 1n the first image has been compared.

Step S105 may be equivalent to generating a disparity map from the at least two 1images, wherein
cach pixel of the disparity map encodes a difference 1n coordinates of corresponding image points (1.¢.
pixels) i an mmage pair. The pixel intensities of the disparity map may correspond to disparity, with
corresponding 1mage points that are separated further from each other across the two images being
associated with a pixel intensity values that are closer to zero (1.6. more black), and nearer 1image points
being associated with pixel intensity values that are closer to 255 (1.¢. more white). Generally, parts of the
scene located further from the camera(s) will have a smaller disparity than parts of the scene that are
located closer to the camera(s). An example of a disparity map generated from the two 1images shown 1n
Figure 2 1s shown i Figure 4, although 1n this case the map, originally 1n colour, (red for nearby, high
displarity pixels, and blue for distant, low disparity pixels), does not follow the above described greyscale
intensity scheme. Nevertheless a visual inspection of the source 1images and the disparity map serves to
1llustrate the technique.

The searching for corresponding blocks across the at Ieast two 1images may be performed 1n any
appropriatc manner. As mentioned above, 1n some examples, the at least two 1images may be rectitied and
so step S105 may be performed for the at least two rectified images. In such examples, this may mnvolve
scarching for corresponding blocks 1n a row-wise manner, 1.¢. for a given block 1n the first image,
scarching a corresponding row 1 the second 1image for a matching block.

In other examples, 1t may be that a range of pixel values that are to be searched 1n the second
image, relative to a given block m the first image, 1s defined as part of step S105. This may involve, for
example, defining an offset in one or more directions relative to the block of pixels 1n the first image, over
which matching blocks 1n the second 1image are to be searched.

As will be appreciated, there will be regions within each of the at least two mmages that arc
specific to a given camera, or camera pose, and from which no depth information can be obtained. This 1s
because, for these regions, there 1s (or are) no corresponding pixels 1n the other image, from which depth
information can be obtained. The method may thus comprise a step (not shown) of cropping the at least
two 1mages, such that the pixels in one 1mage having no corresponding pixels m the other image are
discarded from the 1mage data.

At a sixth step S106, depth information 1s generated for the scene based on the pixels matched at
step S105 for the at least two 1mages and the intrinsics and extrinsics associated with the at least two
images. Here, each image 1s associated with the intrinsics (e.g. focal length) and extrinsics (e.g. position

and / or orientation) 1n the sense that the camera that captured the image will have had a respective pose
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and on¢ or more intrinsic parameters associated therewith, at the time of capture. For each of the at least
two 1mages, at least the pose of the camera will be different, 1f not the intrinsic parameters.
The depth information provides an indication of the distance of one or more objects 1n the scene,

relative to the camera(s). The depth information may be obtained using the following equation:
7= L

X—X!

(Equation 1)

Where Z corresponds to the z-coordinate of a point within the real world, 3D scene; f corresponds
to the focal length of the camera(s) that captured the images 1n an 1image pair; B corresponds to the
baseline of the cameras, 1.¢. the difference 1in position of the camera(s) for cach image; and x — x°
corresponds to the disparity, that 1s, the distance between corresponding points (1.¢. pixels) m the 1image
planc of the image pair. It may be that, for corresponding pixels 1n an 1mage pair (having a disparity x; —
X1 ), a corresponding z-coordinate, Z,, 1s determined using equation 1. The baseline for the camera(s)
associated with the images may be determined using the extrinsics (1.€. pose) of the camera(s) obtained at
step S102.

It will be appreciated that equation 1 corresponds to a relatively simple example, where
corresponding 1image points are separated horizontally, due to the configuration of the camera(s) and / or
image rectification having been performed on each of the images 1 an 1image pair. In some examples, 1t
may be that a moditied version of equation 1 1s required, e¢.g. where different focal lengths are associated
with the 1images 1n the image pair. In any case, depth information can be obtained provided that the
disparity of corresponding points in an image pair 1s known, and the extrinsics and intrinsics of the
camera(s) that captured those 1images 1s also known.

Figure 1 shows schematically an example of a conventional stereo-matching method wherein
corresponding 1mage points in grayscale images are 1dentified and used, together with the intrinsics and
extrinsics of the or cach camera, to gencrate depth information for the parts of the scene that are within
the overlapping fields of view of the camera(s). A drawback with conventional stereo-matching methods
such as those described above, 1s that the accuracy with which corresponding image regions can be
identified across image pairs may be reduced when there are differences 1n the capture conditions of the
1mages 1n a respective image pair. These differences 1in capture conditions may mclude, for example, a
change 1n exposure of the second image compared with the first image 1n the image pair, and/or a change
in glare or reflection for images at different viewpoints. As a result of this, pixels in the second image
may appear artificially brighter or darker compared with pixels 1 the first image. In turn, this can result
in a mismatch between corresponding 1mage regions, with blocks that would otherwise correspond, no
longer being closest in terms of the difference between the pixel values associated with those blocks.

The differences 1n capture conditions between successive captures may also include, for example,
a change m depth of field, focal length, etc. such that the intensity of pixel values for the same points 1n
the scene no longer correspond as closely as expected. Generally, the differences m capture conditions
will be unintended, and may occur due to ¢.g. temperature changes (which may affect €.g. shutter speed),

sudden changes 1n lighting of the scene, human error when operating the cameras, c¢tc. Clearly, 1t would
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be desirable 1f these differences in capture conditions could be compensated for when performing sterco-
matching on an image pair.

Morcover, the conversion of colour images to grayscale images 1n conventional stereo-matching
also results 1n a loss of detail. Rather than ecach image point being represented by e.g. three colour
channels, ecach 1mage point 1s reduced to a one-dimensional intensity value. It would thus desirable 1f this
step of converting to grayscale images could be avoided, such that corresponding image points could be
more clearly distinguished, based on the similarity of colour of those 1mage points.

As will be appreciated, a stereo-matching method of increased accuracy will allow for more
accurate extraction of depth data for a scene, thus enabling that scene to be reconstructed more accurately

in three-dimensions. Such a method will now be described in relation to Figure 5.

Figure 5 shows schematically an example of a sterco-matching method 1n accordance with the
present disclosure.

At a first step, S501, at least two colour 1images of a scene are obtained. Each image corresponds
to a different viewpoint of the scene, with the viewpoints overlapping at least partially.

The colour images may comprise €.2. RGB or YUV 1mages, saved 1n ¢.2. JPEG, GIF, RAW formats. The
colour images may be captured 1n any of the manners described previously 1n relation to Figure 1, using
any of the previously described devices.

In some examples, the at least two colour images may comprise high dynamic range images
(HDR). That 1s, cach 1mage may comprisc a composite image formed of at least two 1mages captured at
different exposures. Typically, HDR images are formed of two, three, or mine different exposure photos
blended together. Generally, HDR 1mages allow for greater detail in the scene to be captured, with the
detail captured for lower exposures being used to preserve the detail that 1s lost for higher exposures (and
vice versa). It may be advantageous to use HDR 1mages as these will generally contain more detail, and
so there may be more features within the 1image for which stereo-matching can be performed. The HDR
1mages may comprise colour HDR 1mages.

At a second step, S502, the camera intrinsics and extrinsics associated with the at least two colour
images 1s obtained. The intrinsics and extrinsics may be obtained as described previously 1n relation to
Figure 1, 1.€. using known camera calibration techniques.

At a third, optional step, S503, the at least two colour images may be rectified before being input
to a trained machine leaming model (see step S504, below).

At a fourth step S504, each colour image i1s mput to a trammed machine learning model, the
machine learning model being trained to generate a representation of ecach mput colour image. The
machine learning model 1s tramed with a plurality of images of the same scene, captured from the same
viewpoint, with each 1image being varied mn at least one aspect with respect to the other training 1mages.
The machine leaming model 1s trained to learn a representation of the scene that 1s independent of the

variations 1n the plurality of training 1images of the scene. In this way, the machine learning model 1s able
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to normalize the scene. The machine learning model may be trained with multiple i1mages of different real
and / or virtual scenes, so as to learn representations of the features within those scenes. The training of
the machine learning model will be described in more detail later (see: “training the machine learning
model’).

It should be noted that the images used to train the machine learning model need not necessarily
correspond to the same scene as that for which the at least two colour images have been obtained. The
machine learning model may be trained with a set of training images, where the images m the set
correspond to 1images of the same scene, captured from the same viewpoint. The machine learning model
may be trained with multiple sets of training images, with each set corresponding to a different scene and
/ or the same scene but captured from different viewpoints. Generally, the more types of scene that the
machine learning model 1s trained with, the more generic the machine learning model will be, and thus
the more applicable the present stereo-matching method to different types of scene. However, as will be
appreciated, training the machine learning model on a variety of scenes will be computationally expensive
and require more training data. In some use cases, 1t may be sufficient to train the machine learning model
with 1images of one or a few scenes, where speed and / or a specific use 1s prioritised over generality .

The machine learning model may comprise a trained domain adversarial network.

The machine learning model may be trained to map at least some of the pixels of the input colour
1mages to respective n-dimensional feature vectors. This mapping may be performed on a per-pixel basis,
1.c. each pixel may be mapped to a respective n-dimensional vector. Alternatively, or in addition, this
mapping may be performed on a per-block basis, 1.¢. cach block may be mapped to a respective n-
dimensional vector that 1s representative of that block. Each pixel or group of pixels may be mapped to
feature vectors of the same dimensionality (this dimensionality being determined by the tramning of the
machine learning model). The n-dimensional feature vector may correspond to a 32-dimensional vector
that 1s output by a trained domain adversarial network, for example. The vectors may correspond to
vectors 1n a feature space, with the dimensionality of that space corresponding to the dimensionality of
the feature vectors. The distance between vectors (generated for different images) in the feature space
may be indicative of how likely those vectors correspond to the same point 1n space.

At a fifth step, S505, corresponding regions of the scene 1n the representations generated by the
trained machine learning model are 1dentified based on a similanty between the features of the
representations generated by the trained machine learning model. Although the term “region” is used, it
may be that the matching 1s between pixels or groups of pixels across the at least two colour 1images.

Step 505 may 1nvolve determining a distance between at least some of the n-dimensional feature
vectors generated for a first input colour image and at least some of the n-dimensional feature vectors
generated for a second mnput colour image (the two images corresponding to an 1mage pair). An n-
dimensional feature vector generated for a first colour image teature may be 1dentified as corresponding
with an n-dimensional feature vector gencrated for a second colour image based on the distance between

those vectors being less than the distance of the other n-dimensional feature vectors generated for the
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sccond colour 1mmage (and with which the n-dimensional feature vector generated for the first colour
image has been compared). Put more simply, a pair of feature vectors may be i1dentified as corresponding
to the same pomt 1n the scene, based on those two feature vectors being 1dentified as closest 1in the feature
space relative (to which each pixel, or group of pixels in each image has been mapped).

Step S505 may correspond to performing a cost volume calculation, wherein a matching cost
volume 1s computed based on the differences 1n distances between at least some of the vectors generated
for the at least two colour images. The difference 1n distance between respective vector pairs corresponds
to the matching cost and provides an indication of how likely two vectors in a pair match at a given
disparity. Pairs of vectors may be identified as corresponding to the same points in space based on the
matching cost being minimised for that pair.

As will be appreciated, in some cases, 1t may be that two feature vectors generated for respective
colour 1mages are i1dentified as being closest, but the distance between those two pairs may be greater
than that which would be expected for corresponding image poimnts. Hence, in some examples, 1t may be
that a threshold imposed such that feature vector pairs are only 1dentified as corresponding if, despite
being 1dentified as closest, the distance between the vectors 1n that pair 1s less than a threshold distance.
This ensures that a “least worst™ match 1s not identified as corresponding to the same point 1in the scene for
a glven 1mage pair.

In some examples, 1dentifying corresponding parts of the scene 1n the representations generated
by the trained machine learning model comprises generating an n-dimensional feature vector of cach
pixel n the at least two colour images. For each n-dimensional feature vector generated for the first input
colour image, a distance between that n-dimensional feature vector and at least some of the n-dimensional
feature vectors generated for the second colour image may be determined. Corresponding n-dimensional
feature vector pairs may then be 1dentified based on the distance between the vectors 1n a respective pair
being less than the distance between other feature vectors with which at least one of the feature vectors in
the pair was compared.

The searching of the feature space for corresponding feature vector pairs may be performed
any suitable manner. This may involve, for example, for a given feature vector generated for a first colour
1mage, searching a region of the feature space that 1s close to that feature vector, for other corresponding
feature vectors generated for the second colour image. It may be, for example, that a threshold distance 1s
defined relative to the feature vector generated for the feature vector generated for the first colour image,
and that a corresponding feature vector generated for the second colour image 1s searched for within the
feature space, within the threshold distance. This may involve, for example, searching 1n one or more
directions relative to the feature vector generated for the first colour image, within the threshold distance.
Generally, 1t 1s expected that searching the entire feature space for corresponding feature vectors for the at
least two 1mages will be mntensive 1in terms of the processing power required, and so 1t may be that the
scarching 1s at least limited 1n terms of the distance and / or direction, relative to a given feature vector

ogenerated for a given colour image.
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As mentioned above, the method may include a third step, S503, of rectiftying the at least two

colour 1mages, prior to being mput to the machine learning model. The use of rectified 1images may
simplifty the step of searching for corresponding vector pairs 1n the feature space by ensuring that
corresponding pairs need only be secarched for 1n a particular direction, and relative to a particular location
in the feature space. This searching step may involve calculating D vector subtractions along the scan
line, for each pixel, and performing a distance calculation for ecach of those subtractions. Here, D
corresponds to the number of disparitics considered, 1.€. the maximum disparity handled by the system.
Typically, stereo-matching systems are typically built to handle only disparity up to a certain value, which
determines the mmimum depth that the system can output.

At a sixth step S506, depth information for the regions of the scene that are within the at least
partially overlapping viewpoints of the at least two colour 1images, 1s obtained. The depth information 1s
obtained based on the intrinsics and extrinsics associated with the at least two colour images and the
corresponding features i1dentified 1n the representations generated by the trained machine learning model.

In some examples, this may mnvolve determining, for ecach matched feature vector pair, the
corresponding pixel locations of the feature vectors 1n that pair in the corresponding colour images. Once
the pixel locations are known for a given pair of feature vectors, the disparity may then be determined by
calculating the difference in pixel positions for that pair of feature vectors. From the disparity, the
corresponding depth (¢.g. z-coordimates m the real-world) can be determined using €.g. equation 1 (or a
suitably adapted version thercof).

The obtamed depth information may be used to generate €.g. a point cloud of the part of the scene
that 1s within the region of ecach image corresponding to the overlapping fields of view of the respective
camera(s) that captured the images. From this pomnt cloud, a three-dimensional mesh, such as a triangular
or polygonal mesh may be generated from the point cloud. The mesh may be used to recreate the shape of
on¢ or more objects 1n the scene (or indeed the scene 1tself). The colour information associated with the at
lecast two 1mages may be used to generate a texture for applying to the generated mesh. The mesh with the
texture applied may enable one or more objects 1n the scene to be viewed 1n three-dimensions at a display.
That 1t 1s to say, a viewer may be able to change their perspective of the reconstructed objects, such that

the objects are displayed from the viewer’s new perspective (1.€. free-viewpoint).

As mentioned previously, stereo-matching i1s usually performed on grayscale images so as to
reduce the varnability between images as much as possible. This allows pixel intensities to be directly
compared, and corresponding pixels or blocks of pixels to be 1dentified based on a closeness 1n pixel
intensity values. In conventional methods, performing this sterco-matching on colour or HDR 1mages 1s
less robust, as there 1s greater vanability 1n the pixels of each image, and so 1t 1s less clear as to which
pixels (or blocks of pixels) correspond with one another 1n an 1image pair. Morcover, mismatches 1n e¢.g.
the exposure of the images 1n an 1mage pair can reduce the accuracy with which the conventional stereo-

matching can be performed.
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The above described method 1s advantageous compared with conventional methods because the
machine learning model 1s tramned to be robust against the varnability 1n colour 1image pairs, by learning
features that are representative of the individual points (or regions) within the colour images. This 1s
because cach 1mage 1n a given pair can be represented 1n terms of features, with the features being
independent of the vanability 1n e.g. exposure, colour, focal length, depth of field, etc. across the two
images. This means that the vanation between colour images 1n a stereo-image pair 1s no longer the main
factor reducing the accuracy with which sterco-matching can be performed.

Instead, the main factor reducing the accuracy of the stereo-matching method 1s obtaining 1images
of a scene that arc representative enough of the real world to enable accurate triangulation to be
performed. In other words, obtaining 1images that contain sufficient detail, 1.¢. as a result of more accurate
measurement of the individual pixel values. For some image formats, such as standard dynamic range
(SDR) images, 1t may be that ¢.g. two similar shades of red are represented with same pixel value.
Whereas 1n another image format, such as an HDR 1mage, the similar shades of red are represented with
different pixel values. By obtaining images that accurately represent the scene, corresponding regions
within a given 1mage pair can be more clearly distinguished and i1dentified as corresponding.

As will be appreciated, the capture of colour and / or HDR 1mages may require more expensive or
complex camera equipment compared with conventional methods. Morcover, the processing of the colour
and / or HDR 1mages may be more mtensive compared with that which 1s required for conventional
stereo-matching methods using grayscale images. However, 1t 1s generally expected that this increase 1n
processing and potentially complexity of camera equipment 1s offset by the increase 1in robustness with

which stereo-matching can be performed for the present method.

Training the machine learning model

In order to train the machine learning model, a plurality of training images are obtained. The
training 1mages may correspond to 1mages of a real scene, 1.¢. captured with a real camera, or a virtual
scene captured with a virtual camera. The training 1images may comprise colour images and / or HDR
images (which themselves may be colour images), as described above. The use of HDR mmages 1n
training the machine learning model may be desirable, as these will generally include greater detail and
thus the machine learning model can learn to represent more of the scene 1n terms of features.

As mentioned previously, the training images vary in at least one aspect with respect to the other
training 1mages. The at least one aspect in which each training image varies relative to the other tramning

1images may include one or more of:

1. an ¢xposure of the training image;

11. an adjustment to at least one of the colour channels of the training 1mage;
111. the intrinsics of the camera associated with the traimning image;

1v. a filtering of the training 1image; and

V. a transformation of the training image.
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The training 1mages may be obtained by capturing a plurality of images of the same scene, with
the same camera pose, but at different exposure values. That 1s, the shutter speed and / or aperture of the
camecra may be adjusted for each captured image. Alternatively, or in addition, a plurality of training
1images may be generated from a single 1image by artificially adjusting the brightness of the source 1image.
For example, cach training image may correspond to a different varation in the brightness of the pixels of
the source image. As noted above, the training images need not necessarily correspond to the same
1mages as those for which the machine learning model 1s to be used, once trained.

In some examples, the aspect in which each training 1image 1s varied may correspond to one or
more¢ colour channels of the training image. For example, at least some of the traming images may
correspond to 1images of the same scene, captured from the same pose, but with the pixel values n at least
on¢ of the colour channels being adjusted relative the pixel values mn the same colour channel(s) 1n the
other training 1mages. This may ivolve, for example, generating a plurality of training 1images from a
source tramning 1image wherein the source 1mage corresponds to an initial capture of the scene. The pixels
in the source 1image may take their default (1.e. original) values. A plurality of training images may then
be generated from this source 1image by incrementing (and / or decrementing) the pixel values in one or
more¢ colour channels by different amounts. Each training image may therefore correspond to an 1image mn
which at least one of the colours has been perturbed by a different amount, relative to the original source
1mage.

As will be appreciated, this perturbation mn colour across the training mmages may also be
achieved manually, ¢.g. by using an appropriate filter arranged 1n front of the lens of the camera, during
the capture of the training 1images. The filter may attenuate specific wavelengths (or wavelength ranges)
of light, such that the contribution of that light 1s lessened 1n the captured images. The attenuation
strength of the filter may be adjustable, and / or a plurality of different filters may be used during the
capture process, so as to control the extent to which different contributions of colour are attenuated 1n the
captured 1mages. In this way, a plurality of training images of the scene can be generated, with each
training 1mage including a different contribution of one or more colours.

In some examples, the colour of a training 1mage may be perturbed by switching the pixel values
for a given colour channel with the pixel values in a different colour channel. For example, 1if a given
pixel in a traimning 1image has a pixel value of n; in the red channel, and a pixel value of n, 1n the green
channel, then a second training image may be generated by switching the pixel values such that in the
sccond training 1mage, the same pixel takes the value of n, 1n the red channel and n; 1n the green colour
channel. A plurality of training 1mages may be gencrated in this way by switching the values of some or
all of the pixels 1n different colour channels (e.g. red switched with green, red switched with blue, green
switched with blue, etc.).

In some examples, at least some of the traming 1mages may be associated with different intrinsic

parameters. For example, at least some of the training 1mages may have been captured at different focal
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lengths relative to one another (e¢.g. zoomed 1n or out by different amounts relative to a default focal
length).

In further examples, at least some of the training 1mages may have been captured with a different
depth of ficld (1.¢. aperture, but not necessarily at a different exposure).

In additional or alternative examples, the training i1mages may correspond to images of the same
scene, but to which different filtering operations have been applied. The filtering operation may mclude a
blurring operation, such as ¢.g. Gaussian blurring. Each training image may correspond to a source image
to which a blur of different size and / or shape and / or location has been applied. The application of the
Gaussian blur to an 1mage may simulate a change 1in depth of ficld of the image, with the blurred regions
of the image corresponding to parts of the image that are out of focus and the sharper regions of the i1mage
corresponding to the part of the image that 1s 1 focus. It will be appreciated that blurring 1s just one
example of a filtering operation and that respective training images may be generated by applying other
filtering operations, by different amounts, to a source 1mage.

By introducing variations 1n the training images for a given capture, captured from a respective
pose, the machime learning model can be trained to gencralise the scene more 1n terms of features. The
more variation that 1s introduced into the training images, the more machine learning model can learn to
generalise the corresponding scene (from the corresponding viewpoint). Generally, 1t 1s desirable for each
of the 1mages 1n a training set to correspond to the same viewpoint to ensure that at least a majority of the
1image points are corresponding across the images i the set. This ensures that the machine learning model
can learn to represent cach pixel (or groups of pixels), appearing 1n each 1image, 1n terms of features that
arc independent of the varations across the images 1n the training set.

Having obtained a plurality of training images, the training images are mput to the machine
learning model. A first set of training images may comprise images of the same scene, captured from the
same¢ pose, but varied 1n one or more the above-described manners. The machine learning model may
comprise €.g. a convolutional ncural network (CNN) that operates on each image in the set, and
transforms each pixel of each image mto a feature vector. The convolutional neural network may be
equivalent to a feature extractor that extracts features from each of the pixels 1n the training 1mages.

Each feature representation of ecach image 1 the set corresponds to a different domain. Domain
adversarial traming may then be used to enforce the constraint that all of the features, for all of the
domains, have the same distribution.

The machine learning model may thus further comprise a domaimn adversarial network. The
domain adversarial network may comprise a discriminator that looks at the features generated for each
image and tries to discriminate between the domains (e.g. determine which vanation the image
corresponds to — a higher aperture domain, a lower exposure domain, a higher red domain, etc.) for any
number of possible domains corresponding to alterations. The discriminator 1s included 1n the loss; that 1s,
the discriminator 1s trained to be able to discriminate between the different domains, while the CNN

feature extractor 1s penalised when the discriminator 1s able to accomplish its task successfully. As a
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result of this, the CNN 1s trained learn representations of the scene that converge towards being domain-
independent. In this way, the machine learning model 1s trained to learn a representation of the scene that
1s independent of the varniations 1n the traming images across the set.

As mentioned above, the machine learning model may be trained with multiple sets of training
1mages, cach set corresponding to images of the same scene or different ones and / or captured from
different respective poses. That 1s, the training 1mages may not necessarily be of the same scene for which
the trained machine learning model 1s to be used 1n practice. Generally, the more scenes that the machine
lcarning model has been trammed with, the more types of scene the model will be applicable to. In some
cases, 1t may be that a specific use of the machine learning model 1s envisaged, and so the machine
lecarning model may be trained with images of corresponding scenes.

It will be appreciated that, although machine learning model 1s referred to in the singular, there
may be at least two machine learning models involved; a first corresponding to the CNN and the second
corresponding to the discriminator.

In some examples, a computer readable medium having computer executable instructions may be
adapted to cause a computer system to perform any of the method steps described above 1n relation to

Figure 5.

An example of a system for implementing the method described above 1n relation to Figure 5 1s
shown 1n Figure 6. In Figure 6, the system 600 1s shown as comprising an mput unit 602, a feature
extraction unit 604, a feature mapping unit 606 and a depth analyser 608. In some examples, there may be
an additional component, 1n the form of an 1image rectifier (not shown), that sits between the mput unit
and feature extraction unit, and which receives the at least two colour images and performs image
rectification thercon. In such examples, the feature extraction unit 1s configured to receive at least two
rectified colour images.

The mmput unit 1s operable to receive at least two colour 1images and the extrinsic and intrinsic
camera parameters associated with the at least two colour images. As discussed above, the at least two
colour 1images may comprisc HDR 1mages. The at least two 1images may be obtained in any of the
previously described manners. The at least two 1mages correspond to at least partially overlapping
viewpoints, such that at least some of the pixels in each 1image correspond to the same point 1n space (1.€.
the same part of the scene). The intrinsics may correspond to the focal length of the or each camera that
captured the at least two colour 1images. The extrinsics may correspond to the position and / or orientation
of the or each camera that captured the at least two colour images.

The feature extraction unit 1s configured to receive the at least two colour images and generate
respective feature representations of the at least two colour images. The feature extraction unit comprises
a machine learning model trained to generate feature representations of input colour images, the machine
lecarning model bemg trained with multiple images of the same scene, captured from the same viewpoint,

with cach image being varied 1n at least one aspect with respect to the other training images. The machine
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lecarning model 1s trained to learn a representation of the scene that 1s independent of the variations 1n the
training 1images. The machine learning model may be trained with multiple sets of training 1images, each
sct corresponding to a different scene and / or the same scene but captured from a different respective
pOSE.

In some examples, the feature extraction unit may correspond to a convolutional neural network
(CNN) that 1s tramed m conjunction with a domain adversarnal network, so as to learn a representation of
the scene that 1s mdependent of the varnations 1n the training 1images. The feature extraction unit may be
configured to transform at least some of the pixels in each 1image to corresponding n-dimensional feature
VeCtors.

The machine learning model may be trained and operate in any of manners described previously
in relation to Figure 5. As previously discussed, this may involve generating, for each pixel in each of the
at least two colour 1images, a corresponding feature representation of that pixel. The feature representation
may correspond to a n-dimensional feature vector, which can be represented 1n feature space.

Although the feature extraction unit 1s shown as being separatc from the mput unit, in some
examples, these units may form part of the same overall input module.

The feature matching unit 1s configured to receive the representations gencrated by the feature
extraction unit and to identify corresponding features in the feature representations of the at least two
colour images. The feature matching unit may be configured to determine distances between respective
pairs of n-dimensional feature vectors, wherein each vector in a pair corresponds to a different one of the
at least two 1mages. A pair of feature vectors may be identified as corresponding to the same point 1n
space when the distance between those feature vectors (in feature space) 1s less than the distance between
other vectors with which one of the vectors 1n that pair has been compared.

In some examples, the feature matching unit 1s operable to determine a distance between at least
some of the n-dimensional feature vectors gencrated for a first mput colour image with at least some of
the n-dimensional feature vectors generated for a second colour image. The feature matching unit may be
configured to determine for at least some (1f not each) of the feature vectors generated for the first colour
image, respective n-dimensional feature vectors generated for the second colour image that are located
closest (in feature space) to the feature vectors generated for the first colour image. The feature vectors 1n
a respective pair that are determined as being closest may be 1dentified as corresponding to the same point
in the scene.

As described previously, a threshold distance may be imposed to ensure that a feature vector
oenerated for one colour image 1s not matched to a feature vector in another image, due to those feature
vectors being deemed the “least worst” match.

Generally, the feature matching unit 1s configured to perform the matching step described in
relation to Figure 5 (see step S505). The matching may be performed on per-vector basis, or groups of

vector basis.
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The depth analyser 1s configured to obtain depth information for parts of the scene that are within
the partially overlapping ficlds of view of the at least two colour 1images, based on the corresponding
features 1dentified by the feature matching unit and the extrinsics and intrinsics associated with the at
lcast two colour images from which the feature representations were generated. The extrinsics and
intrinsics associated with the at least two 1mages may be provided to the depth analyser as an mput from
the mput unit. The vector pairs 1dentified as corresponding may be provided as mput from the feature-
matching unit (¢.g. in the form of a disparity map).

The depth analyser may be configured to determine depth mmformation from the matched vector
pairs based on a known relationship between the mtrinsics and extrinsics associated with the at least two
colour 1images and the 1dentified corresponding pixels (or groups of pixels). As described previously, this
may 1nvolve determining a disparity for the colour pixels corresponding to the matched vectors i a
respective vector pair, and using the baseline and focal length associated with the or each camera to
determine a z-coordinate of the point in the scene that corresponds with the matched pixels. This may be
repeated for each matched vector pair, such that the colour pixels corresponding the vectors in that pair
arc mapped to a corresponding z-coordinate.

The depth information obtained by the depth analyser may be output by the depth analyser. This
depth information may be used, for example, in combination with the colour information 1n the at least
two colour 1images to reconstruct the part of the scene that 1s within the partially overlapping viewpoints
of the at least two 1mages. The system may further comprise, ¢.g. a point cloud gencrator that 1s
configured to receive the at least two colour images and the obtained depth information and to generate a
point cloud from this depth information. The depth information may be used 1n any suitable process for
reconstructing part of the scene, such that the scene can be viewed 1n a free viewpoint manner.

It will be appreciated that example embodiments can be implemented by computer software
operating on a general purpose computing system such as a games machine. In these examples, computer
software, which when executed by a computer, causes the computer to carry out any of the methods
discussed above 1s considered as an embodiment of the present disclosure. Similarly, embodiments of the
disclosure are provided by a non-transitory, machine-readable storage medium which stores such
computer software.

It will also be apparent that numerous modifications and varnations of the present disclosure are
possible 1n light of the above teachings. It 1s therefore to be understood that within the scope of the
appended claims, the disclosure may be practised otherwise than as specifically described herein.

It will be further appreciated that while a CNN and domain adversarial network have been
described 1n relation to the training and operation of the machine learning model, any suitably trained

machine learning model may be used 1n accordance with the present disclosure.
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CLAIMS

1. A method of obtaining depth information of a scene, the method comprising:

obtaining at least two colour images of a scene, cach i1mage corresponding to a different
viewpoint of the scene, the viewpoints overlapping at least partially;

obtaining the camera intrinsics and extrinsics associated with the at least two colour images:

inputting cach colour image to a trained machine learning model, the machine learning model
being trained to generate a representation of each mput colour image:

wherein the machine learning model 1s trained with a plurality of images of a scene captured from
the same respective viewpoint, cach 1image being varied 1n at least one aspect with respect to the other
training 1mages, the machine learning model being trained to leamn a representation of the scene that 1s
independent of the vanations 1n the plurality of tramning images:

identifying, based on a similarity between the features of the representations generated by the
trained machine-learning model, corresponding regions of the scene 1n the representations generated by
the trained machine learning model; and

obtaining depth information for the regions of the scene that are within the at least partially
overlappmg viewpoints of cach image, the depth information being obtained based on the intrinsics and
extrinsics associated with the at least two colour 1mages and the corresponding features identified in the

representations generated by the trained machine learning model.

2. A method according to claim 1, wherein the machine learning model 1s trained to map at least
some of the pixels of the input colour 1mages to respective n-dimensional feature vectors;

wherein 1dentifying the corresponding regions of the scene 1n the representations generated by the
trained machine learning model comprises:

determining a distance between at least some of the n-dimensional feature vectors generated for a
first mmput colour image with at least some of the n-dimensional feature vectors generated for a second
input colour 1image;

determining, for at least some of the n-dimensional feature vectors gencrated for the first mnput
colour 1image, respective n-dimensional feature vectors generated for the second colour image that are
closest to the n-dimensional feature vectors generated for the first input colour image, the feature vectors
determined as being closest corresponding to the same region of the scene 1n the at least two colour

1mages.

3. A method according to any preceding claim, wherein the colour images comprise high dynamic

range 1mages, cach dynamic range 1image comprising at least two 1images of the scene captured at ditferent

eXpPOSures.
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4 A method according to any preceding claim, wherein the at least one aspect in which each

training 1image of the scene 1s varied relative to the other training 1images comprises at least one of:

1. an exposure of the training 1mage;
11. an adjustment to at least one of the colour channels of the training 1mage;
11. the intrinsics of the camera that captured the training image relative to the intrinsics of

the camera that captured the other training images; and

V. a filtering of the training image.

5. A method according to any preceding claim, wherein the machine learning model comprises a

domain adversarial necural network.

6. A method according to any preceding claim, comprising rectifying the at least two colour images

prior to inputting the colour images to the trained machine learning model.

7. A computer readable medium having computer executable instructions adapted to cause a

computer system to perform the method of any of claims 1 to 6.

8. A system for generating depth information of a scene, the system comprising:

an mput unit operable to receive at least two colour images and the extrinsic and intrinsic camera
parameters associated with the at least two colour images;

a feature extraction unit configured to receive the at least two colour images and generate
respective feature representations of the at least two colour images:

wherein the feature extraction unit comprises a machine learning model trained to generate
feature representations of mput colour images, the machine learning model being trained with multiple
images of a scene captured from the same respective viewpoint, each 1mage being varied 1n at least one
aspect with respect to the other training 1mages;

the machine learning model being trained to learn a representation of the scene that 1s
independent of the variations 1n the training images;

a feature matching unit operable to receive the representations generated by the feature extraction
unit and to 1dentify corresponding features in the feature representations of the at Ieast two colour 1images;

a depth analyser configured to obtain depth information for parts of the scene that are within the
ficld of view of the at least two colour 1images, based on the corresponding features identified by the

feature matching unit.

9. A system according to claim 8, wherein the input unit 1s operable to obtain at least two colour
high dynamic range 1mages, the feature extraction unit being configured to generate respective feature

representations of the at least two colour high dynamic range images.
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10. A system according to claim 8 or claim 9, wherein the feature extraction unit comprises a neural
nctwork trained to generate feature representations of mput colour images, the neural network being

trained via domain adversarial training.

11. A system according to any of claims 8 to 10, wherein the machine learning model 1s trained with
training 1mages of a scene, the at least one aspect in which each training 1mage 1s varied with respect to

the other training 1images comprising at least one of:

1. an exposure of the training 1mage;
11. an adjustment to at least one of the colour channels of the training 1mage;
11. the intrinsics of the camera that captured the training image relative to the intrinsics of

the camera that captured the other training images; and

V. a filtering of the training image.

12. A system according to any of claims 8 to 10, wherein the feature extraction unit 1s configured to
ogenerate n-dimensional feature vectors of at least some or cach of the pixels in the at least two colour

1images, cach fecature vector being representable 1n feature space.

13. A system according to claim 12, wherein the feature matching unit 1s configured to determine
distances between respective pairs of vectors 1n the feature space, the vectors 1in each pair being generated
for a different one of the at least two colour images; and

wherein the feature matching unit 1s configured to identity corresponding features i the feature
representations of the at least two colour images by 1dentifying, for at least some of the vectors generated
for a first colour 1mage, respective vectors generated for the second colour image that are closest to the

vectors generated for the first colour image.

14. A system according to any of claims 8 to 13, wherein the depth analyser 1s configured to
determine a disparity associated with cach of the pixels corresponding to the matched feature
representations; and

wherein the depth analyser i1s configured to obtain the depth information based on the disparity
determined for the matched feature representations and the intrinsics and extrinsics associated with the at
least two corresponding colour images.
15. A system according to any of claims 8 to 13, comprising an 1image rectifier operable to receive
the at least two colour 1mages and rectify the at least two colour images; and

wherein the feature extraction unit 1s operable to generate feature representations of the at least

two rectified 1mages.
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