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ABSTRACT 

An object analysis system includes a scale for measuring the 
weight of the object, a range camera configured to produce a 
range image of an area in which the object is located, and a 
computing device configured to determine the dimensions of 
the object based, at least in part, on the range image. Methods 
for determining the dimensions of an object include capturing 
a range image and/or a visible image of a scene that includes 
the object. 
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INTEGRATED DIMENSONING AND 
WEIGHING SYSTEM 

CROSS-REFERENCE TO PRIORITY 
APPLICATION 

0001. This application hereby claims the benefit of pend 
ing U.S. Provisional Patent Application No. 61/714.394 for 
an “Integrated Dimensioning and Weighing System” (filed 
Oct. 16, 2012 at the United States Patent and Trademark 
Office), which is hereby incorporated by reference in its 
entirety. 

FIELD OF THE INVENTION 

0002 The present invention relates to the field of devices 
for weighing and dimensioning packages, more specifically, 
to an integrated dimensioning and weighing system for pack 
ageS. 

BACKGROUND 

0003 Shipping companies typically charge customers for 
their services based on package size (i.e., Volumetric weight) 
and/or weight (i.e., dead weight). When printing a shipping 
label for a package to be shipped, a customer enters both the 
size and weight of the package into a software application that 
bills the customer based on the information. Typically, cus 
tomers get this information by hand-measuring package's 
dimensions (e.g., with a tape measure) and may weigh the 
package on a scale. In some cases, customers simply guess the 
weight of the package. Both guessing of the weight and 
hand-measurement of dimensions are prone to error, particu 
larly when packages have irregular shape. When the shipping 
company determines, at a later time, that the package is larger 
and/or heavier than reported by the customer, an additional 
bill may be issued to the customer. Additional bills may 
reduce customersatisfaction, and, if the shipping customer is 
a retail company who has already passed along the shipping 
cost to an end customer, decrease the customers earnings. 
0004 Furthermore, shipping companies may also collect 
the package's origin, destination, and linear dimensions from 
a customer to determine the correct charges for shipping a 
package. Manual entry of this information by a customer or 
the shipping company is also error prone. 
0005. As such, there is a commercial need for systems that 
accurately collect a package's size, weight, linear dimen 
sions, origin, and destination and for integration with billing 
systems to reduce errors in transcribing that data. 

SUMMARY 

0006. Accordingly, in one aspect, the present invention 
embraces an object analysis system. The system includes a 
scale for measuring the weight of the object, a range camera 
configured to produce a range image of an area in which the 
object is located, and a computing device configured to deter 
mine the dimensions of the object based, at least in part, on the 
range image. 
0007. In an exemplary embodiment, the range camera is 
configured to produce a visible image of the scale's measured 
weight of the object and the computing device is configured to 
determine the weight of the object based, at least in part, on 
the visible image. The scale may be an analog scale having a 
gauge and the visible image produced by the range camera 
includes the scale’s gauge. Alternatively, the scale may be a 
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digital scale having a display and the visible image produced 
by the range camera includes the scale’s display. 
0008. In yet another exemplary embodiment, the comput 
ing device is configured to execute shipment billing software. 
0009. In yet another exemplary embodiment, the object 
analysis system transmits the weight of the object and deter 
mined dimensions to a host platform configured to execute 
shipment billing Software. 
0010. In yet another exemplary embodiment, the object 
analysis system includes a microphone for capturing audio 
from a user and the computing device is configured for con 
Verting the captured audio to text. 
0011. In yet another exemplary embodiment, the range 
camera is configured to project a visible laser pattern onto the 
object and produce a visible image of the object and the 
computing device is configured to determine the dimensions 
of the object based, at least in part, on the visible image of the 
object. 
0012. In yet another exemplary embodiment, the scale and 
the range camera are fixed in position and orientation relative 
to each other and the computing device is configured to deter 
mine the dimensions of the object based, at least in part, on 
ground plane data of the area in which the object is located. 
The ground plane data may be generated by capturing an 
initial range image and identifying a planar region in the 
initial range image that corresponds to a ground plane. 
0013. In another aspect, the present invention embraces a 
method for determining the dimensions of an object that 
includes capturing a range image of a scene that includes the 
object and determining the dimensions of the object based, at 
least in part, on the range image and ground plane data of the 
area in which the object is located. 
0014. In yet another aspect, the present invention 
embraces a terminal for measuring at least one dimension of 
an object that includes a range camera, a visible camera, a 
display that are fixed in position and orientation relative to 
each other. The range camera is configured to produce a range 
image of an area in which the object is located. The visible 
camera is configured to produce a visible image of an area in 
which the object is located. The display is configured to 
present information associated with the range camera's field 
of view and the visible camera's field of view. 
0015. In an exemplary embodiment, the range camera's 
field of view is narrower than the visible camera's field of 
view and the display is configured to present the visible image 
produced by the visible camera and an outlined shape on the 
displayed visible image corresponding to the range camera's 
field of view. 
0016. In another exemplary embodiment, the display is 
configured to present the visible image produced by the vis 
ible camera and a symbol on the displayed visible image 
corresponding to the optical center of the range camera's field 
of view. 
0017. In yet another aspect, the present invention 
embraces a method for determining the dimensions of an 
object that includes projecting a laser pattern (e.g., a visible 
laser pattern) onto the object, capturing an image of the pro 
jected pattern on the object, and determining the dimensions 
of the objection based, at least in part, on the captured image. 
0018. The foregoing illustrative summary, as well as other 
exemplary objectives and/or advantages of the invention, and 
the manner in which the same are accomplished, are further 
explained within the following detailed description and its 
accompanying drawings. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

0019 FIG. 1 illustrates an object analysis system in accor 
dance with one or more exemplary embodiments. 
0020 FIG. 2 illustrates a system for determining dimen 
sions associated with an object in accordance with one or 
more embodiments of the present disclosure. 
0021 FIG. 3 illustrates a method for determining dimen 
sions associated with an object in accordance with one or 
more embodiments of the present disclosure. 
0022 FIG. 4 is a schematic physical form view of one 
embodiment of a terminal in accordance with aspects of the 
present invention. 
0023 FIG. 5 is a block diagram of the terminal of FIG. 4. 
0024 FIG. 6 is a diagrammatic illustration of one embodi 
ment of an imaging Subsystem for use in the terminal of FIG. 
4. 
0025 FIG. 7 is a flowchart illustrating one embodiment of 
a method for measuring at least one dimension of an object 
using the terminal of FIG. 4. 
0026 FIG. 8 is an illustration of a first image of the object 
obtained using the fixed imaging Subsystem of FIG. 6. 
0027 FIG.9 is a view of the terminal of FIG. 4 illustrating 
on the display the object disposed in the center of the display 
for use in obtaining the first image of FIG. 8. 
0028 FIG. 10 is a second aligned image of the object 
obtained using the movable imaging Subsystem of FIG. 6. 
0029 FIG. 11 is a diagrammatic illustration of the geom 
etry between an object and the image of the object on an 
image sensor array. 
0030 FIG. 12 is a diagrammatic illustration of another 
embodiment of an imaging Subsystem for use in the terminal 
of FIG.4, which terminal may include an aimer. 
0031 FIG. 13 is a diagrammatic illustration of another 
embodiment of a single movable imaging Subsystem and 
actuator for use in the terminal of FIG. 4. 
0032 FIG. 14 is an elevational side view of one imple 
mentation of animaging Subsystem and actuator for use in the 
terminal of FIG. 4. 
0033 FIG. 15 is a top view of the imaging subsystem and 
actuator of FIG. 14. 
0034 FIG.16 is a timing diagram illustrating one embodi 
ment for use in determining one or more dimensions and for 
decoding a decodable performed by the indicia reading ter 
minal of FIG. 4. 
0035 FIG. 17 depicts the near field relationship between a 
laser patternand a camera system's field of view as employed 
in an exemplary method. 
0036 FIG. 18 depicts the far field relationship between a 
laser patternand a camera system's field of view as employed 
in an exemplary method. 
0037 FIG. 19 depicts an exemplary arrangement of a stan 
dard rectilinear box-shaped object on a flat surface upon 
which a laser pattern has been projected inaccordance with an 
exemplary method. 
0038 FIG. 20 schematically depicts a relationship 
between the width of a laser line and the size of the field of 
view of a small number of pixels within a camera system. 

DETAILED DESCRIPTION 

0039. The present invention embraces a system that accu 
rately collects a package's size, weight, linear dimensions, 
origin, and destination and that may be integrated with billing 
systems to reduce errors in transcribing that data. 
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0040. In one aspect, the present invention embraces an 
object analysis system. FIG. 1 illustrates an exemplary object 
analysis system 11. As depicted, the system 11 includes a 
scale 12, a range camera 102, a computing device 104, and a 
microphone 18. Typically, the scale 12 measures the weight 
of the object 112, the range camera 102 is configured to 
produce a range image of an area 110 in which the object is 
located, and the computing device 104 is configured to deter 
mine the dimensions of the object 112 based, at least in part, 
on the range image. 
0041 As noted, the scale 12 measures the weight of the 
object 112. Exemplary scales 12 include analog scales having 
gauges or and digital scales having displays. The scale 12 of 
FIG. 1 includes a window 13 for showing the measured 
weight of the object 112. The window 13 may be a gauge or 
display depending on the type of scale 12. 
0042. The scale 12 also includes top surface markings 14 
to guide a user to place the objectina preferred orientation for 
analysis by the system. For example, a particular orientation 
may improve the range image and/or visible image produced 
by range camera 102. Additionally, the scale may include top 
Surface markings 16 to facilitate the computing device's esti 
mation of a reference plane during the process of determining 
the dimensions of the object 112. 
0043. In exemplary embodiments, the scale 12 transmits 
the measured weight of the object 112 to the computing 
device 104 and/or a host platform 17. In this regard, the scale 
12 may transmit this information via a wireless connection 
and/or a wired connection (e.g., a USB connection, such as a 
USB 1.0, 2.0, and/or 3.0). 
0044 As noted, the object analysis system 11 includes a 
range camera 102 that is configured to produce a range image 
ofan area 110 in which the object 112 is located. In exemplary 
embodiments, the range camera 102 is also configured to 
produce a visible image of the scale's measured weight of the 
object 112 (e.g., a visible image that includes window 13). 
The range camera 102 may be separate from the computing 
device 104, or the range camera 102 and the computing 
device 104 may be part of the same device. The range camera 
102 is typically communicatively connected to the computing 
device 104. 
0045. The depicted object analysis system 11 includes a 
microphone 18. The microphone 18 may be separate from the 
range camera 102, or the microphone 18 and the range camera 
102 may be part of the same device. Similarly, the micro 
phone 18 may be separate from the computing device 104, or 
the microphone 18 and the computing device 104 may be part 
of the same device. 
0046. The microphone 18 captures audio from a user of 
the object analysis system 11, which may then be converted to 
text (e.g., ASCII text). In exemplary embodiments, the text 
may be presented to the user via a user-interface for validation 
or correction (e.g., by displaying the text on a monitor or by 
having a computerized reader speak the words back to the 
user). The text is typically used as an input for software (e.g., 
billing Software and/or dimensioning software). For example, 
the text (i.e., as generated by converting audio from the user) 
may be an address, in which case the computing device may 
be configured to determine the components of the address. In 
this regard, exemplary object analysis systems reduce the 
need for error-prone manual entry of data. 
0047. Additionally, the text may be used as a command to 
direct software (e.g., billing Software and/or dimensioning 
software). For example, if multiple objects are detected in the 
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range camera's field of view, a user interface may indicate a 
numbering for each object and ask the user which package 
should be dimensioned. The user could then give a verbal 
command by saying a number, and the audio as captured by 
the microphone 18 can be converted into text which com 
mands the dimensioning Software. Similarly, the user could 
give verbal commands to describe the general class of the 
object (e.g., “measure a box') or to indicate the type of 
information being provided (e.g., a command of “destination 
address' to indicate that an address will be provided next). 
0048. The computing device 104 may be configured for 
converting the audio captured by the microphone 18 to text. 
Additionally, the computing device 104 may be configured to 
transmit the captured audio (e.g., as a file or a live stream) to 
a speech-to-text module and receive the text. The captured 
audio may be transcoded as necessary by the computing 
device 104. The computing device 104 may or may not 
include the speech-to-text module. For example, the comput 
ing device 104 may transmit (e.g., via a network connection) 
the captured audio to an external speech-to-text service pro 
vider (e.g., Google's cloud-based speech-to-text service). In 
exemplary embodiments, the speech-to-text module trans 
mits the text and a confidence measure of each converted 
phrase. The computing device 104 may be configured to enter 
the text into shipment billing software (e.g., by transmitting 
the text to a host platform 17 configured to execute shipment 
billing software). 
0049. As noted, the object analysis system 11 includes a 
computing device 104. The computing device 104 depicted in 
FIG. 1 includes a processor 106 and a memory 108. Addi 
tional aspects of processor 106 and memory 108 are dis 
cussed with respect to FIG. 2. Memory 108 can store execut 
able instructions, such as, for example, computer readable 
instructions (e.g., software), that can be executed by proces 
sor 106. Although not illustrated in FIG. 1, memory 108 can 
be coupled to processor 106. 
0050. The computing device 104 is configured to deter 
mine the dimensions of an object 112 based, at least in part, on 
a range image produced by range camera 102. Exemplary 
methods of determining the dimensions of an object 112 are 
discussed with respect to FIGS. 2-16. The computing device 
104 may also be configured to determine the weight of an 
object 112 based, at least in part, on a visible image produced 
by range camera 102. For example, the computing device 104 
may execute Software that processes the visible image to read 
the weight measured by the scale 12. 
0051. The computing device 104 may be configured to 
calculate the density of the object 112 based on its determined 
dimensions and weight. Furthermore, the computing device 
104 may be configured to compare the calculated density to a 
realistic density threshold (e.g., as preprogrammed data or 
tables). If the calculated density exceeds a given realistic 
density threshold, the computing device 104 may: re-deter 
mine the dimensions of the object 112 based on the range 
image; instruct the range camera 102 to produce a new range 
image; instruct the range camera 102 to produce a new visible 
image and/or instruct the scale 12 to re-measure the object 
112. 

0052. The computing device 104 may also be configured 
to compare the determined dimensions of the object 112 with 
the dimensions of the scale 12. In this regard, the scale’s 
dimensions may be known (e.g., as preprogrammed data or 
tables), and the computing device 104 may be configured to 
determine the dimensions of the object based on the range 

Apr. 17, 2014 

image and the known dimensions of the scale 12. Again, if the 
determined dimensions exceed a given threshold of compari 
son, the computing device 104 may: re-determine the dimen 
sions of the object 112 based on the range image; instruct the 
range camera 102 to produce a new range image; instruct the 
range camera 102 to produce a new visible image and/or 
instruct the scale 12 to re-measure the object 112. 
0053. In exemplary embodiments, the computing device 
104 may be configured to execute shipment billing software. 
In Such embodiments, the computing device 104 may be a 
part of the same device as the host platform 17, or the object 
analysis system 11 may not include a host platform 17. 
0054 Alternatively, the object analysis system 11 may 
transmit (e.g., via a wireless connection and/or a wired con 
nection, such as a USB connection) the weight of the object 
112 and determined dimensions to a host platform 17 config 
ured to execute shipment billing software. For example, the 
computing device 104 may transmit the weight of the object 
112 and determined dimensions to the host platform 17. 
0055. In exemplary embodiments, the range camera 102 is 
configured to project a laser pattern (e.g., a visible laser 
pattern) onto the object 112 and produce a visible image of the 
object 112, and the computing device 104 is configured to 
determine the dimensions of the object 112 based, at least in 
part, on the visible image of the object 112. In this regard, the 
projection of the laser pattern on the object 112 provides 
additional information or an alternative or Supplemental 
method for determining the dimensions of the object 112. 
Furthermore, the laser pattern will facilitate user-placement 
of the object with respect to the range camera. 
0056. An exemplary object analysis system 11 includes a 
scale 12 and a range camera 102 that are fixed in position and 
orientation relative to each other. The computing device 104 
of Such an exemplary object analysis system 11 may be con 
figured to determine the dimensions of the object 112 based, 
at least in part, on ground plane data of the area 110 in which 
the object is located. The ground plane data may include data 
generated by capturing an initial range image and identifying 
a planar region in the initial range image that corresponds to 
a ground plane. 
0057 The ground plane data may be stored on the com 
puting device 104 during manufacturing after calibrating the 
object analysis system 11. The ground plane data may also be 
updated by the computing device 104 after installation of the 
object analysis system 11 or periodically during use by cap 
turing an initial range image and identifying a planar region in 
the initial range image that corresponds to a ground plane. 
0058. The computing device 104 may be configured to 
verify the validity of the ground plane data by identifying a 
planar region in the range image produced by the range cam 
era 102 that corresponds to a ground plane. If the ground 
plane data does not correspond to the identified planar region 
in the range image, the computing device 104 may update the 
ground plane data. 
0059. In exemplary embodiments, the computing device 
104 may be configured to control the object analysis system in 
accordance with multiple modes. While in a detection mode, 
the computing device 104 may be configured to evaluate 
image viability and/or quality (e.g., of an infra-red image or 
visible image) in response to movement or the placement of 
an object in the range camera's field of view. Based on the 
evaluation of the image viability and/or quality, the comput 
ing device 104 may be configured to place the object analysis 
system in another mode, such as an image capture mode for 
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capturing an image using the range camera 102 or an adjust 
mode for adjusting the position of the range camera 102. 
0060. In exemplary embodiments, the object analysis sys 
tem may include positioning devices, (e.g., servo motors, tilt 
motors, and/or three-axis accelerometers) to change the posi 
tion of the range camera relative to the object. In this regard, 
the computing device 104 may be configured to control and 
receive signals from the positioning devices. After evaluating 
image viability and/or quality, the computing device may 
place the object analysis system in an adjust mode. The com 
puting device may be configured to have two adjust modes, 
semiautomatic and automatic. In semiautomatic adjust mode, 
the computing device may be configured to provide visual or 
audio feedback to an operator that then moves the range 
camera (e.g., adjusts the camera's tilt angle and/or height). In 
automatic mode, the computing device may be configured to 
control and receive signals from the positioning devices to 
adjust the position of the range camera. By adjusting the 
position of the range camera, the object analysis system can 
achieve higher dimensioning accuracy. 
0061. In another aspect, the present invention embraces a 
method for determining the dimensions of an object. The 
method includes capturing an image of a scene that includes 
the object and determining the dimensions of the object 
based, at least in part, on the range image and ground plane 
data of the area in which the object is located. As noted with 
respect to an exemplary object analysis system, the ground 
plane data may include data generated by capturing an initial 
range image and identifying a planar region in the initial 
range image that corresponds to a ground plane. The method 
may also include Verifying the validity of the ground plane 
data by identifying a planar region in the range image that 
corresponds to a ground plane. 
0062. This exemplary method for determining the dimen 
sions of an object is typically used in conjunction with a range 
camera on a fixed mount at a given distance and orientation 
with respect to the area in which the object is placed for 
dimensioning. In this regard, utilizing the ground plane data, 
rather than identifying the ground plane for each implemen 
tation of the method, can reduce the time and resources 
required to determine the dimensions of the object. 
0063. In yet another aspect, the present invention 
embraces another method for determining the dimensions of 
an object. The method includes projecting a laser pattern 
(e.g., a visible laser pattern) onto an object, capturing an 
image of the projected pattern on the object, and determining 
the dimensions of the object based, at least in part, on the 
captured image. In an exemplary embodiment, the object has 
a rectangular box shape. 
0064. An exemplary method includes projecting a laser 
pattern (e.g., a grid or a set of lines) onto a rectangular box. 
Typically, the box is positioned such that two non-parallel 
faces are visible to the system or device projecting the laser 
pattern and a camera system with known field of view char 
acteristics. The camera system is used to capture an image of 
the laser light reflecting off of the box. Using image analysis 
techniques (e.g., imaging software), the edges of the box are 
determined. The relative size and orientation of the faces is 
determined by comparing the distance between lines of the 
laser pattern in the captured image to the known distance 
between the lines of the laser pattern as projected while con 
sidering the characteristics of the camera system's field of 
view, Such as size, aspect ratio, distortion, and/or angular 
magnification. 
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0065. The distance from the camera system to the box may 
also be desired and may be used to determine the dimensions 
of the box. The distance between the camera system and the 
box can be determined using a variety of methods. For 
example, the distance from the camera system to the box may 
be determined from the laser pattern and the camera systems 
field of view. Additionally, Sonar ranging techniques or con 
sidering the light time of flight may facilitate determination of 
this distance. 

0066. Another exemplary method includes projecting a 
laser pattern including two horizontal, parallel lines and two 
vertical, parallel lines. The distance between each set of par 
allel lines is constant. In this regard, the laser pattern is col 
limated, producing a constant-size square or rectangle in the 
center of the laser pattern as it propagates away from the 
device that generated the laser pattern. 
0067. An exemplary laser pattern including two horizon 

tal, parallel lines and two vertical, parallel lines is depicted in 
FIGS. 17 and 18. The exemplary laser pattern is aligned to the 
field of view of the camera system, and the relationship 
between the laser pattern and the field of view are determined. 
This relationship may be determined by a precisionalignment 
of the laser pattern to a known fixture pattern and/or a soft 
ware calibration process may process two or more images 
from the camera system. FIG. 17 depicts the approximated 
relationship between the laser pattern and the camera's near 
field field of view, and FIG. 18 depicts the approximated 
relationship between the laser pattern and the camera's far 
field field of view. 

0068. The exemplary method typically includes project 
ing the laser pattern onto two faces of a standard rectilinear 
box-shaped object such that the two horizontal laser lines are 
parallel to and on opposite side of the edge connecting the two 
faces (i.e., one horizontal laser line above the edge and the 
other horizontal line below the edge). Additionally, the laser 
pattern is typically projected Such that the laser pattern fully 
traverses the visible faces of the object. 
0069 FIG. 19 depicts an exemplary arrangement of a stan 
dard rectilinear box-shaped object 5001 upon which a laser 
pattern 5002 has been projected. As depicted, the two hori 
Zontal laser lines are parallel to and on opposite sides of the 
edge connecting the two faces. Additionally, the laser pattern 
5002 fully traverse the visible faces of the object 5001. 
Accordingly, a number of break points, typically ten break 
points, are formed in the projected laser pattern 5002. These 
break points are identified in FIG. 19 by open circles. 
0070 The exemplary method includes capturing an image 
of the projected laser pattern on the object (e.g., with a camera 
system). The dimensions of the object are then determined, at 
least in part, from the captured image. For example, a proces 
Sor may be used to process the image to identify the break 
points in the projected laser pattern. Using the known rela 
tionship between the laser pattern and the field of view, the 
break points may be translated into coordinates in a three 
dimensional space. Typically, any two break points which are 
connected by a laser line segment can be used to calculate a 
dimension of the object. 
0071. In an exemplary embodiment, the method includes 
determining the coordinates of the break points in a three 
dimensional space based on the known size of the central 
rectangle (e.g., a square). In other words, the known size of 
the rectangle is used as a ruler or measuring Stick in the image 
to determine the dimensions of the object. 
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0072 Exemplary methods include projecting a laser pat 
tern including laser lines having a profile with a small diver 
gence angle. In other words, the width of the laser lines 
increases as the distance from the device projecting the pat 
tern increases. The divergence angle is typically between 
about 1 and 30 milliradians (e.g., between about 2 and 20 
milliradians). In an exemplary embodiment, the divergence 
angle is between about 3 and 10 milliradians (e.g., about 6 
milliradians). 
0073. In exemplary embodiments, the laser lines diver 
gence angle corresponds to the divergence of a small number 
of pixels (e.g., between about 2 and 10 pixels) within the 
camera system used to capture an image. Thus, as the field of 
view of this Small number of pixels expands with increasing 
distance from the camera system, the width of the laser lines 
increases at a similar rate. Accordingly, the width of the laser 
lines covers approximately the same number of pixels, 
although not necessarily the same set of pixels, regardless of 
the projected laser pattern's distance from the camera system. 
0074. In another exemplary embodiment, the laser pattern 
includes laser lines having a profile with a divergence angle 
such that the width of the laser line in the far field corresponds 
to the field of view of a small number of pixels in the far field. 
In this regard, the divergence angle of the laser lines does not 
necessarily match the field of view of the small number of 
pixels in the near field. FIG. 20 schematically depicts such a 
relationship between the laser lines width and the field of 
view of a small number of pixels within a camera system. The 
depicted device 6000 includes the camera system and a laser 
projecting module. 
0075 Exemplary methods utilizing a laser pattern that 
includes laser lines having a profile with a small divergence 
angle prevents the loss of resolution in the far field. When 
projected laser lines are conventionally collimated, the laser 
lines appear increasingly thinner on a target object as the 
distance between the laser projection module and the target 
object increases. If the reflected light from a projected laser 
line falls on an area of the camera system's sensor that is 
approximately one pixel wide or Smaller, the precision of the 
dimensioning method can be no greater than one pixel. In 
contrast, when projected laser lines have a profile with a small 
divergence angle, the projected line has an energy distribution 
encompassing multiple pixels facilitating a more precise 
determination of the center of the projected line. Accordingly, 
methods employing projected laser lines having a profile with 
a small divergence angle facilitate measurements that exceed 
the resolution of the camera pixel sampling. 
0076. In yet another aspect, the present invention 
embraces a terminal for measuring at least one dimension of 
an object. The terminal includes a range camera, a visible 
camera (e.g., a grayscale and/or RGB sensor), and a display 
that are fixed in position and orientation relative to each other. 
The range camera is configured to produce a range image of 
an area in which an object is located, and the visible camera is 
configured to produce a visible image of an area in which the 
object is located. The display is configured to present infor 
mation associated with the range camera's field of view and 
the visible camera's field of view. 

0077. Typically, the range camera's field of view is nar 
rower than the visible camera's field of view. To facilitate 
accurate dimensioning, the display is configured to present 
the visible image produced by the visible camera and an 
outlined shape on the displayed visible image corresponding 
to the range camera's field of view (e.g., a rectangle). The 
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outlined shape shows the user of the terminal when the object 
to be dimensioned is within the range camera's field of view. 
In other words, the interior of the outlined shape typically 
corresponds to the intersection or overlap between the visible 
image and the range image. 
0078. In exemplary embodiments, the display is config 
ured to present information associated with the optimal ori 
entation of the range camera and visible camera with respect 
to the object. Such information further facilitates accurate 
dimensioning by encouraging the user to adjust the orienta 
tion of the terminal to an orientation that accelerates or 
improves the dimensioning process. 
007.9 The display may be configured to present the visible 
image produced by the visible camera and a symbol on the 
displayed visible image corresponding to the optical center of 
the range camera's field of view. Again, presenting Such a 
symbol on the display facilitates accurate dimensioning by 
encouraging the user to adjust the orientation of the terminal 
to an orientation that accelerates or improves the dimension 
ing process. 
0080. In exemplary embodiments, the symbol shown by 
the display is a crosshair target having three prongs. When the 
object is a rectangular box, the display may be configured to 
show the three prongs of the crosshairs on the displayed 
visible image in an orientation that corresponds to the optimal 
orientation of the range camera and visible camera with 
respect to a corner of the rectangular box. 
I0081. When the object to be dimensioned is cylindrically 
shaped (e.g., having a medial axis and base), the display may 
be configured to show the visible image produced by the 
visible camera and a line on the displayed visible image in an 
orientation that corresponds to the optimal orientation of the 
range camera and visible camera with respect to the medial 
axis of the object. The display may also be configured to show 
the visible image produced by the visible camera and an 
ellipse on the displayed visible image in an orientation that 
corresponds to the optimal orientation of the range camera 
and visible camera with respect to the base of the object. 
I0082. As noted, the configuration of the terminals display 
presents information associated with the range camera's field 
of view and the visible camera's field of view. The informa 
tion helps the user determine the three degrees of freedom 
and/or the three degrees of freedom for translation of the 
camera relative to the object that will ensure or at least facili 
tate an accurate measurement of the object. 
I0083. In exemplary embodiments, the terminal may 
include a processor that is configured to automatically initiate 
a dimensioning method when the orientation of the terminal 
with respect to an object corresponds to an orientation that 
accelerates or improves the dimensioning process. Automati 
cally initiating the dimensioning method in this manner pre 
vents any undesirable motion of the terminal that may be 
induced when an operator presses a button or other input 
device on the terminal. Additionally, automatically initiating 
the dimensioning method typically improves the accuracy of 
the dimensioning method. 
I0084 As noted, the terminal's display may be configured 
to present information associated with the optimal orientation 
of the range camera and visible camera with respect to the 
object. The terminals processor may be configured to ana 
lyze the output of the display (i.e., the visible image and the 
information associated with the optimal orientation) and ini 
tiate the dimensioning method (e.g., including capturing a 
range image) when the orientation information and the visible 
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image align. The terminals processor may be configured to 
analyze the output of the display using imaged-based edge 
detection methods (e.g., a Canny edge detector). 
0085 For example, if the orientation information pre 
sented by the display is a crosshair target having three prongs, 
the processor may be configured to analyze the output of the 
display using edge detection methods and, when the com 
bined edge strengths of the three prongs and three of the 
object’s edges (i.e., at a corner) exceed a threshold, the pro 
cessor automatically initiates a dimensioning method. In 
other words, when the three prongs align with the objects 
edges, the processor automatically initiates a dimensioning 
method. Typically, the edge detection methods are only 
applied in the central part of the display's output image (i.e., 
near the displayed orientation information) to reduce the 
amount of computation. 
I0086. In exemplary embodiments, the display is config 
ured to present information associated with the optimal dis 
tance of the terminal from the object. Such information fur 
ther facilitates accurate dimensioning by encouraging the 
user to position the terminal at a distance from the object that 
accelerates or improves the dimensioning process. For 
example, the range camera of the terminal typically has a 
shorter depth of view than does the visible camera. Addition 
ally, when objects are very close to the terminal the range 
camera typically does not work as accurately, but the visible 
camera functions normally. Thus, when viewing the visible 
image produced by the visible camera on the display, objects 
outside of the range camera's optimal range (i.e., either too 
close or too far from the terminal to accurately determine the 
object's dimensions) appear normal. 
0087. Accordingly, the display may be configured to 
present the visible image produced by the visible camera 
modified such that portions of the visible image correspond 
ing to portions of the range image with high values (e.g., 
distances beyond the range camera's optimal range) are 
degraded (e.g., a percentage of the pixels corresponding to the 
range image's high values are converted to a different color, 
Such as white or grey). The amount of degradation (e.g., the 
percentage of pixels converted) typically corresponds to the 
range image's value beyond the upper end of the range cam 
era's optimal range. In other words, the amount of degrada 
tion occurs such that the clarity of objects in the displayed 
visible image corresponds to the range camera's ability to 
determine the object's dimensions. The amount of degrada 
tion may begin at a certain low level corresponding to a 
threshold distance from the terminal, increase linearly up to a 
maximum distance after which the degradation is such that 
the visible image is no longer displayed (e.g., only grey or 
white is depicted). 
0088 Similarly, the display may be configured to present 
the visible image produced by the visible camera modified 
Such that portions of the visible image corresponding to por 
tions of the range image with low values (e.g., distances less 
than the range camera's optimal range) are degraded (e.g., a 
percentage of the pixels corresponding to the range image's 
high values are converted to a different color, such as black or 
grey). The amount of degradation (e.g., the percentage of 
pixels converted) may correspond to the range image's value 
under the lower end of the range camera's optimal range. 
Typically, the degradation is complete (i.e., only black or 
grey) if the range image's value is less than the lower end of 
the range camera's optimal range. Additional aspects of an 
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exemplary terminal and dimensioning method are described 
herein with respect to FIGS. 4-16. 
I0089. An exemplary method of determining the dimen 
sions of an object using a range camera is described in U.S. 
patent application Ser. No. 13/278,559 filed at the U.S. Patent 
and Trademark Office on Oct. 21, 2011 and titled "Determin 
ing Dimensions Associated with an Object, which is hereby 
incorporated by reference in its entirety. 
0090. In this regard, devices, methods, and systems for 
determining dimensions associated with an object are 
described herein. For example, one or more embodiments 
include a range camera configured to produce a range image 
of an area in which the object is located, and a computing 
device configured to determine the dimensions of the object 
based, at least in part, on the range image. 
0091. One or more embodiments of the present disclosure 
can increase the automation involved in determining the 
dimensions associated with (e.g., of) an object (e.g., a box or 
package to be shipped by a shipping company). For example, 
one or more embodiments of the present disclosure may not 
involve an employee of the shipping company physically 
contacting the object during measurement (e.g., may not 
involve the employee manually measuring the object and/or 
manually entering the measurements into a computing sys 
tem) to determine its dimensions. Accordingly, one or more 
embodiments of the present disclosure can decrease and/or 
eliminate the involvement of an employee of the shipping 
company in determining the dimensions of the object. This 
can, for example, increase the productivity of the employee, 
decrease the amount of time involved in determining the 
objects dimensions, reduce and/or eliminate errors in deter 
mining the object's dimensions (e.g., increase the accuracy of 
the determined dimensions), and/or enable a customer to 
check in and/or pay for a package's shipping at an automated 
station (e.g., without the help of an employee), among other 
benefits. 
0092. In the following description, reference is made to 
FIGS. 2 and 3 that form a part hereof. The drawings show by 
way of illustration how one or more embodiments of the 
disclosure may be practiced. These embodiments are 
described in sufficient detail to enable those of ordinary skill 
in the art to practice one or more embodiments of this disclo 
sure. It is to be understood that other embodiments may be 
utilized and that process, electrical, and/or structural changes 
may be made without departing from the scope of the present 
disclosure. 
0093. As will be appreciated, elements shown in the vari 
ous embodiments hereincan be added, exchanged, combined, 
and/or eliminated so as to provide a number of additional 
embodiments of the present disclosure. The proportion and 
the relative scale of the elements provided in FIGS. 2 and 3 are 
intended to illustrate the embodiments of the present disclo 
Sure, and should not be taken in a limiting sense. As used in 
the disclosure of this exemplary dimensioning method, “a” or 
“a number of Something can refer to one or more Such things. 
For example, "a number of planar regions' can refer to one or 
more planar regions. 
0094 FIG. 2 illustrates a system 114 for determining 
dimensions associated with (e.g., of) an object 112 in accor 
dance with one or more embodiments of the present disclo 
Sure of this exemplary dimensioning method. In the embodi 
ment illustrated in FIG. 2, object 112 is a rectangular shaped 
box (e.g., a rectangular shaped package). However, embodi 
ments of the present disclosure are not limited to a particular 
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object shape, object scale, or type of object. For example, in 
Some embodiments, object 112 can be a cylindrical shaped 
package. As an additional example, object 112 could be a 
rectangular shaped box with one or more arbitrarily damaged 
faces. 
0095. As shown in FIG. 2, system 114 includes a range 
camera 102 and a computing device 104. In the embodiment 
illustrated in FIG. 2, range camera 102 is separate from com 
puting device 104 (e.g., range camera 102 and computing 
device 104 are separate devices). However, embodiments of 
the present disclosure are not so limited. For example, in 
Some embodiments, range camera 102 and computing device 
104 can be part of the same device (e.g., range camera102 can 
include computing device 104, or vice versa). Range camera 
102 and computing device 104 can be coupled by and/or 
communicate via any suitable wired or wireless connection 
(not shown in FIG. 2). 
0096. As shown in FIG. 2, computing device 104 includes 
a processor 106 and a memory 108. Memory 108 can store 
executable instructions. Such as, for example, computer read 
able instructions (e.g., Software), that can be executed by 
processor 106. Although not illustrated in FIG. 2, memory 
108 can be coupled to processor 106. 
0097 Memory 108 can be volatile or nonvolatile memory. 
Memory 108 can also be removable (e.g., portable) memory, 
or non-removable (e.g., internal) memory. For example, 
memory 108 can be random access memory (RAM) (e.g., 
dynamic random access memory (DRAM) and/or phase 
change random access memory (PCRA)), read-only memory 
(ROM) (e.g., electrically erasable programmable read-only 
memory (EEPROM) and/or compact-disc read-only memory 
(CD-ROM)), flash memory, a laser disc, a digital versatile 
disc (DVO) or other optical disk storage, and/or a magnetic 
medium such as magnetic cassettes, tapes, or disks, among 
other types of memory. 
0098. Further, although memory 108 is illustrated as being 
located in computing device 104, embodiments of the present 
disclosure are not so limited. For example, memory 108 can 
also be located internal to another computing resource (e.g., 
enabling computer readable instructions to be downloaded 
over the Internet or another wired or wireless connection). 
0099. In some embodiments, range camera 102 can be part 
of a handheld and/or portable device, such as a barcode scan 
ner. In some embodiments, range camera 102 can be mounted 
on a tripod. 
0100 Range camera 102 can produce (e.g., capture, 
acquire, and/or generate) a range image of an area (e.g., 
scene). Range camera 102 can produce the range image of the 
area using, for example, structured near-infrared (near-IR) 
illumination, among other techniques for producing range 
images. 
0101 The range image can be a two-dimensional image 
that shows the distance to different points in the area from a 
specific point (e.g., from the range camera). The distance can 
be conveyed in real-world units (e.g., metric units such as 
meters or millimeters), or the distance can be an integer value 
(e.g., 11-bit) that can be converted to real-world units. The 
range image can be a two-dimensional matrix with one chan 
nel that can hold integers or floating point values. For 
instance, the range image can be visualized as different black 
and white shadings (e.g., different intensities, brightnesses, 
and/or darknesses) and/or different colors in any color space 
(e.g., RGB or HSV) that correspond to different distances 
between the range camera and different points in the area. 
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0102 For example, range camera 102 can produce a range 
image of an area (e.g., area 110 illustrated in FIG. 2) in which 
object 112 is located. That is, range camera 102 can produce 
a range image of an area that includes object 112. 
0103 Range camera 102 can be located a distanced from 
object 112 when range camera 102 produces the range image, 
as illustrated in FIG.2. Distanced can be, for instance, 0.75 to 
5.0 meters. However, embodiments of the present disclosure 
are not limited to a particular distance between range camera 
102 and object 112. 
0104. The range image produced by range camera 102 can 
be visualized as black and white shadings corresponding to 
different distances between range camera 102 and different 
portions of object 112. For example, the darkness of the 
shading can increase as the distance between range camera 
102 and the different portions of object 112 decreases (e.g., 
the closer a portion of object 112 is to range camera 102, the 
darker the portion will appear in the range image). Addition 
ally and/or alternatively, the range image can be visualized as 
different colors corresponding to the different distances 
between range camera 102 and the different portions of object 
112. Computing device 104 can determine the dimensions 
(e.g., the length, width, height, diameter, etc.) of object 112 
based, at least in part, on the range image produced by range 
camera 102. For instance, processor 106 can execute execut 
able instructions stored in memory 108 to determine the 
dimensions of object 112 based, at least in part, on the range 
image. 
0105 For example, computing device 104 can identify a 
number of planar regions in the range image produced by 
range camera 102. The identified planar regions may include 
planar regions that correspond to object 112 (e.g., to Surfaces 
of object 112). That is, computing device 104 can identify 
planar regions in the range image that correspond to object 
112. For instance, in embodiments in which object 112 is a 
rectangular shaped box (e.g., the embodiment illustrated in 
FIG. 2), computing device 104 can identify two or three 
mutually orthogonal planar regions that correspond to Sur 
faces (e.g., faces) of object 112 (e.g., the three Surfaces of 
object 112 shown in FIG. 2). 
0106. Once the planar regions that correspond to object 
112 have been identified, computing device 104 can deter 
mine the dimensions of object 112 based, at least in part, on 
the identified planar regions (e.g., on the dimensions of the 
identified planar regions). For example, computing device 
104 can determine the dimensions of the planar regions that 
correspond to object 112. For instance, computing device 104 
can determine the dimensions of the planar regions that cor 
respond to object 112 based, at least in part, on the distances 
of the planar regions within the range image. Computing 
device 104 can then determine the dimensions of object 112 
based, at least in part, on the dimensions of the planar regions. 
0107 Computing device 104 can identify the planar 
regions in the range image that correspond to object 112 by, 
for example, determining (e.g., calculating) coordinates (e.g., 
real-world X, y, Z coordinates in millimeters) for each point 
(e.g., each row, column, and depth tuple) in the range image. 
Intrinsic calibration parameters associated with range camera 
102 can be used to convert each point in the range image into 
the real-world coordinates. The system can undistort the 
range image using, for example, the distortion coefficients for 
the camera to correct for radial, tangential, and/or other types 
of lens distortion. In some embodiments, the two-dimen 



US 2014/0104413 A1 

sional matrix of the real-world coordinates may be downsized 
by a factor between 0.25 and 0.5. 
0108 Computing device 104 can then build a number of 
planar regions through the determined real-world coordi 
nates. For example, a number of planar regions can be built 
near the points, wherein the planar regions may include 
planes of best fit to the points. Computing device 104 can 
retain the planar regions that are within a particular (e.g., 
pre-defined) size and/or a particular portion of the range 
image. The planar regions that are not within the particular 
size or the particular portion of the range image can be dis 
regarded. 
0109 Computing device 104 can then upsample each of 
the planar regions (e.g., the mask of each of the planar 
regions) that are within the particular size and/or the particu 
lar portion of the range image to fit in an image of the original 
(e.g., full) dimensions of the range image. Computing device 
104 can then refine the planar regions to include only points 
that lie within an upper bound from the planar regions. 
0110 Computing device 104 can then fit a polygon to each 
of the planar regions that are within the particular size and/or 
the particular portion of the range image, and retain the planar 
regions whose fitted polygon has four vertices and is convex. 
These retained planar regions are the planar regions that cor 
respond to object 112 (e.g., to surfaces of object 112). The 
planar regions whose fitted polygon does not have four ver 
tices and/or is not convex can be disregarded. Computing 
device 104 can also disregard the planar regions in the range 
image that correspond to the ground plane and background 
clutter of area 110. 
0111 Computing device 104 can disregard (e.g., ignore) 
edge regions in the range image that correspond to the edges 
of area 110 while identifying the planar regions in the range 
image that correspond to object 112. For example, computing 
device 104 can run a three dimensional edge detector on the 
range image before identifying planar regions in the range 
image, and can then disregard the detected edge regions while 
identifying the planar regions. The edge detection can also 
identify non-uniform regions that can be disregarded while 
identifying the planar regions. 
0112. Once the planar regions that correspond to object 
112 have been identified, computing device 104 can deter 
mine the dimensions of object 112 based, at least in part, on 
the identified planar regions (e.g., on the dimensions of the 
identified planar regions). For example, computing device 
104 can determine the dimensions of object 112 by arranging 
the identified planar regions (e.g., the planar regions whose 
fitted polygon has four vertices and is convex) into a shape 
corresponding to the shape of object 112, and determining a 
measure of centrality (e.g., an average) for the dimensions of 
clustered edges of the arranged shape. The dimensions of the 
edges of the arranged shape correspond to the dimensions of 
object 112. 
0113. Once the arranged shape (e.g., the bounding Volume 
of the object) is constructed, computing device 104 can per 
form (e.g., run) a number of quality checks. For example, in 
embodiments in which object 112 is a rectangular shaped 
box, computing device 104 can determine whether the iden 
tified planar regions fit together into a rectangular arrange 
ment that approximates a true rectangular box within (e.g., 
below) a particular error threshold. 
0114. In some embodiments, computing device 104 can 
include a user interface (not shown in FIG. 2). The user 
interface can include, for example, a screen that can provide 
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(e.g., display and/or present) information to a user of com 
puting device 104. For example, the user interface can pro 
vide the determined dimensions of object 112 to a user of 
computing device 104. 
0.115. In some embodiments, computing device 104 can 
determine the volume of object 112 based, at least in part, on 
the determined dimensions of object 112. Computing device 
104 can provide the determined volume to a user of comput 
ing device 104 via the user interface. 
0116 FIG. 3 illustrates a method 220 for determining 
dimensions associated with (e.g., of) an object in accordance 
with one or more embodiments of the present disclosure. The 
object can be, for example, object 112 previously described in 
connection with FIG. 2. Method 220 can be performed, for 
example, by computing device 104 previously described in 
connection with FIG. 2. 
0117. At block 222, method 220 includes capturing a 
range image of a scene that includes the object. The range 
image can be, for example, analogous to the range image 
previously described in connection with FIG. 2 (e.g., the 
range image of the scene can be analogous to the range image 
of area 110 illustrated in FIG. 2), and the range image can be 
captured in a manner analogous to that previously described 
in connection with FIG. 2. 
0118. At block 224, method 220 includes determining the 
dimensions (e.g., the length, width, height, diameter, etc.) 
associated with the object based, at least in part, on the range 
image. For example, the dimensions associated with (e.g., of) 
the object can be determined in a manner analogous to that 
previously described in connection with FIG. 2. In some 
embodiments, the volume of the object can be determined 
based, at least in part, on the determined dimensions associ 
ated with the object. 
0119. As an additional example, determining the dimen 
sions associated with the object can include determining the 
dimensions of the Smallest Volume rectangular box large 
enough to contain the object based, at least in part, on the 
range image. The dimensions of the Smallest Volume rectan 
gular box large enough to contain the object can be deter 
mined by, for example, determining and disregarding (e.g., 
masking out) the portion (e.g., part) of the range image con 
taining information (e.g., data) associated with (e.g., from) 
the ground plane of the scene that includes the object, deter 
mining (e.g., finding) the height of a plane that is parallel to 
the ground plane and above which the object does not extend, 
projecting additional (e.g., other) portions of the range image 
on the ground plane, and determining (e.g., estimating) a 
bounding rectangle of the projected portions of the range 
image on the ground plane. 
I0120 Although specific embodiments have been illus 
trated and described herein, those of ordinary skill in the art 
will appreciate that any arrangement calculated to achieve the 
same techniques can be substituted for the specific embodi 
ments shown. This disclosure of exemplary methods of deter 
mining the dimensions of an object is intended to cover any 
and all adaptations or variations of various embodiments of 
the disclosure. 
I0121. An exemplary method of determining the dimen 
sions of an object and an exemplary terminal for dimension 
ing objects are described in U.S. patent application Ser. No. 
13/471,973 filed at the U.S. Patent and Trademark Office on 
May 15, 2012 and titled “Terminals and Methods for Dimen 
sioning Objects.” which is hereby incorporated by reference 
in its entirety. 
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0122 FIG. 4 illustrates one embodiment of a terminal 
1000 operable for measuring at least one dimension of an 
object 10 in accordance with aspects of the present invention. 
For example, terminal 1000 may determine a height H, a 
width W, and a depth D of an object. In addition, terminal 
1000 may be operable to read a decodable indicia 15 such as 
a barcode disposed on the object. For example, the terminal 
may be suitable for shipping applications in which an object 
Such as a package is Subject to shipping from one location to 
another location. The dimension (dimensioning) information 
and other measurement (e.g., Volume measurement informa 
tion) respecting object 10 may be used, e.g., to determine a 
cost for shipping a package or for determining a proper 
arrangement of the package in a shipping container. 
0123. In one embodiment, a terminal in accordance with 
aspects of the present invention may include at least one or 
more imaging Subsystems such as one or more camera mod 
ules and an actuator to adjust the pointing angle of the one or 
more camera modules to provide true stereo imaging. The 
terminal may be operable to attempt to determine at least one 
of a height, a width, and a depth based on effecting the 
adjustment of the pointing angle of the one or more camera 
modules. 

0124 For example, a terminal in accordance with aspects 
of the present invention may include at least one or more 
imaging Subsystems such as camera modules and an actuator 
based on wires of nickel-titanium shape memory alloy 
(SMA) and an associated control and heating ASIC (applica 
tion-specific integrated circuit) to adjust the pointing angle of 
the one or more camera modules to provide true stereo imag 
ing. Using true stereo imaging, the distance to the package 
can be determined by measuring the amount of drive current 
or voltage drop across the SMA actuator. The terminal may be 
operable to attempt to determine at least one of a height, a 
width, a depth, based on the actuator effecting the adjustment 
of the pointing angle of the one or more camera modules, the 
measured distance, and the obtained image of the object. 
0.125 With reference still to FIG. 4, terminal 1000 in one 
embodiment may include a trigger 1220, a display 1222, a 
pointer mechanism 1224, and a keyboard 1226 disposed on a 
common side of a hand held housing 1014. Display 1222 and 
pointer mechanism 1224 in combination can be regarded as a 
user interface of terminal 1000. Terminal 1000 may incorpo 
rate a graphical user interface and may present buttons 1230, 
1232, and 1234 corresponding to various operating modes 
Such as a setup mode, a spatial measurement mode, and an 
indicia decode mode, respectively. Display 1222 in one 
embodiment can incorporate a touch panel for navigation and 
virtual actuator selection in which case a user interface of 
terminal 1000 can be provided by display 1222. Hand held 
housing 1014 of terminal 1000 can in another embodiment be 
devoid of a display and can be in a gun style form factor. The 
terminal may be an indicia reading terminal and may gener 
ally include hand held indicia reading terminals, fixed indicia 
reading terminals, and other terminals. Those of ordinary 
skill in the art will recognize that the present invention is 
applicable to a variety of other devices having an imaging 
Subassembly which may be configured as, for example, 
mobile phones, cell phones, satellite phones, Smartphones, 
telemetric devices, personal data assistants, and other 
devices. 

0126 FIG. 5 depicts a block diagram of one embodiment 
of terminal 1000. Terminal 1000 may generally include at 
least one imaging Subsystem 900, an illumination Subsystem 
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800, hand held housing 1014, a memory 1085, and a proces 
sor 1060. Imaging subsystem 900 may include an imaging 
optics assembly 200 operable for focusing an image onto an 
image sensor pixel array 1033. An actuator 950 is operably 
connected to imaging Subsystem 900 for moving imaging 
subsystem 900 and operably connected to processor 1060 
(FIG. 5) via interface 952. Hand held housing 1014 may 
encapsulate illumination Subsystem 800, imaging Subsystem 
900, and actuator 950. Memory 1085 is capable of storing and 
or capturing a frame of image data, in which the frame of 
image data may represent light incident on image sensor array 
1033. After an exposure period, a frame of image data can be 
read out. Analog image signals that are read out of array1033 
can be amplified by gain block 1036 converted into digital 
form by analog-to-digital converter 1037 and sent to DMA 
unit 1070. DMA unit 1070, in turn, can transfer digitized 
image data into volatile memory 1080. Processor 1060 can 
address one or more frames of image data retained in Volatile 
memory 1080 for processing of the frames for determining 
one or more dimensions of the object and/or for decoding of 
decodable indicia represented on the object. 
I0127 FIG. 6 illustrates one embodiment of the imaging 
subsystem employable in terminal 1000. In this exemplary 
embodiment, an imaging subsystem 2900 may include a first 
fixed imaging Subsystem 2210, and a second movable imag 
ing subsystem 2220. An actuator 2300 may be operably con 
nected to imaging Subsystem 2220 for moving imaging Sub 
system 2220. First fixed imaging subsystem 2210 is operable 
for obtaining a first image or frame of image data of the 
object, and second movable imaging Subsystem 2220 is oper 
able for obtaining a second image or frame of image data of 
the object. Actuator 2300 is operable to bring the second 
image into alignment with the first image as described in 
greater detail below. In addition, either the first fixed imaging 
Subsystem 2210 or the second movable imaging Subsystem 
2220 may also be employed to obtain an image of decodable 
indicia 15 (FIG. 4) such as a decodable barcode. 
0128 FIGS. 6-10 illustrate one embodiment of the termi 
nal in a spatial measurement mode. For example, a spatial 
measurement mode may be made active by selection ofbut 
ton 1232 (FIG. 4). In a spatial measurement operating mode, 
terminal 1000 (FIG. 4) can perform one or more spatial mea 
Surements, e.g., measurements to determine one or more of a 
terminal to target distance (Z distance) or a dimension (e.g., h, 
W., d) of an objector another spatial related measurement (e.g., 
a Volume measurement, a distance measurement between any 
two points). 
I0129. Initially, at block 602 as shown in FIG. 7, terminal 
10 may obtain or capture first image data, e.g., at least a 
portion of a frame of image data Such as a first image 100 
using fixed imaging subsystem 2210 (FIG. 6) within a field of 
view 20 (FIGS. 4 and 8). For example, a user may operate 
terminal 1000 to display object 10 using fixed imaging sub 
system 2210 (FIG. 6) in the center of display 1222 as shown 
in FIG.9. Terminal 1000 can be configured so that block 602 
is executed responsively to trigger 1220 (FIG. 4) being initi 
ated. With reference again to FIG. 3, imaging the object 
generally in the center of the display results when the object 
is aligned with an imaging axis or optical axis 2025 of fixed 
imaging Subsystem 2210. For example, the optical axis may 
be a line oran imaginary line that defines the path along which 
light propagates through the system. The optical axis may 
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passes through the center of curvature of the imaging optics 
assembly and may be coincident with a mechanical axis of 
imaging Subsystem 2210. 
0130. With reference again to FIG. 7, at 604, terminal 
1000 may be adapted to move an optical axis 2026 (FIG. 6) of 
movable imaging Subsystem 2220 (FIG. 6) using actuator 
2300 (FIG. 6) to align second image data, e.g., at least a 
portion of a frame of image data Such as a second image 120 
using movable imaging subsystem 2220 (FIG. 6) within a 
field of view 20 (FIGS. 4 and 10) with the first image data. As 
shown in FIG. 6, optical axis 2026 of imaging subsystem 
2220 may be pivoted, tilted or deflected, for example in the 
direction of double-headed arrow R1 in response to actuator 
2300 to align the second image of the object with the object in 
the first image. 
0131 For example, the terminal may include a suitable 
Software program employing a Subtraction routine to deter 
mine when the image of the object in the second image data is 
aligned with the object in the first image data. The closer the 
aligned images of the object are, the resulting Subtraction of 
the two images such as Subtracting the amplitude of the cor 
responding pixels of the imagers will become Smaller as the 
images align and match. The entire images of the object may 
be compared, or a portion of the images of the object may be 
compared. Thus, the better the images of the object are 
aligned, the smaller the subtracted difference will be. 
0132 A shown in FIG. 7, at 606, an attempt to determine 
at least one of a height, a width, and a depth dimension of the 
object is made based on moving the optical axis of the mov 
able imaging Subsystem to align the image of the object in the 
second image data with the image of the object in the first 
image data. For example, the position of the angle of the 
optical axis is related to the distance between the terminal and 
the object, and the position of the angle of the optical axis 
and/or the distance between the terminal and the object may 
be used in combination with the number of pixels used for 
imaging the object in the image sensor array to the determine 
the dimensions of the object. 
0.133 With reference again to FIG. 6, the angle of the 
optical axis of the movable imaging Subsystem relative to the 
terminal is related to the distance from the movable imaging 
Subsystem (e.g., the front of the images sensor array) to the 
object (e.g., front Surface, point, edge, etc.), and the angle of 
the optical axis of the movable imaging Subsystem relative to 
the terminal is related to the distance from the fixed imaging 
Subsystem (e.g., the front of the images sensor array) to the 
object (e.g., front Surface, point, edge, etc.). 
0134) For example, the relationship between an angle 0 of 
the optical axis of the movable imaging Subsystem relative to 
the terminal, a distance A from the fixed imaging Subsystem 
to the object, and a distance C between the fixed imaging 
Subsystem and the movable imaging Subsystem may be 
expressed as follows: 

tan ()=AAC. 

0135 The relationship between angle 0 of the optical axis 
of the movable imaging Subsystem relative to the terminal, a 
distance B from the fixed imaging Subsystem to the object, 
and distance C between the fixed imaging Subsystem and the 
movable imaging Subsystem may be expressed as follows: 

cos (E)=CAB. 

0136. With reference to FIG. 11, the actual size of an 
object relative to the size of the object observed on an image 
sensor array may be generally defined as follows: 

Apr. 17, 2014 

| DH 

where h is a dimension of the object (such as height) of the 
object on the image sensor array, f is focal length of the 
imaging optics lens, H is a dimension of the actual object 
(such as height), and D is distance from the object to the 
imaging optic lens. 
0.137 With reference to measuring, for example a height 
dimension, knowing the vertical size of the imaging sensor 
(e.g., the height in millimeters or inches) and number of 
pixels vertically disposed along the imaging sensor, the 
height of the image of the object occupying a portion of the 
imaging sensor would be related to a ratio of the number of 
pixels forming the imaged object to the total pixels disposed 
Vertically along the image sensor. 
0.138. For example, a height of an observed image on the 
imaging sensor may be determined as follows: 

observed object image height (pixels) 
height of sensor (pixels) 

height of sensor (e.g., in inches). 

0.139. In one embodiment, an actual height measurement 
may be determined as follows: 

0140 For example, where an observed image of the object 
is 100 pixels high, and a distance D is 5 feet, the actual object 
height would be greater than when the observed image of the 
object is 100 pixels high, and a distance D is 2 feet. Other 
actual dimensions (e.g., width and depth) of the object may be 
similarly obtained. 
0141 From the present description, it will be appreciated 
that the terminal may be setup using a suitable setup routine 
that is accessed by a user or by a manufacturer for coordinat 
ing the predetermined actual object to dimensioning at vari 
ous distances, e.g., coordinate a Voltage or current reading 
required to effect the actuator to align the object in the second 
image with the image of the object in the first image, to create 
a lookup table. Alternatively, Suitable programming or algo 
rithms employing, for example, the relationships described 
above, may be employed to determine actual dimensions 
based on the number of pixels observed on the imaging sen 
sor. In addition, Suitable edge detection or shape identifier 
algorithms or processing may be employed with analyzing 
standard objects, e.g., boxes, cylindrical tubes, triangular 
packages, etc., to determine and/or confirm determined 
dimensional measurements. 

0.142 FIG. 12 illustrates another embodiment of an imag 
ing subsystem employable in terminal 1000 (FIG. 4). Align 
ment of the second image may also be accomplished using a 
projected image pattern P from an aimer onto the object to 
determine the dimensions of the object. In activating the 
terminal, an aimer Such as a laser aimer may project an aimer 
pattern onto the object. The projected aimer pattern may be a 
dot, point, or other pattern. The imaged object with the dot in 
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the second image may be aligned, e.g., the actuator effective 
to move the movable imaging Subsystem so that the laser dot 
on the imaged second image aligns with the laser dot in the 
first image. The aimer pattern may be orthogonal lines or a 
series of dots that a user may be able to align adjacent to or 
along one or more sides or edges such as orthogonal sides or 
edges of the object. 
0143. In this exemplary embodiment, an imaging Sub 
system 3900 may include a first fixed imaging subsystem 
3210, and a second movable imaging subsystem 3220. In 
addition, terminal 1000 (FIG. 4) may include an aiming sub 
system 600 (FIG.5) for projecting an aiming pattern onto the 
object, in accordance with aspects of the present invention. 
An actuator 3300 may be operably attached to imaging sub 
system3220 for moving imaging subsystem3220. First fixed 
imaging Subsystem 3210 is operable for obtaining a first 
image of the object having an aimer pattern P such as a point 
or other pattern. Second movable imaging subsystem3220 is 
operable for obtaining a second image of the object. Actuator 
3300 is operable to bring the second image into alignment 
with the first image be aligning point P in the second image 
with point p in the second image. For example, an optical axis 
3026 of imaging subsystem 3220 may be pivoted, tilted or 
deflected, for example in the direction of double-headed 
arrow R2 in response to actuator 3300 to align the second 
image of the object with the object in the first image. In 
addition, either the first fixed imaging subsystem3210, or the 
second movable imaging Subsystem 3220 may also be 
employed to obtain an image of decodable indicia 15 (FIG. 4) 
Such as a decodable barcode. 

014.4 FIG. 13 illustrates another embodiment of an imag 
ing subsystem employable in terminal 1000 (FIG. 4). In this 
embodiment, an imaging subsystem 4900 may be employed 
in accordance with aspects of the present invention. For 
example, an imaging Subsystem 4900 may include a movable 
imaging subsystem 4100. An actuator 4300 may be operably 
attached to imaging Subsystem 4100 for moving imaging 
subsystem 4100 from a first position to a second position 
remote from the first position. Movable imaging Subsystem 
4100 is operable for obtaining a first image of the object at the 
first position or orientation, and after taking a first image, 
moved or translate the movable imaging Subsystem to a sec 
ond location or orientation Such as in the direction of arrow 
L1 using actuator 4300 to provide a distance L between the 
first position and the second position prior to aligning the 
object and obtaining a second image of the object. Actuator 
4300 is also operable to bring the second image into align 
ment with the first image. For example, an optical axis 4026 
of imaging subsystem 4100 may be pivoted, tilted or 
deflected, for example in the direction of double-headed 
arrow R3 in response to actuator 4100 to align the second 
image of the object with the object in the first image. As noted 
above, terminal 1000 (FIG. 4) may include an aiming sub 
system 600 (FIG.5) for projecting an aiming pattern onto the 
object in combination with imaging subsystem 4900. In addi 
tion, the movable imaging Subsystem 4100 may also be 
employed to obtain an image of decodable indicia 15 (FIG. 4) 
Such as a decodable barcode. 

0145 From the present description of the various imaging 
Subsystems and actuators, it will be appreciated that the sec 
ond aligned image be performed in an operable time after the 
first image so that the effect of the user holding and moving 
the terminal when obtaining the images or the object moving 
when obtaining the image does not result in errors in deter 

Apr. 17, 2014 

mining the one or more dimensions of the object. It is desir 
able minimize the time delay between the first image and the 
second aligned image. For example, it may be suitable that the 
images be obtained within about 0.5 second or less, or pos 
sibly within about /s second or less, about/16 second or less, 
or about/32 second or less. 
0146 With reference to FIGS. 6, 11, and 12, the actuators 
employed in the various embodiments may comprise one or 
more actuators which are positioned in the terminal to move 
the movable imagining Subsystem inaccordance with instruc 
tions received from processor 1060 (FIG. 5). Examples of a 
suitable actuator include a shaped memory alloy (SMA) 
which changes in length in response to an electrical bias, a 
piezo actuator, a MEMS actuator, and other types of electro 
mechanical actuators. The actuator may allow for moving or 
pivoting the optical axis of the imaging optics assembly, or in 
connection with the actuator in FIG. 13, also moving the 
imaging Subsystem from side-to-side along a line or a curve. 
0147 As shown in FIGS. 14 and 15, an actuator 5300 may 
comprise four actuators 5310,5320,5330, and 5430 disposed 
beneath each corner of an imaging subsystem 5900 to mov 
able support the imaging subsystem on a circuit board 5700. 
The actuators may be selected so that they are capable of 
compressing and expanding and, when mounted to the circuit 
board, are capable of pivoting the imaging Subsystem relative 
to the circuit board. The movement of imaging Subsystem by 
the actuators may occur in response to a signal from the 
processor. The actuators may employ a shaped memory alloy 
(SMA) member which cooperates with one or more biasing 
elements 5350 such as springs, for operably moving the imag 
ing Subsystem. In addition, although four actuators are shown 
as being employed, more or fewer than four actuators may be 
used. The processor may process the comparison of the first 
image to the observed image obtained from the movable 
imaging Subsystem, and based on the comparison, determine 
the required adjustment of the position of the movable imag 
ing Subsystem to align the object in the second image with the 
obtained image in the first obtained image. 
0.148. In addition, the terminal may include a motion sen 
sor 1300 (FIG.5) operably connected to processor 1060 (FIG. 
5) via interface 1310 (FIG.5) operable to remove the effect of 
shaking due to the user holding the terminal at the same time 
as obtaining the first image and second aligned image which 
is used for determining one of more dimensions of the object 
as described above. A suitable system for use in the above 
noted terminal may include the image stabilizer for a micro 
camera disclosed in U.S. Pat. No. 7.307,653 issued to Dutta, 
the entire contents of which are incorporated herein by refer 
CCC. 

014.9 The imaging optics assembly may employ a fixed 
focus imaging optics assembly. For example, the optics may 
be focused at a hyperfocal distance so that objects in the 
images from Some near distance to infinity will be sharp. The 
imaging optics assembly may be focused at a distance of 15 
inches or greater, in the range of 3 or 4 feet distance, or at other 
distances. Alternatively, the imaging optics assembly may 
comprise an autofocus lens. The exemplary terminal may 
include a suitable shape memory alloy actuator apparatus for 
controlling an imaging Subassembly such as a microcamera 
disclosed in U.S. Pat. No. 7,974,025 by Topliss, the entire 
contents of which are incorporated herein by reference. 
0150. From the present description, it will be appreciated 
that the exemplary terminal may be operably employed to 
separately obtain images and dimensions of the various sides 
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of an object, e.g., two or more of a front elevational view, a 
side elevational view, and a top view, may be separately 
obtained by a user similar to measuring an object as one 
would with a ruler. 

0151. The exemplary terminal may include a suitable 
autofocusing microcamera Such as a microcamera disclosed 
in U.S. Patent Application Publication No. 2011/0279916 by 
Brown et al., the entire contents of which is incorporated 
herein by reference. 
0152. In addition, it will be appreciated that the described 
imaging Subsystems in the embodiments shown in FIGS. 6. 
12, and 13, may employ fluid lenses or adaptive lenses. For 
example, a fluid lens or adaptive lens may comprise an inter 
face between two fluids having dissimilar optical indices. The 
shape of the interface can be changed by the application of 
external forces so that light passing across the interface can be 
directed to propagate in desired directions. As a result, the 
optical characteristics of a fluid lens, such its focal length and 
the orientation of its optical axis, can be changed. With use of 
a fluid lens or adaptive lens, for example, an actuator may be 
operable to apply pressure to the fluid to change the shape of 
the lens. In another embodiments, an actuator may be oper 
able to apply a DC voltage across a coating of the fluid to 
decrease its water repellency in a process called electrowet 
ting to change the shape of the lens. The exemplary terminal 
may include a suitable fluid lens as disclosed in U.S. Pat. No. 
8,027,096 issued to Feng et al., the entire contents of which is 
incorporated herein by reference. 
0153. With reference to FIG. 16, a timing diagram may be 
employed for obtaining a first image of the object for use in 
determining one or more dimensions as described above, and 
also used for decoding a decodable indicia disposed on an 
object using for example, the first imaging Subassembly. At 
the same time or generally simultaneously after activation of 
the first imaging Subassembly, the movable Subassembly and 
actuator may be activated to determine one or more dimen 
sions as described above. For example, the first frame of 
image data of the object using the first imaging Subassembly 
may be used in combination with the aligned image of the 
object using the movable imaging Subsystem. 
0154) A signal 7002 may be a trigger signal which can be 
made active by actuation of trigger 1220 (FIG. 4), and which 
can be deactivated by releasing of trigger 1220 (FIG. 4). A 
trigger signal may also become inactive after a time out 
period or after a successful decode of a decodable indicia. 
0155. A signal 7102 illustrates illumination subsystem 
800 (FIG. 5) having an energization level, e.g., illustrating an 
illumination pattern where illumination or light is alterna 
tively turned on and off. Periods 7110,7120,7130,7140, and 
7150 illustrate where illumination is on, and periods 7115, 
7125, 7135, and 7145 illustrate where illumination is off. 
0156 A signal 7202 is an exposure control signal illustrat 
ing active states defining exposure periods and inactive states 
intermediate the exposure periods for an image sensor of a 
terminal. For example, in an active state, an image sensor 
array of terminal 1000 (FIG. 4) is sensitive to light incident 
thereon. Exposure control signal 7202 can be applied to an 
image sensor array of terminal 1000 (FIG. 4) so that pixels of 
an image sensor array are sensitive to light during active 
periods of the exposure control signal and not sensitive to 
light during inactive periods thereof. During exposure peri 
ods 7210, 7220,7230,7240, and 7250, the image sensor array 
ofterminal 1000 (FIG. 4) is sensitive to light incident thereon. 
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0157. A signal 7302 is a readout control signal illustrating 
the exposed pixels in the image sensor array being transferred 
to memory or secondary storage in the imager so that the 
imager may be operable to being ready for the next active 
portion of the exposure control signal. In the timing diagram 
of FIG. 16, period 7410 may be used in combination with 
movable imaging Subsystem to determine one or more dimen 
sions as described above. In addition, in the timing diagram of 
FIG. 16, periods 7410, 7420, 7430, and 7440 are periods in 
which processer 1060 (FIG. 5) may process one or more 
frames of image data. For example, periods 7410,7420,7430, 
and 7440 may correspond to one or more attempts to decode 
decodable indicia in which the image resulted during periods 
when indicia reading terminal 1000 (FIG. 4) was illuminating 
the decodable indicia. 

0158 With reference again to FIG. 5, indicia reading ter 
minal 1000 may include an image sensor 1032 comprising 
multiple pixel image sensor array 1033 having pixels 
arranged in rows and columns of pixels, associated column 
circuitry 1034 and row circuitry 1035. Associated with the 
image sensor 1032 can be amplifier circuitry 1036 (ampli 
fier), and an analog to digital converter 1037 which converts 
image information in the form of analog signals read out of 
image sensor array 1033 into image information in the form 
of digital signals. Image sensor 1032 can also have an asso 
ciated timing and control circuit 1038 for use in controlling, 
e.g., the exposure period of image sensor 1032, gain applied 
to the amplifier 1036, etc. The noted circuit components 
1032, 1036, 1037, and 1038 can be packaged into a common 
image sensor integrated circuit 1040. Image sensor integrated 
circuit 1040 can incorporate fewer than the noted number of 
components. Image sensor integrated circuit 1040 including 
image sensor array 1033 and imaging lens assembly 200 can 
be incorporated in hand held housing 1014. 
0159. In one example, image sensor integrated circuit 
1040 can be provided e.g., by an MT9V022 (752x480 pixel 
array) or an MT9V023 (752x480 pixel array) image sensor 
integrated circuit available from Aptina Imaging (formerly 
Micron Technology, Inc.). In one example, image sensor 
array 1033 can be a hybrid monochrome and color image 
sensor array having a first Subset of monochrome pixels with 
out color filter elements and a second subset of color pixels 
having color sensitive filter elements. In one example, image 
sensor integrated circuit 1040 can incorporate a Bayer pattern 
filter, so that defined at the image sensor array 1033 are red 
pixels at red pixel positions, green pixels at green pixel posi 
tions, and blue pixels at blue pixel positions. Frames that are 
provided utilizing Such an image sensor array incorporating a 
Bayer pattern can include red pixel values at red pixel posi 
tions, green pixel values at green pixel positions, and blue 
pixel values at blue pixel positions. In an embodiment incor 
porating a Bayer pattern image sensor array, processor 1060 
prior to subjecting a frame to further processing can interpo 
late pixel values at frame pixel positions intermediate of 
green pixel positions utilizing green pixel values for devel 
opment of a monochrome frame of image data. Alternatively, 
processor 1060 prior to subjecting a frame for further pro 
cessing can interpolate pixel values intermediate of red pixel 
positions utilizing red pixel values for development of a 
monochrome frame of image data. Processor 1060 can alter 
natively, prior to subjecting a frame for further processing 
interpolate pixel values intermediate of blue pixel positions 
utilizing blue pixel values. An imaging Subsystem of terminal 
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1000 can include image sensor 1032 and lens assembly 200 
for focusing an image onto image sensor array1033 of image 
Sensor 1032. 

0160. In the course of operation of terminal 1000, image 
signals can be read out of image sensor 1032, converted, and 
stored into a system memory such as RAM 1080. Memory 
1085 of terminal 1000 can include RAM 1080, a nonvolatile 
memory such as EPROM 1082 and a storage memory device 
1084 such as may be provided by a flash memory or a hard 
drive memory. In one embodiment, terminal 1000 can include 
processor 1060 which can be adapted to read out image data 
stored in memory 1080 and subject such image data to various 
image processing algorithms. Terminal 1000 can include a 
direct memory access unit (DMA) 1070 for routing image 
information read out from image sensor 1032 that has been 
subject to conversion to RAM 1080. In another embodiment, 
terminal 1000 can employ a system bus providing for bus 
arbitration mechanism (e.g., a PCI bus) thus eliminating the 
need for a central DMA controller. A skilled artisan would 
appreciate that other embodiments of the system bus archi 
tecture and/or direct memory access components providing 
for efficient data transfer between the image sensor 1032 and 
RAM 1080 are within the scope and the spirit of the present 
invention. 

(0161 Reference still to FIG. 5 and referring to further 
aspects of terminal 1000, imaging lens assembly 200 can be 
adapted for focusing an image of decodable indicia 15 located 
within a field of view 20 on the object onto image sensor array 
1033. A size in target space of a field of view 20 of terminal 
1000 can be varied in a number of alternative ways. A size in 
target space of a field of view 20 can be varied, e.g., by 
changing a terminal to target distance, changing an imaging 
lens assembly setting, changing a number of pixels of image 
sensor array 1033 that are Subject to read out. Imaging light 
rays can be transmitted about an imaging axis. Lens assembly 
200 can be adapted to be capable of multiple focallengths and 
multiple planes of optimum focus (best focus distances). 
0162 Terminal 1000 may include illumination subsystem 
800 for illumination of target, and projection of an illumina 
tion pattern (not shown). Illumination subsystem 800 may 
emit light having a random polarization. The illumination 
pattern, in the embodiment shown can be projected to be 
proximate to but larger than an area defined by field of view 
20, but can also be projected in an area Smaller than an area 
defined by a field of view 20. Illumination subsystem 800 can 
include a light source bank 500, comprising one or more light 
sources. Light source assembly 800 may further include one 
or more light source banks, each comprising one or more light 
Sources, for example. Such light sources can illustratively 
include light emitting diodes (LEDs), in an illustrative 
embodiment. LEDs with any of a wide variety of wavelengths 
and filters or combination of wavelengths or filters may be 
used in various embodiments. Other types of light sources 
may also be used in other embodiments. The light sources 
may illustratively be mounted to a printed circuit board. This 
may be the same printed circuit board on which an image 
sensor integrated circuit 1040 having an image sensor array 
1033 may illustratively be mounted. 
0163 Terminal 1000 can also include an aiming sub 
system 600 for projecting an aiming pattern (not shown). 
Aiming Subsystem 600 which can comprise a light Source 
bank can be coupled to aiming light Source bank power input 
unit 1208 for providing electrical power to a light source bank 
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of aiming subsystem 600. Power input unit 1208 can be 
coupled to system bus 1500 via interface 1108 for communi 
cation with processor 1060. 
0164. In one embodiment, illumination subsystem 800 
may include, in addition to light source bank 500, an illumi 
nation lens assembly 300, as is shown in the embodiment of 
FIG.5. In addition to or in place of illumination lens assembly 
300, illumination subsystem 800 can include alternative light 
shaping optics, e.g., one or more diffusers, mirrors and 
prisms. In use, terminal 1000 can be oriented by an operator 
with respect to a target, (e.g., a piece of paper, a package, 
another type of Substrate, screen, etc.) bearing decodable 
indicia 15 in such manner that the illumination pattern (not 
shown) is projected on decodable indicia 15. In the example 
of FIG. 5, decodable indicia 15 is provided by a 10 barcode 
symbol. Decodable indicia 15 could also be provided by a 2D 
barcode symbol or optical character recognition (OCR) char 
acters. Referring to further aspects of terminal 1000, lens 
assembly 200 can be controlled with use of an electrical 
power input unit 1202 which provides energy for changing a 
plane of optimum focus of lens assembly 200. In one embodi 
ment, electrical power input unit 1202 can operate as a con 
trolled Voltage source, and in another embodiment, as a con 
trolled current source. Electrical power input unit 1202 can 
apply signals for changing optical characteristics of lens 
assembly 200, e.g., for changing a focal length and/or a best 
focus distance of (a plane of optimum focus of) lens assembly 
200. A light source bank electrical power input unit 1206 can 
provide energy to light source bank 500. In one embodiment, 
electrical power input unit 1206 can operate as a controlled 
Voltage source. In another embodiment, electrical power 
input unit 1206 can operate as a controlled current Source. In 
another embodiment electrical power input unit 1206 can 
operate as a combined controlled Voltage and controlled cur 
rent Source. Electrical power input unit 1206 can change a 
level of electrical power provided to (energization level of) 
light Source bank 500, e.g., for changing a level of illumina 
tion output by light source bank 500 of illumination sub 
system 800 for generating the illumination pattern. 
0.165. In another aspect, terminal 1000 can include a 
power supply 1402 that supplies power to a power grid 1404 
to which electrical components of terminal 1000 can be con 
nected. Power supply 1402 can be coupled to various power 
sources, e.g., a battery 1406, a serial interface 1408 (e.g., 
USB, RS232), and/or AC/DC transformer 1410. 
0166 Further, regarding power input unit 1206, power 
input unit 1206 can include a charging capacitor that is con 
tinually charged by power supply 1402. Power input unit 
1206 can be configured to output energy within a range of 
energization levels. An average energization level of illumi 
nation subsystem 800 during exposure periods with the first 
illumination and exposure control configuration active can be 
higher than an average energization level of illumination and 
exposure control configuration active. 
0.167 Terminal 1000 can also include a number of periph 
eral devices including trigger 1220 which may be used to 
make active a trigger signal for activating frame readout and/ 
or certain decoding processes. Terminal 1000 can be adapted 
so that activation of trigger 1220 activates a trigger signal and 
initiates a decode attempt. Specifically, terminal 1000 can be 
operative so that in response to activation of a trigger signal, 
a Succession of frames can be captured by way of read out of 
image information from image sensor array1033 (typically in 
the form of analog signals) and then storage of the image 
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information after conversion into memory 1080 (which can 
buffer one or more of the Succession of frames at a given 
time). Processor 1060 can be operative to subject one or more 
of the Succession of frames to a decode attempt. 
0168 For attempting to decode a barcode symbol, e.g., a 
one dimensional barcode symbol, processor 1060 can process 
image data of a frame corresponding to a line of pixel posi 
tions (e.g., a row, a column, or a diagonal set of pixel posi 
tions) to determine a spatial pattern of dark and light cells and 
can convert each light and dark cell pattern determined into a 
character or character string via table lookup. Where a decod 
able indicia representation is a 2D barcode symbology, a 
decode attempt can comprise the steps of locating a finder 
pattern using a feature detection algorithm, locating matrix 
lines intersecting the finder pattern according to a predeter 
mined relationship with the finder pattern, determining a 
pattern of dark and light cells along the matrix lines, and 
converting each light pattern into a character or character 
string via table lookup. 
0169. Terminal 1000 can include various interface circuits 
for coupling various peripheral devices to system address/ 
data bus (system bus) 1500, for communication with proces 
sor 1060 also coupled to system bus 1500. Terminal 1000 can 
include an interface circuit 1028 for coupling image sensor 
timing and control circuit 1038 to system bus 1500, an inter 
face circuit 1102 for coupling electrical power input unit 1202 
to system bus 1500, an interface circuit 1106 for coupling 
illumination light source bank power input unit 1206 to sys 
tem bus 1500, and an interface circuit 1120 for coupling 
trigger 1220 to system bus 1500. Terminal 1000 can also 
include display 1222 coupled to system bus 1500 and in 
communication with processor 1060, via an interface 1122, 
as well as pointer mechanism 1224 in communication with 
processor 1060 via an interface 1124 connected to system bus 
1500. Terminal 1000 can also include keyboard 1226 coupled 
to systems bus 1500 and in communication with processor 
1060 via an interface 1126. Terminal 1000 can also include 
range detector unit 1210 coupled to system bus 1500 via 
interface 1110. In one embodiment, range detector unit 1210 
can be an acoustic range detector unit. Various interface cir 
cuits of terminal 1000 can share circuit components. For 
example, a common microcontroller can be established for 
providing control inputs to both image sensor timing and 
control circuit 1038 and to power input unit 1206. A common 
microcontroller providing control inputs to circuit 1038 and 
to power input unit 1206 can be provided to coordinate timing 
between image sensor array controls and illumination Sub 
system controls. 
0170 A succession of frames of image data that can be 
captured and Subject to the described processing can be full 
frames (including pixel values corresponding to each pixel of 
image sensor array1033 or a maximum number of pixels read 
out from image sensor array1033 during operation of termi 
nal 1000). A succession of frames of image data that can be 
captured and Subject to the described processing can also be 
“windowed frames' comprising pixel values corresponding 
to less than a full frame of pixels of image sensor array1033. 
A Succession of frames of image data that can be captured and 
Subject to the above described processing can also comprise a 
combination of full frames and windowed frames. A full 
frame can be read out for capture by selectively addressing 
pixels of image sensor 1032 having image sensor array1033 
corresponding to the full frame. A windowed frame can be 
read out for capture by selectively addressing pixels or ranges 
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of pixels of image sensor 1032 having image sensor array 
1033 corresponding to the windowed frame. In one embodi 
ment, a number of pixels Subject to addressing and read out 
determine a picture size of a frame. Accordingly, a full frame 
can be regarded as having a first relatively larger picture size 
and a windowed frame can be regarded as having a relatively 
smaller picture size relative to a picture size of a full frame. A 
picture size of a windowed frame can vary depending on the 
number of pixels Subject to addressing and readout for cap 
ture of a windowed frame. 
0171 Terminal 1000 can capture frames of image data at a 
rate known as a frame rate. A typical frame rate is 60 frames 
per second (FPS) which translates to a frame time (frame 
period) of 16.6 ms. Another typical framerate is 30 frames per 
second (FPS) which translates to a frame time (frame period) 
of 33.3 ms per frame. A frame rate of terminal 1000 can be 
increased (and frame time decreased) by decreasing of a 
frame picture size. 
0172. In numerous cases herein wherein systems and 
apparatuses and methods are described as having a certain 
number of elements, it will be understood that such systems, 
apparatuses and methods can be practiced with fewer than the 
mentioned certain number of elements. Also, while a number 
of particular embodiments have been described, it will be 
understood that features and aspects that have been described 
with reference to each particular embodiment can be used 
with each remaining particularly described embodiment. 
0173 Another exemplary method of determining the 
dimensions of an object utilizes one or more of the foregoing 
methods to improve the accuracy of the method. In particular, 
the method includes capturing a range image of the object and 
capturing a visible image of the object (e.g., using a range 
camera with both an infra-red sensor and an RGB or mono 
chrome camera). The range image and visible image are then 
aligned based on the relative positions from which the two 
images were captured. 
0.174. In an exemplary embodiment, the method includes 
performing a first method of determining the object's dimen 
sions based on either the range image or the visible image. 
The method then includes performing a second method of 
determining the objects dimensions based on the other image 
(i.e., not the image used in the first method). The results of the 
first and second methods are then compared. If the compared 
results are not within a Suitable threshold, new images may be 
captured or the first and second methods may be performed 
again using the original images. 
0.175. In another exemplary embodiment, the method 
includes simultaneously performing a first method of deter 
mining the object's dimensions based on the range image and 
a second method of determining the object's dimensions 
based on the visible image. When one of the methods deter 
mines one of the objects dimensions, the determined dimen 
sion is provided to the other method, and the other method 
adjusts its process for determining the objects dimensions. 
For example, the other method may assume the determined 
dimension to be correct or the other method may verify the 
determined dimension in view of the image it is using to 
determine the object’s dimensions. In other words, the 
method performs both dimensioning methods simulta 
neously and dynamically. Such dynamic sharing of informa 
tion between dimensioning methods facilitates the efficient 
determination of reliable dimensions of the object. 
0176). As would be recognized by one of ordinary skill in 
the art upon consideration of the present disclosure, the fore 
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going method may be implemented by an appropriately con 
figured computing device (e.g., including a processor and 
memory). 
0177. The foregoing disclosure has presented a number of 
systems, methods, and devices for determining the dimen 
sions of an object. Although methods have been disclosed 
with respect to particular systems and/or devices, the methods 
may be performed using different systems and/or devices 
than those particularly disclosed. Similarly, the systems and 
devices may perform different methods than those methods 
specifically disclosed with respect to a given system or 
device. Furthermore, the systems and devices may perform 
multiple methods for determining the dimensions of an object 
(e.g., to increase accuracy). Aspects of each of the methods 
for determining the dimensions of an object may be used in or 
combined with other methods. Finally, components (e.g., a 
range camera, camera System, scale, and/or computing 
device) of a given disclosed system or device may be incor 
porated into other disclosed systems or devices to provide 
increased functionality. 
0178. In the specification and/or figures, typical embodi 
ments of the invention have been disclosed. The present 
invention is not limited to such exemplary embodiments. The 
use of the term “and/or includes any and all combinations of 
one or more of the associated listed items. The figures are 
schematic representations and so are not necessarily drawn to 
scale. Unless otherwise noted, specific terms have been used 
in a generic and descriptive sense and not for purposes of 
limitation. 

1. An object analysis system, comprising: 
a scale for measuring the weight of an object; 
a range camera configured to produce a range image of an 

area in which the object is located; and 
a computing device configured to determine the dimen 

sions of the object based, at least in part, on the range 
image. 

2. The object analysis system according to claim 1, wherein 
the range camera is separate from the computing device. 

3. The object analysis system according to claim 1, wherein 
the scale comprises a top surface having markings to guide a 
user to place the object in a preferred orientation. 

4. The object analysis system according to claim 1, wherein 
the computing device estimates a reference plane from the 
range image; and 

the scale comprises a top surface having markings to facili 
tate the computing device's estimation of the reference 
plane. 

5. The object analysis system according to claim 1, wherein 
the computing device is configured to execute shipment bill 
ing software. 

6. The object analysis system according to claim 1, wherein 
the scale transmits the measured weight of the object to the 
computing device. 

7. The object analysis system according to claim 6, wherein 
the scale transmits the measured weight to the computing 
device via a wireless connection. 

8. The object analysis system according to claim 1, wherein 
the scale transmits the measured weight of the object to a host 
platform configured to execute shipment billing software. 

9. The object analysis system according to claim8, wherein 
the scale transmits the measured weight of the object to the 
host platform via a wired connection. 
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10. The object analysis system according to claim 1, 
wherein the computing device is configured to: 

calculate the density of the object based on the determined 
dimensions and determined weight; and 

determine if the calculated density exceeds a realistic den 
sity threshold. 

11. The object analysis system according to claim 1, com 
prising a microphone for capturing audio from a user; 

wherein the computing device is configured for converting 
the captured audio to text. 

12. An object analysis system, comprising: 
a scale for measuring the weight of an object; 
a range camera configured to produce a range image of an 

area in which the object is located and a visible image of 
the scale’s measured weight of the object; and 

a computing device configured to determine the dimen 
sions of the object based, at least in part, on the range 
image and to determine the weight of the object based, at 
least in part, on the visible image. 

13. The object analysis system according to claim 12, 
wherein: 

the scale comprises an analog scale having a gauge; and 
the visible image produced by the range camera includes 

the Scale's gauge. 
14. The object analysis system according to claim 12, 

wherein: 
the scale comprises a digital scale having a display; and 
the visible image produced by the range camera includes 

the scale’s display. 
15. The object analysis system according to claim 12, 

wherein the object analysis system transmits the weight of the 
object and determined dimensions to a host platform config 
ured to execute shipment billing software. 

16. The object analysis system according to claim 15, 
wherein the object analysis system transmits the weight of the 
object and determined dimensions to the host platform via a 
wireless connection. 

17. An object analysis system, comprising: 
a scale for measuring the weight of an object; 
a range camera configured to produce a range image of an 

area in which the object is located, project a visible laser 
pattern onto the object, and produce a visible image of 
the object; 

a computing device configured to determine the dimen 
sions of the object based, at least in part, on the range 
image and the visible image of the object. 

18. The object analysis system according to claim 17, 
wherein the computing device is configured to: 

calculate the density of the object based on the determined 
dimensions and determined weight; and 

determine if the calculated density exceeds a realistic den 
sity threshold. 

19. The object analysis system according to claim 17, 
wherein the computing device estimates a reference plane 
from the range image; and 

the scale comprises a top surface having markings to facili 
tate the computing device's estimation of the reference 
plane. 

20. The object analysis system according to claim 17, 
wherein the computing device is configured to execute ship 
ment billing software. 
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