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UPGRADING MESH ACCESS POINTS INA 
WRELESS MESH NETWORK 

TECHNICAL FIELD OF THE INVENTION 

The present disclosure relates generally to wireless net 
works. 

BACKGROUND 

In a typical controller-based wireless local area network 
(WLAN), all access points (APs) are connected to the WLAN 
Controller (the WLAN manager) by wire. It is therefore rela 
tively straightforward to upgrade software for the APs or to 
upgrade the configuration of APs. For example, with wireless 
access points that are lightweight access points whose AP 
functionality is controlled by a controller, all lightweight 
access point software images are embedded in the Controller 
image. When a controller image is upgraded, each time an AP 
joins that controller, a version check is carried out, and if 
needed, the controller upgrades the access point. 

In a wireless mesh network, on the other hand, the mesh 
points that are access points, called mesh access points (mesh 
APs) are typically wirelessly connected in a hierarchical tree 
topology, that is, there is a parent-child relationship between 
almost all of the mesh APs up to the root of the tree topology, 
which is the mesh AP called a root AP or root mesh AP. Such 
a root AP typically includes a wired link to a wired network. 
Any Software upgrade or any configuration change such as a 
change in data-rate, change of channel, change of power, 
change of range and so forth, flows in a multi-step top-down 
manner outward from the root AP, making several parent 
child hops, even though to the WLAN manager, the change 
request(s) appear as if they occur in parallel. As a result, when 
a particular mesh AP is being upgraded or configured, there is 
in effect an outage of the segment of the mesh network below 
the particular mesh AP being upgraded in the tree topology. 
This is of course undesirable. Such upgrades may cause cha 
otic network outages lasting an unpredictable period of time, 
typically between several minutes and several hours. 

SUMMARY 

One embodiment of the invention includes a method com 
prising accepting new software for a controller of a wireless 
mesh network. The mesh network includes a root access point 
and other mesh points, including one or more mesh access 
points. The root access point and the mesh points are coupled 
by a wireless backhaul network, with the root access point 
coupled to an active controller that controls the root access 
point and mesh access points, also to a standby controller 
capable of controlling the root access point and mesh access 
points. The method includes updating one of the controllers 
with the accepted software while the other controller controls 
the root access point and mesh access points, and Switching 
the root access points and the mesh access points of the mesh 
network to the updated standby controller without interrupt 
ing operation of the mesh network, and updating the non 
updated controller with the accepted software. 
One embodiment of the invention includes a method com 

prising maintaining a mesh topology data structure contain 
ing information on the tree topology of a wireless mesh net 
work. The method further includes using a tree-walking 
method to send an upgrade message to the root access point 
and to each other mesh point in the wireless mesh network 
until each mesh point has received the upgrade message. 
Receiving the upgrade message enables the receiving mesh 
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2 
point to upgrade according to the contents of the upgrade 
message without necessarily disrupting the mesh network. 

In one version, the upgrade message is for an upgrade 
wherein none of the receiving mesh points need to be reboo 
ted. The method for Such an upgrade further comprises 
receiving an upgrade acknowledgement message from each 
mesh point that receives the upgrade message and upgrades as 
a result of the receipt. 

In one version, the upgrade message is for an upgrade 
wherein the receiving mesh points need to be rebooted, e.g., a 
Software upgrade, and wherein the using of the tree-walking 
method to send the upgrade continues until all mesh points of 
the tree topology receive the upgrade message. The method 
includes sending a message to the mesh points to reboot once 
all mesh points of the tree-topology have received the upgrade 
message(s). 

In one version, the upgrade message includes a configura 
tion upgrade message comprising one or more new configu 
ration parameters for the mesh point. 
One embodiment of the invention includes a system com 

prising a controller, and a mesh network comprising a root 
access point coupled to the controller, and one or more other 
mesh points, including at least one mesh access point wire 
lessly coupled via a wireless mesh network to the root access 
point, the root access point and other mesh points forming a 
tree topology of mesh points in which the root access point is 
the root of the tree topology. The controller is operative to 
control operation of the wireless mesh network. The control 
ler is further operative to send a configuration upgrade mes 
sage to the root access point, the configuration upgrade mes 
sage comprising one or more configuration parameters for the 
mesh points of the mesh network. 
The root access point is operative to respond to receiving 

the configuration upgrade message, including upgrading 
according to the configuration parameters, sending an 
acknowledgement message to the controller, sending one or 
more action messages containing the one or more configura 
tion parameters to each of its directly connected mesh points, 
waiting for acknowledgements from other mesh points of the 
mesh network, and sending an acknowledgement message to 
the controller corresponding to the received acknowledge 
mentS. 
Each other mesh point is operative to respond to receiving 

the action messages, including upgrading according to the 
configuration parameters, sending an acknowledgement to its 
immediate parent in the tree topology, and in the case that 
there are directly connected child mesh points, sending the 
one or more action messages to each of its directly connected 
child mesh points, waiting for acknowledgements from its 
child mesh points of the mesh network, and sending an 
acknowledgement to its controller corresponding to the 
received acknowledgements. The upgrading according to the 
configuration parameters occurs without necessarily disrupt 
ing the mesh network. 

Other respective embodiments include logic encoded in 
one or more tangible media for execution, and when executed 
operable to carry out respective methods described herein. 

Presented herein is a solution to the upgrade problem— 
likely the simplest solution. The proposed method includes 
simple extensions of LWAPP state machine for WLAN mesh 
networks. The WLAN controller (the WLAN manager) used 
in this embodiment is described as a Mesh Controller. 

Described herein is a simple method and protocol which 
deterministically reduces the downtime and limits the net 
work outage caused by various types of upgrades in a cen 
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trally controlled WLAN mesh network. This method and 
protocol is fully compatible with Cisco's LWAPP WLAN 
control protocol. 

Embodiments of the methods described herein call for a 
simple extension of existing, tried-and-true LWAPP protocol, 
thereby, fully compatible with any WLAN mesh network that 
incorporates a controller. 

Particular embodiments may provide all, some, or none of 
these aspects, features, or advantages. Particular embodi 
ments may provide one or more other aspects, features, or 
advantages, one or more of which may be readily apparent to 
a person skilled in the art from the figures, descriptions, and 
claims herein. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows a simplified representation of an example 
wireless mesh network. 

FIG. 2 shows an example mesh AP 
FIG. 3 shows part of the example mesh network with the 

example mesh controller shown in more detail than in FIG.1. 
FIG. 4 shows one embodiment of a method of upgrading 

the software in the active controller. 
FIG. 5 shows one embodiment of a method of upgrading 

mesh points. 
FIG. 6 shows the states and the state transitions of each 

such modified LWAPP state machine according to some 
embodiments of the present invention. 

FIG. 7 shows one embodiment of a method of carrying out 
a configuration upgrade 

DESCRIPTION OF EXAMPLE EMBODIMENTS 

Described herein is a method and system operative to carry 
out a software upgrade or configuration upgrade for mesh 
points in a centrally managed wireless mesh network. 

FIG. 1 shows a simple example wireless mesh network 100 
that includes a plurality of mesh points wirelessly coupled by 
a backhaul wireless network of links between the mesh 
points, each mesh point-to mesh point direct wireless link 
called a hop. The links of the backhaul network form a hier 
archical tree-topology with one mesh point being the root of 
the tree. The backhaul network is operative to transport data 
between any mesh point and the root mesh point. 

In FIG. 1, some of the mesh points are also each a wireless 
access point (AP), and called a mesh access point (mesh AP). 
In the remainder of the description, without loss of generality, 
each mesh point will be considered a mesh AP. Those mesh 
points that in the network are not also an access point are then 
functionality the same as a mesh AP with no clients and which 
does not advertise AP capabilities. In one embodiment, one 
mesh AP is the root mesh point, and is called the root access 
point (root AP). Thus, shown in the example mesh network 
100 is a root AP 101 with a direct backhaul link to mesh AP 
103 and to mesh AP 105. The mesh AP 105 has a direct 
backhaul link to a meshpoint 107that acts as a relay, to a mesh 
AP 109. The relay mesh point 107 has a direct backhaul link 
to mesh AP111, and, as described above, can be considered 
mesh AP 107. Each mesh AP has a backhaul radio interface 
and an access radio interface, and can form an infrastructure 
wireless network via its access radio interface. FIG. 1 shows 
mesh AP 111 with its infrastructure wireless network 117, 
including a client station 113 and a client station 115. 
The root AP 101 has wired connection to a network 119. 
At least one controller 121 is operative to control operation 

of the mesh network, including, for example, maintaining the 
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4 
present tree topology of the mesh network. In one embodi 
ment, such a mesh controller 121 is coupled to the mesh 
network via the network 119. 

In one embodiment of the network 100, the mesh APs are 
what are known as lightweight access points whose AP func 
tionality is controlled by a controller. Three controllers 121, 
123, and 125 are shown in FIG. 1 coupled to the network 119, 
and then to the mesh APs via the root AP101 and the backhaul 
links to the respective AP. As stated above, one of the con 
trollers 121 is operative to control the mesh network. Each 
Such controller can be operative to control more than one 
function, so, in one example, the controller 121 is operative to 
control the mesh network, and further to control the AP func 
tionality of one or more of the mesh APs. The controller 123 
is a standby controller to provide backup to the controller 121, 
so it has the same functionality as the controller 121. 
A protocol, called Lightweight Access Point Protocol 

(LWAPP) is used between each mesh AP and the controller of 
the respective mesh AP to control the AP functionality of the 
mesh AP LWAPP would be known to those in the art. A 
version of LWAPP is being standardized (2006) as an IETF 
draft under the name of Control And Provisioning of Wireless 
Access Points (CAPWAP) Protocol. See 
www-dot-capwap-dot-org where -dot- denotes the period 
“” in the actual URL. The current version is dated May 2006, 
and document available (September 2006) at the URL: 
capwap-dot-org/draft-ietf-capwap-protocol-specification 
01-dot-txt where -dot- denotes the period “” in the actual 
URL. This draft is referred to herein as the “CAPWAP draft 
specification.” While the description herein refers to LWAPP 
messages and LWAPP frames, the reader will understand that 
the embodiments described herein in general conform to the 
CAPWAP draft specification and mesh extensions thereto, 
possibly with different names, unless the features are new and 
being added herein. Of course the invention is not restricted to 
this protocol, and other control protocols may be used. 

In the example mesh network 100, LWAPP messages are 
sent between each mesh AP and its controller by forming a 
secure LWAPP tunnel between the mesh AP and its controller 
using the backhaul network. 

FIG. 2 shows an example mesh AP, say mesh AP111 that 
includes a backhaul radio interface 201, an access radio inter 
face 203, and an AP control processor 205 to which the 
backhaul and access radio interfaces are coupled. In one 
embodiment, the backhaul radio operates on a different fre 
quency band than the access radio interface. In particular, the 
backhaul radio interface is operative to communicate accord 
ing to the IEEE 802.11a standard in the approximately 5 GHZ 
band, and the access radio interface is operative to commu 
nicate according to the IEEE 802.11b.g. standard in the 
approximately 2.4 GHz band. Each radio interface includes a 
respective set of one or more antennas. 
The AP control processor 205 includes a programmable 

processor 207 and a memory 209. One or more features of the 
present invention operate in a mesh AP, and are embodied in 
the form of software programs 211 in the memory. Further 
more, one or more configuration parameters are stored in the 
memory 209 as data 213. 
Some versions of a mesh AP include a wired network 

interface 215 that enables the mesh AP to connect to a wired 
network, e.g., to operate as a root AP. Furthermore, each mesh 
AP can operate as a relay mesh point. 

FIG. 3 shows part of the mesh network with an example 
mesh controller 121 to control operation of the mesh network 
100. FIG.3 shows some of the elements of the controller 121. 
The mesh controller includes at least one programmable pro 
cessor 307, a memory 309, a storage subsystem 321, and a 
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network interface 315, all coupled via a bus structure 301, 
which, for simplicity, is shown as a simple bus. Some of the 
features of the present invention operate on the mesh control 
ler 121, and include software shown as program 311 stored in 
memory 309. The mesh controller maintains a mesh data 
structure 313 that includes information on the tree topology, 
Such a mesh data structure shown for simplicity in memory 
309. The mesh data structure may use information stored in 
the storage Subsystem321. Such information shown as a mesh 
database 323. Other data 325 is shown included in storage 
321, and includes, for example, a software image for each 
mesh AP (or other mesh point). 

Note that in one embodiment, the backup controller 123 
also has the same architecture as shown in FIG. 3. 
One embodiment of the present invention is a method of 

upgrading one or more of the mesh APs of a mesh network 
such as the example mesh network 100. Two types of 
upgrades are covered. One is a software upgrade for each 
mesh AP, meaning an upgrade of the operating software, 
delivered from the controller as a software image. Another 
type of upgrade is a configuration upgrade that involves one 
or more of a channel change, a power setting change, a data 
rate change, range change and/or any other configuration 
change that is potentially disruptive of the mesh network. 

In addition to there being a software upgrade and a con 
figuration upgrade, upgrades are distinguishable by whether 
any of the mesh APS (or other mesh points) require rebooting. 
By a hard upgrade is meant an upgrade of one or more mesh 
APs that requires a reboot of all or some of the mesh APs of 
the mesh network. By a soft upgrade is meant an upgrade not 
requiring a reboot of any mesh AP of the mesh network. 
By a catastrophic upgrade is meant an upgrade that may 

break one or more backhaul links of the backhaul network. 
This may cause the mesh network to de-stabilize. Either soft 
or hard upgrades can be a catastrophic upgrade. 
Controller Software Upgrade. 
One embodiment of the invention is a method to upgrade 

Software in a controller. A Software upgrade is typically a hard 
upgrade because it requires a mesh AP to reboot—to re 
start—with the new software. In one embodiment, the mesh 
network includes two mesh controllers: A first mesh control 
ler, shown as controller 121 in FIG. 1, and called the active 
mesh controller, responsible for controlling the active WLAN 
mesh network, and a second controller, shown as controller 
123 in FIG. 1, and called a standby mesh controller, and 
responsible for providing redundancy to the active mesh con 
troller. The architecture of FIG.3 is not only applicable to the 
active controller 121, but also to the standby controller 123. 
Note that there may be other controllers present, and one such 
other controller 125 is also shown in FIG. 1. 

FIG. 4 shows one embodiment of a method 400 of upgrad 
ing the software in the active controller 121. In 401, the new 
software image for the controller is accepted. 403 includes 
updating the standby controller 123 with the accepted soft 
ware image. Once the standby controller 123 is upgraded, it is 
re-started. So far no downtime is involved. Process block 405 
includes switching the root AP and mesh APs (and possibly 
other mesh points) of the mesh network to the updated 
standby controller 123. This also typically includes no down 
time. Process block 407 includes updating the old active 
controller 121, including re-booting the old active controller 
121. Now both controllers are updated. Process block 409 is 
optional, and includes Switching the old standby controller 
123 to become the active controller, and the old active con 
troller 121 to become the new standby controller for the mesh 
network 100. Alternately, the controllers are switched again, 
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6 
so that controller 121 is once again the active controller, and 
controller 123 is the standby controller. 

In one embodiment, switching the root AP and mesh APs 
(and other mesh points) of the mesh network to the updated 
standby controller 123 includes instructing each AP (or other 
mesh point) one at a time to change over to be controlled by 
the standby controller 123 until all the mesh APs are con 
trolled by the controller 123. 

Note that many variations are possible. In general, the 
method includes updating one of the controllers with 
accepted software while the other controller controls the root 
access point and mesh access points, and Switching the root 
access points and the mesh access points of the mesh network 
to the updated Standby controller without interrupting opera 
tion of the mesh network, then updating the non-updated 
controller with the accepted software. 
The method 400 thus provides the controller with an 

updated software image with relatively little disruption. 
Upgrading Mesh APs by Pushing Out an Upgrade 
One embodiment of the invention includes the mesh con 

troller 121 pushing out an upgrade, e.g., a software upgrade or 
a configuration upgrade to the mesh APS of the mesh network, 
including the root access point. 

FIG. 5 shows one embodiment of a method 500 of upgrad 
ing mesh APS that includes a part that is implemented in the 
controller, and a part that is implemented in one or more 
access APs, including the root AP and other mesh APs. The 
method includes the mesh APs sending to the controller 
neighbor reports including information on the parent of each 
mesh AP sufficient for the controller to maintain a data struc 
ture on the tree topology of the mesh network. In 501, as a 
result of receiving the neighbor reports, the controller 121 
maintains a mesh topology data structure, shown as data 
structure 313 in the memory 309 of the controller 121 in FIG. 
3. The mesh topology data structure contains a tree topology 
of the wireless mesh network 100. 

In one embodiment, the tree topology is formed by the 
mesh APs discovering each other adaptively by potential 
parents broadcasting messages, and other mesh APs choosing 
to join a parent mesh AP as a child mesh AP to the parent 
based on radio parameters of received broadcasts. One 
embodiment uses Such a mesh tree topology forming a 
method called Adaptive Wireless Path Protocol (AWPP) by 
Cisco Systems, Inc. See for example, the article “How AWPP 
will make mesh networks easier to deploy.” Parts 1 and 2, by 
Neal Castagnoli, in Wireless Net Design Line, Dec. 5, 2005, 
CMP Media LLC, 600 Community Drive, Manhasset, N.Y. 
11030, downloadable (Sep. 28, 2006) aS 
www-dot-wirelessnetdesignline-dot-com/howto/ 
174900638 and www-dot-wirelessnetdesignline-dot-com/ 
how tof 174900407 at 
www-dot-wirelessnetdesignline-dot-com where -dot 
denotes the period “” in the actual URL. 

In one embodiment, the neighbor reports are sent to the 
controller as LWAPP neighbor reports that are sent by each 
mesh AP once the mesh AP joins the mesh network 100 by 
selecting a parent mesh AP, or when a mesh AP changes its 
parent. 
The method 500 further includes in 503 using a tree-walk 

ing method, also called a tree-traversal method that uses the 
maintained mesh topology data structure 313 to traverse the 
tree topology including each mesh node up to the leaf nodes 
of the tree topology. The tree-walking method is used to send 
an upgrade message to the root access point and to each mesh 
AP in the wireless mesh network until each mesh AP has 
received the upgrade message. 
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Many tree-walking methods are known, and would be 
known to those in the art, so such methods will not be 
described further herein other than stating that one tree-walk 
ing method use breadth first traversal, another uses depth first 
traversal. 
A mesh AP receiving the upgrade message is able to 

upgrade according to the contents of the upgrade message 
without necessarily disrupting the mesh network. 504 shows 
a mesh AP receiving the upgrade message, selecting to carry 
out the upgrade (if there is an option), carrying out the 
upgrade, e.g., downloading the Software, and in the case of a 
Soft upgrade, or in the case of a hard upgrade and the mesh AP 
being configured to send an acknowledgement, sending an 
acknowledgement message to the controller. 

In the case of a hard upgrade, the mesh AP in 504 waits for 
all mesh APs to receive the upgrade, and then for instructions 
from the controller to actually upgrade. 

In the case of a hard upgrade, in 503, the controller 121 
waits until all mesh APS have received an upgrade, e.g., until 
the tree-walk is complete. 

In 505, in the case of a hard upgrade, the controller 121 
sends a message to all mesh APS to reboot, for the upgrade to 
take effect. 

In 507, the controller receives acknowledgement messages 
from the upgrading mesh APS in the case of a soft upgrade, 
and from mesh APS that are configured to send an acknowl 
edgement in the case of a hard upgrade. 
One embodiment of the invention includes using the fol 

lowing LWAPP message types, and includes extending 
LWAPP to include these frame types. These LWAPP mes 
sages are called “LWAPP upgrade protocol messages.” The 
three frames are: 

1) An “LWAPP software upgrade message.” Such an 
LWAPP upgrade protocol message is sent by the mesh 
controller to the mesh APs or other controlled mesh APs 
using the tree walk in 503 of the method 500 of FIG.5 to 
cause a software upgrade. Like many other LWAPP mes 
Sages, an LWAPP configuration upgrade message is pay 
load-based. The message payload includes the new soft 
ware image, and in one embodiment, one ore more 
upgrade parameters, e.g., image version, image size, and 
so forth. 

2) An “LWAPP configuration upgrade message.” Such a 
message is sent by the mesh controller to the mesh APs 
or other controlled mesh APS to cause a configuration 
upgrade. Like many other LWAPP messages, an LWAPP 
configuration upgrade message is payload-based. The 
message may include different payloads, channel infor 
mation, data rate information, power setting informa 
tion, and so forth. 

3) "LWAPP upgrade ACK message.” Such an ACK mes 
sage is sent by a mesh AP or other controlled mesh APs 
to the mesh controller 121 to acknowledge that an 
upgrade has taken effect. In one version, an LWAPP 
upgrade ACK message optionally includes the location 
of the mesh AP so that the mesh controller can further 
tune its tree-walk method based on which mesh AP has 
completed the upgrade. 

In the case of a soft upgrade, not all mesh APS may choose 
to upgrade, so that all soft upgrades are acknowledged by 
sending an LWAPP upgrade ACK message in 504. In one 
embodiment, the not upgrading by a mesh AP is an option 
configurable from the controller. 

In the case of a hard upgrade, one embodiment of the mesh 
AP (or other mesh point) such as mesh AP111 shown in FIG. 
3 allows the mesh AP to be configured to send an LWAPP 
upgrade ACK message when upgraded. Not sending Such an 
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ACK message is acceptable because the controller 121 can 
reasonably expect that a mesh AP instructed to upgrade will 
So upgrade. Furthermore, in some cases, the upgrading mesh 
AP, when rebooting, may need to re-discover aparent. In Such 
a case, the hard upgrade is acknowledged by the re-discovery 
of the mesh AP, and such a mesh AP sending the controller an 
LWAPP neighbor report. If the mesh AP was configured to 
acknowledge a hard upgrade, the mesh AP further sends in 
504 the LWAPP upgrade ACK message to the controller. 

Each controller and each mesh AP (including the root AP 
101) that conform to LWAPP run an LWAPP state machine, 
also called a CAPWAP state machine, also an LWAPP state 
machine herein. In one embodiment, a modified instance of a 
mesh APLWAPP state machine is run as part of software 211 
in the memory 209 of the mesh AP111 shown in FIG. 2, and 
a modified instance of the controller LWAPP state machine is 
run as part of software 311 in the memory 309 of the control 
ler 121 shown in FIG. 3. FIG. 6 shows the states and the state 
transitions of each such modified LWAPP state machine. One 
of the states is an LWAPP Run state 601 in which normal 
operation of the controller 121 controlling a mesh AP, in the 
case of a controller LWAPP state machine, and of the mesh 
AP, e.g., the mesh AP111 operates in the case of a mesh AP 
LWAPP state machine. One embodiment of the mesh AP uses 
a mesh APLWAPP state machine with two additional states, 
a LWAPP Mesh Image Data state 603 in which the mesh AP 
runs as in the Run State, but with additional image download 
functions run in the background, and a LWAPP Wait to Reset 
state 605 in which the mesh AP runs as in the Run state, while 
in a wait state waiting for an instruction to reset. Furthermore, 
one embodiment of the controller 121 uses a controller 
LWAPP state machine with one additional state, a LWAPP 
Mesh Image Data state 603 in which the controller runs as in 
the Run state, but with additional image download functions 
run in the background. Note that for the Controller, the 
LWAPP Wait for Reset state is not necessary, and further, 
there is a transition from the controller's LWAPP Mesh Image 
Data State 603 to the controller's LWAPP Run State 601. 
Software Upgrade 
One type of hard upgrade is a Software upgrade. Typically, 

a software image, e.g., of the firmware in a mesh AP, is sent to 
the mesh AP by the controller, the mesh AP upgrades its 
Software by loading the new firmware image, and then 
restarts, e.g., reboots. 

In one embodiment, 503 includes the mesh controller send 
ing all necessary upgrade information to all mesh APs by 
using the maintained tree-topology data structure 313, and a 
tree-walking method. In the case of a software upgrade, the 
controller uses a tree-walking method to traverse each mesh 
AP in the mesh network as maintained in the mesh topology 
data structure 313, systematically sending an LWAPP soft 
ware upgrade message to each mesh AP, including the root AP 
to distribute new software image to all the mesh APs. The 
download continues until the controller known that all updat 
ing mesh APs have the new software. 
At 505, the controller, knowing that all mesh APs have the 

updated software, issues the mesh APs an LWAPP reset mes 
sage for the mesh APs to reset. 

In an alternate embodiment, rather than the controller issu 
ing all mesh APs an LWAPP reset message at the same time, 
the reset mechanism it layered so that different sets of mesh 
APs reboot at different times in a controlled manner. In one 
embodiment, the controller sends an LWAPPreset message to 
the root AP 101 to upgrade by rebooting to the upgraded 
Software, then, after, for example, an acknowledgement is 
received from the root AP that it has reset, the controller 121 
sends an LWAPP reset message to all the mesh APs that one 
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hop from the root AP to upgrade by rebooting to the upgraded 
Software, then, e.g., after an acknowledgement is received, 
the controller 121 sends an LWAPP reset message to all the 
mesh APs that two hops from the root AP to upgrade, and so 
forth. 

In another alternate embodiment, the layering is from the 
outside in. In such an alternate embodiment, after all mesh 
APs have the upgraded software, the controller sends an 
LWAPP reset message to mesh APs that are furthest from the 
root AP 101 to upgrade by rebooting to the upgraded soft 
ware, then, after, for example, an acknowledgement is 
received from these furthermost mesh APs, the next furthest 
mesh APs are rebooted by the controller 121 sending them an 
LWAPP reset message, and so forth, until the root AP 101 is 
upgraded by the controller sending the root AP an LWAPP 
upgrade message. 

According to the CAPWAP draft specification, each mesh 
AP and the controller 121 LWAPP state machines have an 
LWAPP Image Data state during which the controller can 
download the controller's latest version of the software image 
for the mesh AP For example, a mesh AP enters the LWAPP 
Image Data state when it successfully authenticates and joins 
the controller, determines that its software version number 
and the software version number advertised by the controller 
are different. In such a situation, the mesh AP transmits an 
LWAPP Image Data Request message requesting that a 
download of the controller's latest software be initiated, and 
the controller receives the LWAPP Image Data Request mes 
sage from the mesh AP and transmits an LWAPP Image Data 
Response message to the mesh AP, which includes at least a 
portion of the Software image. 

According to the CAPWAP draftspecification, there also is 
permitted a transition from the normal run state, called the 
LWAPPRun state, to the LWAPP Image Data state that occurs 
at the controller and includes the controller transmitting an 
LWAPP Image Data Request message to the mesh AP that 
contains an LWAPP Initiate Download message element to 
instruct the mesh AP to initiate a software upgrade. 
One embodiment of the invention uses a similar method but 

with the controller in the LWAPP Mesh Image Data state 603. 
Thus, in one embodiment, the preparing for a software 
upgrade in 503 by using the maintained data structure 313 and 
carrying out the tree-walk includes the controller transition 
ing to its LWAPP Mesh Image Data state 603, then, while it is 
still controlling mesh APs, that is while in the run state, in the 
background sending an LWAPP Software upgrade message 
that includes, e.g., is in the form of an LWAPP Image Data 
Request message containing an LWAPP Initiate Download 
message element to indicate to a receiving mesh AP that is 
should initiate its own upgrade by sending an LWAPP Image 
Data Request message to the controller 121. Each mesh AP 
receiving an LWAPP Image Data Request message with the 
LWAPP Initiate Download message element transitions to its 
LWAPP Mesh Image Data state that maintains the mesh AP in 
the run state, while in the background, the mesh AP responds 
to the controller by transmitting an LWAPP Image Data 
Request message to the controller 121, with an LWAPP 
Image Filename message element included that is used to 
initiate the firmware download process and contains the Soft 
ware image filename, which the controller Subsequently 
transfers to the Mesh AP viaan LWAPPImage Data Response 
message containing an LWAPP Image Data message element 
with at least part of the software. The Controller carries out 
this transfer in the background while in the LWAPP Mesh 
Image Data state 603. Therefore, no downtime occurs in the 
mesh AP or the controller during the transfer. The transfer 
itself may require several messages, so several transitions 
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from the LWAPP Mesh Image Data state 603 back to the same 
LWAPP Mesh Image Data state 603. 

In another embodiment, rather than the controller sending 
to each mesh AP a message to initiate its own Software 
upgrade in the sending in 503 as part of the tree-walk, the 
controller sends a new LWAPP software upgrade message 
that is similar to an LWAPP Image Data Response message 
containing an LWAPP Image Data message element, and 
which includes at least a portion of the software image. This 
causes the mesh AP to transition to its LWAPP Mesh Image 
Data state 603 to receive the software, and then to transition to 
the LWAPP Mesh Wait for Reset State 605 to wait to reset. 
The LWAPP Mesh Image Data state 603 is maintained at 

the controller and the mesh AP being upgraded during the 
Software download phase. Each message received by the 
mesh AP includes information as to whether or not the con 
troller has more data to send. This continues until all the 
software is received at the mesh AP. The downloading occurs 
in the background while the controller and mesh AP each 
continues normal operation, e.g., as in the respective LWAPP 
Run State 601. 
When an image download completes, the mesh AP enters 

the LWAPP Mesh Reset state, and waits for a message from 
the controller to reset. 
The Controller carries out 503 of the tree walk until each 

and every mesh AP (or other mesh point) has received the new 
software. 
At this stage, in 505 the controller issues a LWAPP Reset 

message for each mesh AP to reboot which terminates the 
connection. In the reset stage, the mesh APreboots. Returning 
to FIG. 5, the reboot is shown in 506. 
One embodiment of the invention in the mesh AP includes 

the mesh AP rebooting while maintaining knowledge of its 
parent so that after reboot, the mesh AP can re-connect with 
the same parent so that it is likely that the LWAPP tunnel to 
the controller via the parent remains connected. 

In one embodiment, each mesh AP includes a non-volatile 
memory 221 as part of memory 209. By non-volatile memory 
is meant memory whose contents Survive the re-start, e.g., 
reboot that occurs after a new software image is loaded. The 
mesh AP when operating stores at least the identity of its last 
parent mesh node as parent information 223 in the non-vola 
tile memory 221. In one embodiment, the mesh AP stores as 
parent information 223 its last few parents, and also stores 
potential parents from the mesh APs having received discov 
ery broadcasts from potential parents, such that, that after 
rebooting, the mesh AP need not undergo a complete tree 
discovery, but rather can re-connect with its previous parent. 
In Such a manner, because the re-connection happens rela 
tively fast, an LWAPP tunnel to the controller is maintained 
and the mesh AP need not undergo a new re-join of the mesh, 
including scanning/seeking for a new parent, a new re-au 
thentication, and a re-establishing a secure tunnel to the con 
troller. The inventor has found that in a real network, routing 
parents should not change across reboots. 

Thus, in the embodiment shown in FIG. 5, in the case of a 
hard update, 506 includes parent information 223 stored in 
non-volatile memory 221 when the reboot occurs. 

In 508 the mesh AP completes the reboots and reconnects 
to a parent, e.g., its last parent mesh AP to re-join the mesh 
network. In some embodiments, 508 might include a com 
plete parent discovery sequence. 
Configuration Upgrade 
A typical soft upgrade is a configuration upgrade in which 

the controller causes a change in the configuration of the mesh 
APS. 
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One embodiment of a method of carrying out a configura 
tion upgrade follows the flowchart shown in FIG. 5. Some 
configuration upgrades are hard upgrades, i.e., requiring a 
reboot, while others are soft upgrades. 

Another embodiment includes using action frames accord 
ing to the IEEE802.11h standard. FIG. 7 shows one embodi 
ment of a method 700 of carrying out a configuration upgrade. 
Shown are processes that are carried out in the controller 121, 
in the root AP 101, and in one or more other mesh APs of the 
network. FIG. 7 assumes that the upgrade is a Soft upgrade or 
a hard upgrade in which the root AP and the mesh APs are 
configured to send acknowledgement messages as a result of 
a pending upgrade. 

For the case of Such a configuration upgrade, the inventor 
noticed that present day centrally controlled mesh networks 
include the ability for a controller to send an LWAPP con 
figuration response message that includes "dot11h' payload 
for a channel change for propagation in a mesh network via 
the root access point. Embodiments of the invention extend 
this to other configuration changes that are pushed out to all 
the mesh APs in the mesh network. In the case of a configu 
ration upgrade message, in 701, the mesh controller 121 
sends an LWAPP configuration upgrade message to the root 
AP 101. Once the root AP 101 receives this message in 702, 
it upgrades and sends the acknowledgement for the upgrade. 
In 708, the root AP 101 forms IEEE 802.11h ACTION-like 
frames with the LWAPP upgrade information, and sends the 
ACTION-like frames to its directly connected children to 
propagate the LWAPP upgrade information. The reader is 
assumed to be familiar with the IEEE 802.11h standard. Ref 
erences hereinto the IEEE 802.11h Standard refer to the 2003 
version. See, for example, ISO/IEC 8802-11:2005/Amd 
5:2006 (IEEE Std 802.11h-2003) (Amendment to ISO/IEC 
8802-11:2005). In addition to traditional ACTION frames 
that handle channel change, one embodiment includes using 
one of a set of what are called ACTION-like frames for other 
configuration parameters. One new ACTION-like frame 
includes power setting information; another new ACTION 
frame includes data rate information. Yet another new 
ACTION frame includes range information, and so forth. 
The Action frame is an IEEE 802.11 frame of type “man 

agement” and subtype “Action.” The frame body includes an 
Action field, and the Action field includes a category field and 
an Action details field. Table 19a of the IEEE 802.11h Stan 
dard defines some category values. For example, a channel 
change would be under the defined category of spectrum 
management, which is defined in the IEEE 802.11 has value 
0. Power setting, range setting, and data rate setting are new 
categories, and some of the unused category values are used 
in one embodiment of the invention for the new Action 
frames. The Action details field of an Action frame is 
described in Section 7.4 of the IEEE 802.11h Standard. The 
Action details field includes, for the category, a 1-byten 
Action field, and a variable length information element for the 
particular action. In this manner, new Action frames are defin 
able for each type of configuration upgrade, e.g., for causing 
a channel Switch in a radio interface, causing a power setting 
in a radio interface, causing a data rate setting in a radio 
interface, and causing a range setting. Alternate embodiments 
include fewer or more configuration capabilities. 

In 706, each mesh AP receives the upgrade message in for 
the form of one or more IEEE 802.11h ACTION-like frames, 
upgrades as necessary, and sends an upgrade ACK for its 
upgrade to its immediate parent for relay to the controller. In 
710 the receiving mesh AP propagates the LWAPP upgrade 
information to its child mesh APs until there is no directly 
connected child remaining to send to. In 712, each mesh AP 
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12 
receives ACKs from its children or relayed ACKs from further 
down the tree, and relays such ACKs to its parent. 

In some embodiments, each mesh AP waits appropriately 
and/or sends multiple copies of the LWAPP upgrade infor 
mation and/or receives LWAPPUpgrade ACK information to 
reliably ensure that all intended recipient mesh APs have 
received the LWAPP upgrade information. This method 
requires reliability for backhaul upgrade propagation mes 
sages so that a network upgrade is robust. 

In 714 the root mesh AP receives ACKs from its children 
and from further down the tree. The root mesh AP relays all 
received ACKs to the controller in the form of an LWAPP 
upgrade ACK message. 

In 715, the controller receives the LWAPP upgrade ACK 
messages sent by the root AP for the root mesh AP and all 
other mesh APs that sent an ACK. 
The controller waits until there are no more mesh APs to 

upgrade, e.g., from which to receive ACKS. 
Note that presented herein are embodiments of a “push' 

method initiated and driven by the mesh controller 121 that 
have the potential to reduce upgrade downtime of mesh nodes 
compared to known methods of carrying out an upgrade. Note 
that, in order to be fully compatible with an up-and-opera 
tional network, new mesh nodes joining the network will need 
to use existing LWAPP image upgrade methods such as when 
joining a controller, checking software version, and if not-up 
to-date initiating a Software image download. 
The mesh topology may change dynamically while 

upgrade pre-processing is in progress. One embodiment 
includes the tree-walking method of 503 flagging each com 
pleted mesh AP in the tree topology data structure 313. Such 
a method also is designed to be robust so that when topology 
changes are learnt via LWAPP mesh neighbor reports, the 
upgrade processing of 503 is not affected. 

Thus in one embodiment, each entry in the tree-topology 
data structure 313 includes a flag to indicate when a mesh 
node has (likely) been upgraded. 

Returning to FIG. 5, in one embodiment, the original tree 
structure is completed in 503, with acknowledgements 
received, as appropriate, in 505. In 509, the controller checks 
the possibly updated mesh topology to ensure all mesh APS 
have been flagged. If not, the controller sends the appropriate 
LWAPP upgrade message(s) to the missed mesh nodes. 

In an alternate embodiment, 503 (and 505) includes check 
ing on-the-fly whether or not the tree topology changes as 
indicated by receipt of LWAPP mesh neighbor reports 
received at the controller 121, and the checking that each node 
in any new topology is covered by the walk, if not, upgrading 
specific nodes is carried out on the fly so that an the end of 
505, the current topology has been upgraded. 

Note that FIG. 7 does not show the tree-walking part, that 
in this case, marks off ACKs as they are received at the 
controller so that the controller 121 knows when all mesh APs 
have been upgraded. Those in the art will understand that such 
marking off ACKs is readily added to the method shown in 
FIG. 7. 

It should be appreciated that although the invention has 
been described in the context of the IEEE 802.11 standard, the 
invention is not limited to Such contexts and may be utilized 
in various other applications and systems. 

Furthermore, it is to be understood that while the invention 
has in general been explained in terms of mesh APs, the 
invention is applicable to mesh points that do not have the AP 
functionality, and, for example, act as relay mesh points. 
Furthermore, although FIG. 2 shows a mesh AP that includes 
two physical radio interfaces, one for the backhaul network, 
and another for the access network, e.g., the basis service set 
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infrastructure network formed by the AP functionality of the 
mesh AP, the invention is applicable also to mesh APs that 
have a single physical radio interface; some APS may function 
with only a single radio for both the backhaul network and 
access network. 

In keeping with common industry terminology, the terms 
“base station.” “access point, and AP may be used inter 
changeably herein to describe an electronic device that may 
communicate wirelessly and Substantially simultaneously 
with multiple other electronic devices, while the terms “cli 
ent.” “mobile device' and “STA” may be used interchange 
ably to describe any of those multiple other electronic 
devices, which may have the capability to be moved and still 
communicate, though movement is not a requirement. How 
ever, the scope of the invention is not limited to devices that 
are labeled with those terms. 

While an embodiment has been described with a backhaul 
network for operation in an OFDM receiver with RF frequen 
cies in the 5 GHZ range and an access radio interface in the 2.4 
GHz range (the 802.11a and 802.11g variants of the IEEE 
802.11 standard), the invention may be embodied in receivers 
and transceivers operating in other RF frequency ranges. Fur 
thermore, while a device for operation conforming to the 
IEEE 802.11 standard has been described, the invention may 
be embodied in devices conforming to other standards and for 
other applications, including, for example other WLAN stan 
dards and other wireless standards. Applications that can be 
accommodated include wireless Ethernet, HIPERLAN 2, 
European Technical Standards Institute (ETSI) broadband 
radio access network (BRAN), and multimedia mobile access 
communication (MMAC) systems, wireless local area net 
works, local multipoint distribution service (LMDS) IF 
strips, wireless digital video, wireless USB links, wireless 
IEEE 1394 links, TDMA packet radios, low-cost point-to 
point links, voice-over-IP portable “cell phones' (wireless 
Internet telephones), etc. 

In the context of this document, the term "wireless” and its 
derivatives may be used to describe circuits, devices, systems, 
methods, techniques, communications channels, etc., that 
may communicate data through the use of modulated electro 
magnetic radiation through a non-Solid medium. The term 
does not imply that the associated devices do not contain any 
wires, although in Some embodiments they might not. 

Unless specifically stated otherwise, as apparent from the 
following discussions, it is appreciated that throughout the 
specification discussions utilizing terms such as “process 
ing.” “computing. "calculating.” “determining or the like, 
refer to the action and/or processes of a computer or comput 
ing system, or similar electronic computing device, that 
manipulate and/or transform data represented as physical, 
Such as electronic, quantities into other data similarly repre 
sented as physical quantities. 

In a similar manner, the term “processor may refer to any 
device or portion of a device that processes electronic data, 
e.g., from registers and/or memory to transform that elec 
tronic data into other electronic data that, e.g., may be stored 
in registers and/or memory. A "computer or a "computing 
machine' or a "computing platform” may include one or 
more processors. 
The methodologies described herein are, in one embodi 

ment, performable by one or more processors that accept 
computer-readable (also called machine-readable) code con 
taining a set of instructions that when executed by one or more 
of the processors carry out at least one of the methods 
described herein. Any processor capable of executing a set of 
instructions (sequential or otherwise) that specify actions to 
be taken are included. Thus, one example is a typical process 
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14 
ing system that includes one or more processors. Each pro 
cessor may include one or more of a CPU, a graphics pro 
cessing unit, and a programmable DSP unit. The processing 
system further may include a memory Subsystem including 
main RAM and/or a static RAM, and/or ROM. A bus sub 
system may be included for communicating between the 
components. The processing system further may be a distrib 
uted processing system with processors coupled by a net 
work. If the processing system requires a display, Such a 
display may be included, e.g., a liquid crystal display (LCD) 
or a cathode ray tube (CRT) display. If manual data entry is 
required, the processing system also includes an input device 
Such as one or more of an alphanumeric input unit Such as a 
keyboard, a pointing control device Such as a mouse, and so 
forth. The term memory unit as used herein, if clear from the 
context and unless explicitly stated otherwise, also encom 
passes a storage system such as a disk drive unit. The pro 
cessing system in Some configurations may include a Sound 
output device, and a network interface device. The memory 
Subsystem thus includes a computer-readable carrier medium 
that carries computer-readable code (e.g., software) including 
a set of instructions to cause performing, when executed by 
one or more processors, one of more of the methods described 
herein. Note that when the method includes several elements, 
e.g., several steps, no ordering of Such elements is implied, 
unless specifically stated. The software may reside in the hard 
disk, or may also reside, completely or at least partially, 
within the RAM and/or within the processor during execution 
thereof by the computer system. Thus, the memory and the 
processor also constitute computer-readable carrier medium 
carrying computer-readable code. 

Furthermore, a computer-readable carrier medium may 
form, or be included in a computer program product. 

In alternative embodiments, the one or more processors 
operate as a standalone device or may be connected, e.g., 
networked to other processor(s), in a networked deployment, 
the one or more processors may operate in the capacity of a 
server or a client machine in server-client network environ 
ment, or as a peer machine in a peer-to-peer or distributed 
network environment. The one or more processors may form 
a personal computer (PC), a tablet PC, a set-top box (STB), a 
Personal Digital Assistant (PDA), a cellular telephone, a web 
appliance, a network router, Switch or bridge, or any machine 
capable of executing a set of instructions (sequential or oth 
erwise) that specify actions to be taken by that machine. 

Note that while some diagram(s) only show(s) a single 
processor and a single memory that carries the computer 
readable code, those in the art will understand that many of 
the components described above are included, but not explic 
itly shown or described in order not to obscure the inventive 
aspect. For example, while only a single machine is illus 
trated, the term “machine' shall also be taken to include any 
collection of machines that individually or jointly execute a 
set (or multiple sets) of instructions to perform any one or 
more of the methodologies discussed herein. 

Thus, one embodiment of each of the methods described 
herein is in the form of a computer-readable carrier medium 
carrying a set of instructions, e.g., a computer program that 
are for execution on one or more processors, e.g., one or more 
processors that are part of a mesh AP or that are part of a 
controller. Thus, as will be appreciated by those skilled in the 
art, embodiments of the present invention may be embodied 
as a method, an apparatus such as a special purpose apparatus, 
an apparatus Such as a data processing system, or a computer 
readable carrier medium, e.g., a computer program product. 
The computer-readable carrier medium carries computer 
readable code including a set of instructions that when 
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executed on one or more processors cause the processor or 
processors to implement a method. Accordingly, aspects of 
the present invention may take the form of a method, an 
entirely hardware embodiment, an entirely software embodi 
ment or an embodiment combining Software and hardware 
aspects. Furthermore, the present invention may take the form 
of carrier medium (e.g., a computer program product on a 
computer-readable storage medium) carrying computer 
readable program code embodied in the medium. 
The software may further be transmitted or received overa 

network via a network interface device. While the carrier 
medium is shown in an example embodiment to be a single 
medium, the term “carrier medium’ should be taken to 
include a single medium or multiple media (e.g., a centralized 
or distributed database, and/or associated caches and servers) 
that store the one or more sets of instructions. The term 
“carrier medium’ shall also be taken to include any computer 
readable storage medium that is capable of storing, encoding 
or carrying a set of instructions for execution by one or more 
of the processors and that cause the one or more processors to 
performany one or more of the methodologies of the present 
invention. A carrier medium may take many forms, including 
but not limited to, non-volatile media, and volatile media. 
Non-volatile media includes, for example, optical, magnetic 
disks, and magneto-optical disks. Volatile media includes 
dynamic memory, such as main memory. For example, the 
term “carrier medium’ shall accordingly be taken to included, 
but not be limited to, Solid-state memories, a computer prod 
uct embodied in optical and magnetic media, a medium bear 
ing a propagated signal detectable by at least one processor of 
one or more processors and representing a set of instructions 
that when executed implement a method. 

It will be understood that the steps of methods discussed 
are performed in one embodiment by an appropriate proces 
Sor (or processors) of a processing (i.e., computer) system 
executing instructions (computer-readable code) stored in 
storage. It will also be understood that the invention is not 
limited to any particular implementation or programming 
technique and that the invention may be implemented using 
any appropriate techniques for implementing the functional 
ity described herein. The invention is not limited to any par 
ticular programming language or operating System. 

Reference throughout this specification to “one embodi 
ment” or “an embodiment’ means that a particular feature, 
structure or characteristic described in connection with the 
embodiment is included in at least one embodiment of the 
present invention. Thus, appearances of the phrases "in one 
embodiment' or “in an embodiment in various places 
throughout this specification are not necessarily all referring 
to the same embodiment, but may. Furthermore, the particular 
features, structures or characteristics may be combined in any 
Suitable manner, as would be apparent to one of ordinary skill 
in the art from this disclosure, in one or more embodiments. 

Similarly it should be appreciated that in the above descrip 
tion of example embodiments of the invention, various fea 
tures of the invention are sometimes grouped together in a 
single embodiment, figure, or description thereof for the pur 
pose of streamlining the disclosure and aiding in the under 
standing of one or more of the various inventive aspects. This 
method of disclosure, however, is not to be interpreted as 
reflecting an intention that the claimed invention requires 
more features than are expressly recited in each claim. Rather, 
as the following claims reflect, inventive aspects lie in less 
than all features of a single foregoing disclosed embodiment. 
Thus, the claims following the Detailed Description are 
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16 
hereby expressly incorporated into this Detailed Description, 
with each claim standing on its own as a separate embodiment 
of this invention. 

Furthermore, while some embodiments described herein 
include some but not other features included in other embodi 
ments, combinations offeatures of different embodiments are 
meant to be within the scope of the invention, and form 
different embodiments, as would be understood by those in 
the art. For example, in the following claims, any of the 
claimed embodiments can be used in any combination. 

Furthermore, some of the embodiments are described 
herein as a method or combination of elements of a method 
that can be implemented by a processor of a computer system 
or by other means of carrying out the function. Thus, a pro 
cessor with the necessary instructions for carrying out such a 
method or element of a method forms a means for carrying 
out the method or element of a method. Furthermore, an 
element described herein of an apparatus embodiment is an 
example of a means for carrying out the function performed 
by the element for the purpose of carrying out the invention. 

In the description provided herein, numerous specific 
details are set forth. However, it is understood that embodi 
ments of the invention may be practiced without these spe 
cific details. In other instances, well-known methods, struc 
tures and techniques have not been shown in detail in order 
not to obscure an understanding of this description. 
As used herein, unless otherwise specified the use of the 

ordinal adjectives “first.” “second,” “third,' etc., to describe a 
common object, merely indicate that different instances of 
like objects are being referred to, and are not intended to 
imply that the objects so described must be in a given 
sequence, either temporally, spatially, in ranking, or in any 
other manner. 

All publications, patents, and patent applications cited 
herein are hereby incorporated by reference. 
Any discussion of prior artin this specification should in no 

way be considered an admission that such prior art is widely 
known, is publicly known, or forms part of the general knowl 
edge in the field. 

In the claims below and the description herein, any one of 
the terms comprising, comprised of or which comprises is an 
open term that means including at least the elements/features 
that follow, but not excluding others. Thus, the term compris 
ing, when used in the claims, should not be interpreted as 
being limitative to the means or elements or steps listed 
thereafter. For example, the scope of the expression a device 
comprising A and B should not be limited to devices consist 
ing only of elements A and B. Any one of the terms including 
or which includes or that includes as used herein is also an 
open term that also means including at least the elements/ 
features that follow the term, but not excluding others. Thus, 
including is synonymous with and means comprising. 

Similarly, it is to be noticed that the term coupled, when 
used in the claims, should not be interpreted as being limita 
tive to direct connections only. The terms “coupled' and 
“connected, along with their derivatives, may be used. It 
should be understood that these terms are not intended as 
synonyms for each other. Thus, the scope of the expression a 
device A coupled to a device B should not be limited to 
devices or systems wherein an output of device A is directly 
connected to an input of device B. It means that there exists a 
path between an output of A and an input of B which may be 
a path including other devices or means. "Coupled may 
mean that two or more elements are eitherin direct physical or 
electrical contact, or that two or more elements are not in 
direct contact with each other but yet still co-operate or inter 
act with each other. 
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Thus, while there has been described what are believed to 
be the preferred embodiments of the invention, those skilled 
in the art will recognize that other and further modifications 
may be made thereto without departing from the spirit of the 
invention, and it is intended to claim all Such changes and 
modifications as fall within the scope of the invention. For 
example, any formulas given above are merely representative 
of procedures that may be used. Functionality may be added 
or deleted from the block diagrams and operations may be 
interchanged among functional blocks. Steps may be added 
or deleted to methods described within the scope of the 
present invention. 

I claim: 
1. A method comprising: 
maintaining a mesh topology data structure containing 

information on a tree topology of a wireless mesh net 
work comprising mesh points, including a root access 
point and one or more other mesh points including at 
least one mesh access point, the root access point form 
ing a root of the tree topology; and 

using a tree-walking method to send an upgrade message to 
the root access point and to each other mesh point in the 
wireless mesh network until each mesh point has 
received the upgrade message, 

wherein receiving the upgrade message enables the receiv 
ing mesh point to upgrade according to contents of the 
upgrade message without necessarily disrupting the 
wireless mesh network, 

wherein in case the upgrade message is for an upgrade 
wherein none of the receiving mesh points needs to be 
rebooted, the method further comprises receiving an 
upgrade acknowledgement message from one or more 
mesh points that receive the upgrade message and that 
upgrade as a result of the receipt, and 

wherein in case the upgrade message is for an upgrade 
wherein the receiving mesh points need to be rebooted, 
said using the tree-walking method to send the upgrade 
continues until it is known that all meshpoints of the tree 
topology have received the upgrade message, the 
method further comprises sending a message to all the 
mesh points of the wireless mesh network to reboot once 
it is known that all mesh points of the tree-topology have 
received the upgrade message, 

wherein the upgrade message for a particular mesh point 
includes one or both a Software upgrade message com 
prising new operating software for the particular mesh 
point, and a configuration upgrade message comprising 
one or more new wireless mesh network configuration 
parameters for the mesh point. 

2. A method as recited in claim 1, wherein the upgrade 
message is for an upgrade wherein none of the receiving mesh 
points need to be rebooted, the method further comprising 
receiving an upgrade acknowledgement message from each 
mesh point that receives the upgrade message and upgrades as 
a result of the receipt. 

3. A method as recited in claim 1, wherein the upgrade 
message is for an upgrade wherein the receiving mesh points 
need to be rebooted, and wherein the using the tree-walking 
method to send the upgrade continues until all mesh points of 
the tree topology receive the upgrade message, the method 
comprising sending a message to the mesh points to reboot 
once all mesh points of the tree-topology have received the 
upgrade message. 

4. A method as recited in claim 3, wherein the upgrade 
message includes a software upgrade message comprising 
new software for the mesh point, and wherein the sending of 
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the upgrade message to a particular mesh point comprises 
downloading new software to the particular mesh point. 

5. A method as recited in claim 1, wherein the upgrade 
message includes a configuration upgrade message compris 
ing one or more new configuration parameters for the mesh 
point. 

6. A method as recited in claim 5, wherein the configuration 
parameters comprise channel change information. 

7. A method as recited in claim 5, wherein the configuration 
parameters comprise one or more of power setting informa 
tion and/or data rate information. 

8. A method as recited in claim 1, wherein the root access 
point and mesh access points are lightweight access points 
controlled by messaging to and/or from a controlled mesh 
point using a lightweight access point protocol, and wherein 
the upgrade message is a message in the lightweight access 
point protocol. 

9. A method comprising: 
sending an upgrade message to upgrade mesh points of a 

wireless mesh network, the wireless mesh network com 
prising a tree topology, including a root access point and 
one or more other mesh points including at least one 
mesh access point, the sending comprising using a tree 
walking method to send an upgrade message to the root 
access point and to each mesh point in the wireless mesh 
network until each mesh point has received the upgrade 
message, 

wherein the upgrade message to a mesh point is not a 
Software upgrade that required rebooting the mesh 
point, the upgrade message including a configuration 
upgrade message comprising one or more wireless net 
work configuration parameters for the mesh point 
including one or more of channel change information, 
power setting information, and/or data rate information, 
and 

wherein the root access point is operative to send one or 
more action messages to each intended mesh point com 
prising corresponding new configuration parameter or 
parameters, the sending of the action messages as a 
result of the root access point receiving the configuration 
upgrade message, 

and wherein receiving the action message or messages 
enables the receiving mesh point to upgrade its configu 
ration according to contents of the configuration 
upgrade message without necessarily disrupting the 
wireless mesh network, and without using any addi 
tional inactive mesh point that can become active while 
receiving mesh point upgrades, 

wherein the upgrade message to a mesh point is a Software 
upgrade that required rebooting the mesh point, said 
using the tree-walking method to send the upgrade con 
tinues until it is known that all mesh points of the tree 
topology have received the upgrade message, the 
method further comprises sending a message to all the 
mesh points of the wireless mesh network to reboot once 
it is known that all mesh points of the tree-topology have 
received the upgrade message, 

wherein the upgrade message for a particular mesh point 
includes one or both a software upgrade message com 
prising new operating software for the particular mesh 
point, and a configuration upgrade message comprising 
one or more new wireless mesh network configuration 
parameters for the mesh point. 

10. A method as recited in claim 9, wherein the configura 
tion parameters comprise channel change information. 
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11. A method as recited in claim 9, wherein the configura 
tion parameters comprise one or more of power setting infor 
mation and/or data rate information. 

12. A method as recited in claim 9, wherein the ACTION 
messages comprise IEEE 802.11h ACTION frames. 

13. A non-transitory computer-readable storage medium 
on which is encoded a set of instructions that when executed 
by at least one processor of a processing system cause the 
processing system to: 

maintain a mesh topology data structure containing infor 
mation on a tree topology of a wireless mesh network 
comprising mesh points, including a root access point 
and one or more other mesh points including at least one 
mesh access point, the root access point forming a root 
of the tree topology; and 

use a tree-walking method to send an upgrade message to 
the root access point and to each other mesh point in the 
wireless mesh network until each mesh point has 
received the upgrade message, 

wherein receiving the upgrade message enables the receiv 
ing mesh point to upgrade according to contents of the 
upgrade message without necessarily disrupting the 
wireless mesh network, 

wherein in case the upgrade message is for an upgrade 
wherein none of the receiving mesh points needs to be 
rebooted, the method further comprises receiving an 
upgrade acknowledgement message from one or more 
mesh points that receive the upgrade message and that 
upgrade as a result of the receipt, and 

wherein in case the upgrade message is for an upgrade 
wherein the receiving mesh points need to be rebooted, 
said using the tree-walking method to send the upgrade 
continues until it is known that all meshpoints of the tree 
topology have received the upgrade message, the 
method further comprises sending a message to all the 
mesh points of the wireless mesh network to reboot once 
it is known that all mesh points of the tree-topology have 
received the upgrade message, 

wherein the upgrade message for a particular mesh point 
includes one or both a Software upgrade message com 
prising new operating software for the particular mesh 
point, and a configuration upgrade message comprising 
one or more new wireless mesh network configuration 
parameters for the mesh point. 

14. A system comprising: 
a controller; 
a root access point coupled to the controller, and 
one or more other mesh points, including at least one mesh 

access point wirelessly coupled via a wireless mesh 
network to the root access point, the root access point 
and other mesh points forming a tree topology of mesh 
points in which the root access point is a root of the tree 
topology, the controller being operative to control opera 
tion of the wireless mesh network, 

wherein the controller is further operative to maintain a 
mesh topology data structure containing information on 
the tree topology, and wherein the controller is further 
operative to initiate an upgrade of the mesh points, com 
prising using a tree-walking method to send an upgrade 
message to the root access point and to each mesh point 
in the wireless mesh network until each mesh point has 
received the upgrade message, and 

wherein receiving the upgrade message enables the receiv 
ing mesh point to upgrade according to contents of the 
upgrade message without necessarily disrupting the 
wireless mesh network, 
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wherein in case the upgrade message is for an upgrade 

wherein none of the receiving mesh points needs to be 
rebooted, the method further comprises receiving an 
upgrade acknowledgement message from one or more 
mesh points that receive the upgrade message and that 
upgrade as a result of the receipt, 

wherein in case the upgrade message is for an upgrade 
wherein the receiving mesh points need to be rebooted, 
said using the tree-walking method to send the upgrade 
continues until it is known that all mesh points of the tree 
topology have received the upgrade message, the 
method further comprises sending a message to all the 
mesh points of the wireless mesh network to reboot once 
it is known that all mesh points of the tree-topology have 
received the upgrade message, 

wherein the upgrade message for a particular mesh point 
includes one or both a software upgrade message com 
prising new operating software for the particular mesh 
point, and a configuration upgrade message comprising 
one or more new wireless mesh network configuration 
parameters for the mesh point. 

15. A system as recited in claim 14, wherein the upgrade 
message is for an upgrade wherein the receiving mesh points 
need to be rebooted, and wherein the using of the tree-walk 
ing method to send the upgrade continues until all mesh 
points of the tree topology receive the upgrade message, the 
method comprising sending a message to the mesh points to 
reboot once all meshpoints of the tree-topology have received 
the upgrade message. 

16. A system as recited in claim 15, wherein the upgrade 
message includes a software upgrade message comprising 
new software for the mesh point, and wherein each mesh 
point is operative to wait for a message to reboot after receiv 
ing the new software, and further to reboot in response to 
receiving the message to reboot. 

17. A system as recited in claim 14, wherein the upgrade 
message includes a configuration upgrade message compris 
ing one or more new configuration parameters for the mesh 
point. 

18. A system comprising: 
a controller; 
a root access point coupled to the controller, and 
one or more other mesh points, including at least one mesh 

access point wirelessly coupled via a wireless mesh 
network to the root access point, the root access point 
and other mesh points forming a tree topology of mesh 
points in which the root access point is a root of the tree 
topology, the controller being operative to control opera 
tion of the wireless mesh network, 

wherein the controller is further operative to send an 
upgrade message using a tree-walking method to send 
the upgrade message to the root access point and to each 
mesh point in the wireless mesh network until each mesh 
point has received the upgrade message, 

wherein in case the upgrade message comprising one or 
more wireless network configuration parameters for the 
mesh points of the wireless mesh network wherein none 
of the receiving mesh points needs to be rebooted, 

the root access point is operative to respond to receiving the 
upgrade message, including upgrading according to the 
wireless network configuration parameters, sending an 
acknowledgement message to the controller, sending 
one or more action messages containing the one or more 
wireless network configuration parameters to each of its 
directly connected mesh points, waiting for acknowl 
edgements from other mesh points of the wireless mesh 
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network, and sending an acknowledgement message to 
the controller corresponding to the received acknowl 
edgements, 

wherein each other mesh point is operative to respond to 
receiving the action messages, including: 

upgrading according to the configuration parameters, 
sending an acknowledgement to its immediate parent in 
the tree topology, and 

in case that there are directly connected child mesh points, 
sending the one or more action messages to each of its 
directly connected child mesh points, waiting for 
acknowledgements from its child mesh points of the 
wireless mesh network, and sending an acknowledge 
ment to its parent corresponding to the received 
acknowledgements, and wherein the upgrading accord 
ing to the wireless network configuration parameters 
occurs without necessarily disrupting the mesh network, 
and without using any additional inactive mesh point 
that can become active while receiving mesh point 
upgrades, 
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wherein in case the upgrade message comprising Software 

upgrade message for the mesh points of the wireless 
mesh network wherein the receiving mesh points need to 
be rebooted, said using the tree-walking method to send 
the software upgrade message continues until it is 
known that all mesh points of the tree topology have 
received the Software upgrade message, the method fur 
ther comprises sending a message to all the mesh points 
of the wireless mesh network to reboot once it is known 
that all mesh points of the tree-topology have received 
the upgrade message, 

wherein the upgrade message for a particular mesh point 
includes one or both a software upgrade message com 
prising new operating software for the particular mesh 
point, and a configuration upgrade message comprising 
one or more new wireless mesh network configuration 
parameters for the mesh point. 
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