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Provided is a classification device capable of classifying time
series data of location information into groups in which con-
tinuity of time is secured. The classification device (100)
includes a data storage unit (110) that stores time-of-day
information and location information corresponding to the
time-of-day information, a sorting unit (120) that sorts the
location information in order of time using the time-of-day
information, a hidden Markov model storage unit (130) stor-
ing therein a left-to-right hidden Markov model containing a
plurality of states and in which a parameter is undetermined,
a Markov model output unit (140) that determines the param-
eter by inputting the location information sorted in order of
time into the hidden Markov model, and a classification unit
(150) that classifies each location information in one of the
plurality of states by inputting the location information sorted
in order of time into the hidden Markov model containing the
determined parameter.
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FIG. 7
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FIG. 10
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FIG. 13
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CLASSIFICATION DEVICE AND
CLASSIFICATION METHOD

TECHNICAL FIELD

[0001] The present invention relates to a device and a
method for classitying a plurality of pieces of location infor-
mation, and more particularly to a device and a method for
classifying a plurality of pieces of location information each
associated with time-of-day information.

BACKGROUND ART

[0002] Various methods have recently been developed that
utilize the global positioning system (GPS), radio-frequency
identification (RFID), an image sensor, a laser radar or the
like, for acquiring location information of a subject. By
recording the location information by such methods, the loca-
tion where the subject was at a certain time in the past can be
identified.

[0003] For example, studies are being made on the utiliza-
tion of records of a plurality of pieces of location information
(time series data of the location information) each associated
with time-of-day information, as a life log of the subject. In
some studies, specifically, a part of the location information
constituting the life log, the part representing physically close
locations, is selectively grouped so as to classify the life log
by events that are significant to the user. Such classification
facilitates searching of the past life log of the subject.
[0004] Now, the movement pattern ofthe subject seen in the
life log widely varies depending on the purpose. When the
purpose of the activity of the subject is “sight-seeing” or
“strolling” for example, the time series data of the relevant
location information concentrates in a relatively small range.
However, when the purpose of the activity is “transfer” from
one place to another, the time series data of the relevant
location information is recorded as data showing a movement
toward a specific direction.

[0005] To classify the time series data of the location infor-
mation, simply grouping the location information represent-
ing physically close locations is not suitable. For example, the
location information acquired during the “transfer” repre-
sents locations that are physically distant from each other, and
therefore such information is not classified into a single group
of “transfer”, but into a plurality of groups (fragmented).
[0006] On the other hand, a statistical model can be utilized
for classification into groups each representing activities of a
similar pattern. For example, PTL 1 proposes processing the
time series data of the location information on the basis of a
hidden Markov model (HMM), thereby classifying the time
series data into units of the location information that presents
similar statistical dispersion.

CITATION LIST
Patent Literature

[0007] [PTL 1] Japanese Unexamined Patent Application
Publication No. 2009-25853
SUMMARY OF INVENTION
Technical Problem

[0008] The foregoing techniques have, however, a draw-
back in that the time series data of the location information is
unable to be classified into groups in which continuity in time
associated with the location information is secured.
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[0009] As an example, it will be assumed that the time
series data of the location information recorded during a
circular tour is to be classified. In the case where the location
information recorded at different opportunities represents
physically close locations, for example where the subject has
moved along generally the same route both in the outbound
and inbound ways, or has visited the same place a plurality of
times as shown in FIG. 1, it is impossible to distinguish those
different opportunities from each other.

[0010] Accordingly, as classified in FIG. 1, the location
information recorded on the outbound way and that recorded
on the inbound way are both grouped in “point B”, “point C”,
and “point D”. Thus, the classification result may be modeled
in a pattern that barely makes sense to the user.

[0011] The present invention has been accomplished in
view of the foregoing problem, and provides a classification
device and a classification method that allows time series data
of location information to be classified into groups in which
continuity in time associated with the location information is
secured.

Solution to Problem

[0012] Accordingly, the present invention provides a clas-
sification device including a data storage unit configured to
store a plurality of pieces of time-of-day information each
indicating a different time of day, and a plurality of pieces of
location information respectively associated with one of the
plurality of pieces of time-of-day information and indicating
a location where a subject was at an associated time of day; a
sorting unit configured to sort the plurality of pieces of loca-
tion information in order of time by using the plurality of
pieces of time-of-day information; a hidden Markov model
storage unit storing therein a left-to-right hidden Markov
model that contains a plurality of states and in which a param-
eter is undetermined; a Markov model output unit configured
to determine the parameter by inputting the plurality of pieces
of'location information sorted in order of time by the sorting
unit into the hidden Markov model, and output a defined
hidden Markov model containing the determined parameter;
and a classification unit configured to classify each of the
plurality of pieces of location information into one of the
plurality of states in order of time, by inputting the plurality of
pieces of location information sorted in order of time by the
sorting unit into the defined hidden Markov model.

[0013] The classification device thus configured can clas-
sify the time series data of the location information into
groups in which continuity in time associated with the loca-
tion information is secured. In other words, since the hidden
Markov model is employed, the plurality of pieces of location
information can be classified on the basis of the dispersion of
the location information. The dispersion of the location infor-
mation is often different depending on the type of events
experienced by the subject, and therefore the possibility is
improved that the plurality of pieces of location information
can be accurately classified with respect to each event.

[0014] Further, since the left-to-right hidden Markov
model in which the state transition is restricted is employed,
the classification can be performed under the assurance that
the continuity in time of the location information sorted in
order of time is secured. More specifically, since the states in
the left-to-right hidden Markov model are restricted from
transiting again to the state once reached, inputting the loca-
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tion information sorted in order of time into the hidden
Markov model results in the assurance that the continuity in
time is secured.

[0015] The classification device may further include a con-
tent storage unit configured to store a plurality of contents
respectively corresponding to one of the plurality of pieces of
location information; and a content output unit configured to
read out from the content storage unit, with respect to each of
the plurality of states, the content corresponding to the loca-
tion information classified into the corresponding state, and
output the content.

[0016] The above configuration allows the content corre-
sponding to the location information to be outputted in accor-
dance with the classification result with respect to each state,
thereby allowing the user to recognize the contents classified
by events corresponding to the state.

[0017] Preferably, the hidden Markov model storage unit
may store therein a plurality of left-to-right hidden Markov
models each containing a different number of states and in
each of which a parameter is undetermined. The Markov
model output unit may be configured to determine the param-
eter of each of N (N is an integer not fewer than 2) hidden
Markov models out of the plurality of hidden Markov models
stored in the hidden Markov model storage unit, and output N
defined hidden Markov models each containing the deter-
mined parameter, and the classification unit may be config-
ured to classify each of the plurality of pieces of location
information into one of the plurality of states contained in the
corresponding defined hidden Markov model, with respect to
each of the N defined hidden Markov models. The classifica-
tion device may further include a decision unit configured to
calculate a score indicating appropriateness of a classification
result generated by the classification unit with respect to each
of the defined hidden Markov models, and determine, as an
optimum classification result, a classification result the cal-
culated score of which satisfies a predetermined condition;
and a classification result output unit configured to output the
classification result determined by the decision unit.

[0018] Inthis case, the optimum classification result can be
selected among the plurality of classification results, on the
basis of the score indicating the appropriateness of the clas-
sification result, which leads to higher possibility that the user
can obtain the desired classification result.

[0019] Preferably, the decision unit may be configured to
determine, as the optimum classification result, the classifi-
cation result that has gained the highest score among the N
classification results.

[0020] In this case, the classification result that has gained
the highest score is determined as the optimum classification
result, which further improves the possibility that the user can
obtain the desired classification result.

[0021] Preferably, the Markov model output unit may be
configured to determine the parameter corresponding to a first
hidden Markov model and a second hidden Markov model
out of the plurality of hidden Markov models stored in the
hidden Markov model storage unit, and output a first defined
hidden Markov model and a second defined hidden Markov
model each containing the determined parameter. The classi-
fication unit may be configured to classify each of the plural-
ity of pieces of location information into one of the plurality
of states contained in the first defined hidden Markov model
to thereby generate a first classification result, and classify
each of the plurality of pieces of location information into one
of the plurality of states contained in the second defined
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hidden Markov model to thereby generate a second classifi-
cation result, and the decision unit may be configured to
calculate a first score indicating appropriateness of the first
classification result and a second score indicating appropri-
ateness of the second classification result, and determine the
classification result corresponding to the higher one of the
first score and the second score as the optimum classification
result.

[0022] In this case, the classification result that has gained
the higher score is determined as the optimum classification
result, which further improves the possibility that the user can
obtain the desired classification result.

[0023] Preferably, the first hidden Markov model may be a
hidden Markov model containing a fewest number of states,
and the second hidden Markov model may be a hidden
Markov model containing a second fewest number of states.
The decision unit may be configured to determine the first
classification result as the optimum classification result in the
case where the first score is equal to or higher than the second
score, and cause the Markov model output unit to determine
the parameter of a third hidden Markov model containing a
third fewest number of states in the case where the first score
is lower than the second score.

[0024] Sequentially processing the hidden Markov models
as above from the one containing a fewer number of states
results in reduced number of processing steps, which contrib-
utes to reduction of power consumption.

[0025] Preferably, the decision unit may be configured to
cause the Markov model output unit to repeat the determina-
tion of the parameter until a score corresponding to a hidden
Markov model containing an M-th fewest number of states
(M is an integer not fewer than 2) becomes equal to or lower
than a score corresponding to a hidden Markov model con-
taining an (M-1)th fewest number of states.

[0026] In this case, the classification result that has gained
the highest score is selected as the optimum classification
result, which further improves the possibility that the user can
obtain the desired classification result.

[0027] Preferably, the classification device may further
include an instruction reception unit configured to receive an
instruction of a user indicating the number of states of the
hidden Markov model. The hidden Markov model storage
unit may store therein a plurality of left-to-right hidden
Markov models each containing a different number of states
and in which a parameter is undetermined, and the Markov
model output unit may be configured to determine the param-
eter of the hidden Markov model containing the number of
states indicated by the instruction received by the instruction
reception unit.

[0028] Such a configuration allows the user to designate the
number of states. Since the number of states corresponds to
the number of groups into which the location information is to
be classified, and therefore the possibility that the user can
obtain the desired classification result can be further
improved.

[0029] Preferably, the parameter may contain a symbol
occurrence probability indicating a corresponding probabil-
ity distribution with respect to each state, the probability
distribution is assigned with a predetermined label formed on
the basis of a profile of the probability distribution, and the
classification unit may further be configured to attach the
label to each state and output the classification result with the
label.



US 2012/0209799 Al

[0030] Such an arrangement allows the classification result
to be outputted together with the label showing the feature of
the state, thereby facilitating the user to recognize which type
of group the classified location information belongs to.
[0031] The present invention may be realized not only as
the foregoing classification device, but also as a method
including the distinctive operations performed by the con-
stituents of the classification device, or as a program that
causes a computer to execute the distinctive operations. The
present invention may also be realized as a computer-readable
recording medium such as a CD-ROM having the program
recorded thereon, or information, data, or signals represent-
ing the program. In addition, the program, the information,
the data, and the signals may be distributed through a com-
munication network such as the Internet.

[0032] Further, a part or whole of the constituents of the
foregoing classification devices may be realized by a single
system large-scale integration (I.SI). The system LSI is a
super-multifunction LSI manufactured by stacking a plurality
of component units onto a single chip and, specifically, a
computer system including a microprocessor,a ROM, aRAM
and the like. The RAM stores a computer program

Advantageous Effects of Invention

[0033] The present invention allows time series data of
location information to be classified into groups in which
continuity in time associated with the location information is
secured.

BRIEF DESCRIPTION OF DRAWINGS

[0034] FIG. 1 is a schematic diagram showing a conven-
tional classification result.

[0035] FIG.2isablockdiagram showing a configuration of
a classification device according to an embodiment 1 of the
present invention.

[0036] FIG. 3 is a table showing examples of association
between time-of-day information and location information
according to the embodiment 1 of the present invention.
[0037] FIG. 4 is a flowchart showing an operation of the
classification device according to the embodiment 1 of the
present invention.

[0038] FIG. 5is a schematic diagram showing an example
of a left-to-right hidden Markov model according to the
embodiment 1 of the present invention.

[0039] FIG. 6isablock diagram showing a configuration of
a classification device according to a variation of the embodi-
ment 1 of the present invention.

[0040] FIG. 7 is a flowchart showing an operation of the
classification device according to the variation of the embodi-
ment 1 of the present invention.

[0041] FIG. 8 is a schematic diagram showing a classifica-
tion result according to the variation of the embodiment 1 of
the present invention.

[0042] FIG.9isablockdiagram showing a configuration of
a classification device according to an embodiment 2 of the
present invention.

[0043] FIG. 10 is a flowchart showing an operation of the
classification device according to the embodiment 2 of the
present invention.

[0044] FIG. 11 is a flowchart showing another operation of
the classification device according to the embodiment 2 of the
present invention.
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[0045] FIG. 12 is a block diagram showing a configuration
of a classification device according to a variation of the
embodiments of the present invention.

[0046] FIG. 13 is a flowchart showing an operation of the
classification device according to the variation of the embodi-
ments of the present invention.

[0047] FIG. 14is atable showing an example of association
between probability distribution and a label according to the
variation of the embodiments of the present invention.

DESCRIPTION OF EMBODIMENTS
Embodiment 1

[0048] Hereafter, a classification device and a classification
method according to embodiments of the present invention
will be described referring to the drawings.

Embodiment 1

[0049] First, the outline of the classification device accord-
ing to the embodiment 1 of the present invention will be
described. The classification device’according to the embodi-
ment 1 sorts a plurality of pieces of location information in
order of time and inputs the location information sorted in
order of time into a lefi-to-right hidden Markov model, to
thereby determine a parameter of the hidden Markov model.
Then the classification device inputs the location information
sorted in order of time into the hidden Markov model con-
taining the determined parameter, to thereby classify the plu-
rality of pieces of location information into one of a plurality
of states.

[0050] With the classification device thus configured
according to the embodiment 1, the location information can
be classified into groups in which continuity in time associ-
ated with the location information is secured.

[0051] Here, the expression “continuity in time is secured”
herein means that, when the location information associated
with the earliest time among all the pieces of location infor-
mation in a group is denoted as A and the location information
associated with the latest time is denoted as B, the condition
that “all such pieces of location information as associated
with a time posterior to A and anterior to B belong to the same
group as A and B” is established in all the groups upon
grouping the time series data of the location information.
[0052] In addition, the expression “statistical dispersion of
the location information is similar” herein means that, upon
modeling the time series data of shooting positions with the
hidden Markov model of a predetermined number of states,
the probability that two different pieces of location informa-
tion belong to the same state is relatively high.

[0053] Hereunder, a configuration of the classification
device according to the embodiment 1 of the present inven-
tion will be described.

[0054] FIG. 2is ablock diagram showing a configuration of
the classification device 100 according to an embodiment 1 of
the present invention. As shown therein, the classification
device 100 includes a data storage unit 110, a sorting unit 120,
a hidden Markov model storage unit 130, a Markov model
output unit 140, and a classification unit 150.

[0055] The datastorage unit 110 stores therein a plurality of
pieces of time-of-day information each indicating a different
time of day, and a plurality of pieces of location information
respectively associated with one of the plurality of pieces of
time-of-day information and indicating the location of a sub-
ject at the corresponding time of day. The data storage unit
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110 may be removably mounted in the classification device
100. The data storage unit 110 may be, for example, a mag-
netic disk such as a hard disk drive (HDD), a memory card, or
the like.

[0056] More specifically, the data storage unit 110 stores
time series data of the location information. The time series
data of the location information herein means the data repre-
senting the plurality of pieces of location information respec-
tively associated with one of the plurality of pieces of time-
of-day information. FIG. 3 is a table showing examples of the
time series data of the location information according to the
embodiment 1 of the present invention.

[0057] The time series data of the location information
includes the plurality of pieces of time-of-day information
and the plurality of pieces of location information. The time-
of-day information each indicates a different time of day, for
example represented by year/month/day/hour/minute/second
as shown in FIG. 3. The location information each indicates
the location of the subject associated with one of the time-of-
day information, for example represented by latitude/longi-
tude/altitude as shown in FIG. 3.

[0058] Regarding the examples shown in FIG. 3, the time
series data of the location information represents a plurality
of'pieces of content information indicating the time and loca-
tion at which each of the contents has been acquired. The
contents may be, for example, still images and movie data
taken by a camera. The content information includes the
time-of-day information indicating the time at which the con-
tent was shot (year/month/day/hour/minute/second), the
location information indicating the location where the con-
tent was shot (latitude/longitude/altitude), and a content ID
for identitying the corresponding content.

[0059] It should be noted that the examples shown in FIG.
3 are not intended to limit the format of the time series data of
the location information according to the present invention.
For example, the time series data of the location information
may only include the content ID, and the time-of-day infor-
mation and the location information may be recorded on the
header of the content, so as to be looked up when necessary.
Examples of the specification that allows the location infor-
mation to be recorded on the header of the content include an
exchangeable image file (Exif) and, for example, a JPEG file
or an MPEG file conforming to the Exif may be employed as
the content information.

[0060] Inaddition, the time series data of the location infor-
mation may or may not include the content ID, and it suffices
that the time series data include the time-of-day information
and the location information. For example, the time series
data of the location information may be data indicating a
transfer history of the subject, acquired by GPS or the like.
The subject is a body that moves and stops with the lapse of
time, and can be exemplified by various moving objects such
as a person, a domestic animal, other types of animals, a
carriage, and so forth.

[0061] Further, regarding the time series data of the loca-
tion information according to the present invention, the time-
of-day information may be such information that allows the
location information recorded earlier or later to be identified
in any given combination of different location information,
instead of directly indicating the time of day as shown in FIG.
3.

[0062] The sorting unit 120 sorts the plurality of pieces of
location information in order of time by using the plurality of
pieces of time-of-day information. More specifically, the
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sorting unit 120 sorts the location information included in the
time series data of the location information stored in the data
storage unit 110, in order of the time indicated by the time-
of-day information.

[0063] The hidden Markov, model storage unit 130 is a
memory storing therein a left-to-right hidden Markov model
containing a plurality of states and in which a parameter is
unknown. The hidden Markov model storage unit 130 may be
removably mounted in the classification device 100. The hid-
den Markov model is one of probability models, which con-
tains a plurality of states, and defines stochastic state transi-
tion and stochastic symbol output on the basis of the
parameter. The left-to-right hidden Markov model is an
example of the hidden Markov model in which the state
transition is restricted. More specifically, the left-to-right hid-
den Markov model is defined such that once a transition is
made from a state A to a state B, a backward transition to the
state A cannot be made thereafter.

[0064] The Markov model output unit 140 inputs the plu-
rality of pieces of location information sorted in order of time
by the sorting unit 120 into the hidden Markov model to
thereby determine the parameter, and outputs a defined hid-
den Markov model based on the determined parameter. In
other words, the Markov model output unit 140 determines
the parameter that has been unknown, by using the time series
data of the location information sorted in order of time by the
sorting unit 120 and the left-to-right hidden Markov model
containing a plurality of states and in which the parameter is
unknown, stored in the hidden Markov model storage unit
130, and outputs the left-to-right hidden Markov model con-
taining the determined parameter. The Markov model output
unit 140 employs, for example, a Baum Welch algorithm to
determine the parameter.

[0065] The classification unit 150 inputs the location infor-
mation sorted in order of time by the sorting unit 120 into the
defined hidden Markov model to thereby classify each of the
location information into one of the plurality of states in order
of time. In other words, the classification unit 150 generates
classification information by using the time series data of the
location information sorted in order of time by the sorting unit
120 and the left-to-right hidden Markov model containing the
parameter determined by the hidden Markov model output
unit 140. The classification unit 150 employs, for example, a
Viterbi algorithm to classify the location information. Here,
the classification information is the information indicating
the classification result, more specifically the result obtained
from classifying each of the plurality of pieces of location
information into one of the plurality of states.

[0066] The Markov model output unit 140 and the classifi-
cation unit 150 may perform a preliminary process including
interpolating data among the plurality of pieces of location
information sorted in order of time inputted thereinto, so that
time differences between sequentially adjacent pieces of
location information become constant. Alternatively, the
classification device 100 may include a preliminary process-
ing unit that performs the data interpolation.

[0067] In the case, for example, where acquisition of the
location information has failed for some reason and hence the
time series data containing a blank portion in the transfer
history of the subject has been inputted, the section where
acquisition of the location information has failed may affect
the classification result. Accordingly, the Markov model out-
put unit 140 and the classification unit 150 performs for
example linear interpolation, so as to estimate the location of
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the subject at the time that the location information could not
be acquired, and converts the time series data of the location
information into data in which the time differences between
the locations are constant. Thus, the Markov model output
unit 140 and the classification unit 150 input the converted
data into the hidden Markov model and the defined hidden
Markov model, respectively.

[0068] Examples of the hidden Markov model, methods to
determine the parameter, and specific examples of the classi-
fication method will be subsequently described.

[0069] As described above, the classification device 100
according to the embodiment 1 of the present invention clas-
sifies the location information by using the left-to-right hid-
den Markov model. Specifically, the classification device 100
sorts the location information in order of time, and inputs the
location information sorted in order of time into the hidden
Markov model in which the state transition is restricted, to
thereby determine the parameter. Then the classification
device 100 inputs the location information sorted in order of
time into the hidden Markov model containing the deter-
mined parameter, to thereby classify each of the location
information into one of the plurality of states.

[0070] Thus, since the state transition of the hidden Markov
model is restricted, the plurality of pieces of location infor-
mation sorted in order of time can be classified under the
assurance that continuity in time can be secured.

[0071] An operation of the classification device 100
according to the embodiment 1 of the present invention will
now be described hereunder.

[0072] FIG. 4 is a flowchart showing an operation of the
classification device 100 according to the embodiment 1 of
the present invention.

[0073] First, the sorting unit 120 acquires the location
information and the time-of-day information associated with
each other, i.e., the time series data of the location informa-
tion (S110). Here, the time series data of the location infor-
mation is stored in the data storage unit 110. The sorting unit
120 then sorts the location information in order of time
(S120).

[0074] The Markov model output unit 140 acquires the
left-to-right hidden Markov model containing a predeter-
mined number (2 or more) of states and in which a parameter
is unknown, stored in the hidden Markov model storage unit
130 (S130). More specifically, the Markov model output unit
140 acquires an initialized parameter of the hidden Markov
model, i.e., the initial value of the parameter of the hidden
Markov model.

[0075] Here, the parameter of the hidden Markov model
serves to define the model of the hidden Markov model, and
contains a state transition probability matrix A and a statisti-
cal parameter 8 of the probability distribution applicable to
each state. In addition, the parameter may contain symbol
occurrence probability indicating the corresponding prob-
ability distribution, with respect to each state.

[0076] The state transition probability matrix A is com-
posed of K rows by K columns, where K represents the
number of states, and is initialized such that the state transi-
tion is limited to either remaining in the same state or transi-
tion to a state that has not been reached. Equation 1 represents
an example of the initialized state transition probability
matrix A.
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[Math. 1]
apy ap ar k-1 ar g (Equation 1)
a1 axn 2 K-1) aLk
As . .
Ak-1)1 KK-1)2 -+ HK-1)(K-1) HK-DK
ak,1 ak ag, (k-1 ak.x
a;; l—aj 0 0 0
0 ayp l=-—ap ... 0 0
00 azs .. 0 0
0 0 0 - ag-nk-n 1= ag-nk-n
0 0 0 0 1
[0077] Forexample, the element a, ; at the i row of j column

of'the state transition probability matrix represents the prob-
ability that the state transits to the state j. In Equation 1, the
element a,, satisfies 0<a,, <1, and n=1, 2, 3, ..., K-1, and
hence a,, ,=0.5 (n=1, 2, 3, .. ., K-1) may be established. In
other words, the probability (a,, ,,) that the state remains the
same and the probability (1-a,, ) that the state transits to a
next state may both be equally set as 0.5, as the initial value of
the state transition probability matrix A.

[0078] The state transition probability matrix expressed as
Equation 1 is merely exemplary and the present invention is
not limited thereto. Although Equation 1 represents the case
where the state i may transit to either the state i or the state i+1,
the state i may be set so as to transit to a different state such as
a state i+2. In this case, however, the initial value is deter-
mined such that a backward transition cannot be made after-
wards to a state once reached. In addition, the initial value of
a,,, is not limited to 0.5, but may be different from each other
such as 0.3 fora,; and 0.6 for a,,.

[0079] Further, the initial value of the state transition prob-
ability matrix may be set such that a first state (for example,
state 1) may transit to the remaining K-1 pieces of states, and
that a next state (for example, state 2) may transit to K-2
pieces of states except for the state 1.

[0080]
bution applicable to each state may be expressed as K pieces

The statistical parameter 8 of the probability distri-
of vectors 0,, 0,, 05, . . ., O in L-th dimension, where K
represents the number of states and L represents the degree of
freedom of the probability distribution applicable to each
state, and the respective vectors are initialized so as to indi-
cate the initial value of the statistical parameter of the prob-
ability distribution applicable to the corresponding state.
Here, although the embodiment of the present invention
refers to the case where the probability distribution applicable
to each state is a bivariate normal distribution, different types
of probability distribution may naturally be employed, such
as an autoregression model.

[0081] Equation 2 represents an example of the statistical
parameter of the probability distribution applicable to each
state, according to the embodiment 1 of the present invention.
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[Math. 2]
M
b= (Zk ]

[0082] In Equation 2, i, represents the expectation of the
probability distribution applicable to the state k, and 2, rep-
resents a variance-covariance matrix of the probability distri-
bution applicable to the state k.

[0083] Among various methods of selecting the initial
value of the statistical parameter 0 of the probability distri-
bution, for example the expectation and variance-covariance
matrix of K pieces of clusters acquired through a clustering
method such as hierarchical clustering or K-means may be
adopted as the initial value. More specifically, the expectation
and variance-covariance matrix of the states acquired by clas-
sifying the actual data to be classified, i.e., the plurality of
pieces of location information stored in the data storage unit
110, by a predetermined clustering method may be adopted as
the initial value. Alternatively, the initial value of the statisti-
cal parameter 0 of the probability distribution may be a pre-
determined fixed value.

[0084] FIG. 5is a schematic diagram showing an example
of the left-to-right hidden Markov model. FIG. 5 illustrates
the hidden Markov model in which the number of states is
three. The number of states corresponds to the number of
groups into which the location information is to be classified.
[0085] Asshown in FIG. 5, for example, once the transition
is made from the state 1 to the state 2, a backward transition
to the state 1 will not be made thereafter. Thus, the left-to-
right hidden Markov model only permits either remaining in
the same state or a transition to a state that has not been
reached in the past.

[0086] Then the Markov model output unit 140 identifies
the parameter of the hidden Markov model (S140). More
specifically, the Markov model output unit 140 identifies the
parameter of the hidden Markov model by receiving the
inputs of the initialized parameter of the hidden Markov
model and the sorted time series data of the location informa-
tion. The Markov model output unit 140 employs, for
example, an algorithm known as Baum-Welch algorithm,
which is an example of an expectation maximization (EM)
algorithm, to determine the parameter of the hidden Markov
model.

[0087] An example of the procedure to determine the
parameter according to the embodiment 1 of the present
invention will now be described hereunder. For the purpose of
explaining the algorithm, the data to be inputted into the
hidden Markov model, i.e., the sorted location information
will be defined as the following Equation 3.

(Equation 2)

[Math. 3]
x=(X,% ..., Xp oo, Xz) (Equation 3)
[0088] The element x, represents a first location informa-

tion contained in the sorted time series data of the location
information. Specifically, X, is a two-dimensional vector indi-
cating a first latitude and longitude.

[0089] First, the Markov model output unit 140 calculates a
sum f,(i) of probability that a state n, of the i-th data becomes
k, out of the joint probability of all the states that a partial
series X, 10 X, up to the i-th data of the time series data of the
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location information may assume (see Equation 4). This pro-
cedure is known as a forward algorithm.

[Math. 4]

FD=Pxy, ..., X;57;=k)

[0090] Then the Markov model output unit 140 calculates
probability b,(i) that a partial series X, , to X, from the (i+1)th
up to the L-th data is outputted when the i-th location infor-
mation of the time series data of the location information is in
the state k (see Equation 5). This procedure is known as a
backward algorithm.

(Equation 4)

[Math. 5]
b (=P, - - - s X7, 7,=k) (Equation 5)
[0091] The Markov model output unit 140 calculates prob-

ability. E (i) that the state n, of the i-th data is k in the time
series data of the location information, by the following
Equation 6 utilizing f,(i) and b,(1).

[Math. 6]

E(§)=P(m=kx)=f0)bx (D) P(x)
[0092] In Equation 6, P(x) represents the probability that x
defined as Equation 3 is outputted as the time series data of the
location information (symbol occurrence probability), which
may be calculated as the following Equation 7.

(Equation 6)

Math. 7]

P = ) fillace = ) aoserxbi(D) (Bquation 7)
k

L

[0093] However, e(x,) in Equation 7 represents the prob-
ability that the probability distribution of the state 1 outputs
the data x,, which is calculated as the following Equation 8 in
the embodiment 1 of the present invention.

[Math. 8]

(Equation 8)

e (x; | Z)—;ex {—l(x-— Ve - )}
1 X | s k_ZHIZkIUZ p 5 Wi Fie )™ 2\ Xi = Hy

[0094] Here, Equation 8 is intended for use in the case
where the probability distribution applicable to each state of
the hidden Markov model is a bivariate normal distribution,
and may naturally be modified in accordance with the prob-
ability distribution to be employed.

[0095] In addition, with reference to a; o and a, ; in Equa-
tion 7, “0” represents a special state indicating a beginning
and an end. In other words, a, , represents the probability that
the state k transits to the special state, and a, ; represents the
probability that the special state transits to the state 1.

[0096] Since the left-to-right hidden Markov model is
employed in the embodiment 1 of the present invention, it is
determined that the first stage is “1” and the final state is “K”.
Accordingly, in the case of k=K, a, , equals to 1 and in the
case of k*K, a, , equals to 0. Likewise, in the case of I=1, a, ,
equals to 1, and in the case of 1=1, a,; equals to 0.

[0097] Then the Markov model output unit 140 updates the
parameter of the hidden Markov model. More specifically, the
Markov model output unit 140 updates the statistical param-
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eter 0 of the probability distribution applicable to the state
transition probability matrix A and each state, by the follow-
ing Equation 9 utilizing f,(1), b,(1), and P(x) thus far obtained.

[Math. 9]
, Art (Equation 9)
a, ;= s
W
2
> xE(D)
M= SE®

D Ei = ) = 1)

s T ED

[0098] InEquation 9, A, ;may be calculated by the follow-
ing Equation 10.

[Math. 10]

Z SeDagper(xivy | py, Zb(i+1) (Equation 10)

Ayt =

P(x)

[0099] The terms a, /, p,', and 2, in Equation 9 represent
the updated state transition probability, expectation, and vari-
ance-covariance matrix, respectively. In addition, Equation 9
shows that the denominator of a, ;' is the total sum of the
probability that the state reached by the transition may
assume. The Markov model output unit 140 repeats such
updating of the parameter until the value of each parameter is
converged to a predetermined value. In this process, the
updating may be repeated until the likelihood of the param-
eter is converged to a predetermined value, instead of the
value of the parameter itself. Then the Markov model output
unit 140 outputs the hidden Markov model in which the
converged value is assigned to each parameter, as the defined
hidden Markov model to the classification unit 150.

[0100] Further, the Markov model output unit 140 may
determine the parameter either before, or after the updating as
the converged value, in the case where a difference between
the parameters before and after the updating is within a pre-
determined range. Alternatively, the Markov model output
unit 140 may repeat the updating process a predetermined
number of times. In this case, the Markov model output unit
140 outputs the hidden Markov model defined by the param-
eter acquired by the last updating.

[0101] Referring back to FIG. 4, finally the classification
unit 150 classifies the location information into one of the
plurality of states contained by the hidden Markov model
(S150). More specifically, the classification unit 150 inputs
the plurality of pieces of location information sorted in order
of time into the hidden Markov model in order of time, to
thereby classify the plurality of pieces of location information
into one of the plurality of states. For example, the classifi-
cation unit 150 classifies the location information into one of
the plurality of states by using the Viterbi algorithm.

[0102] As described above, the classification device 100
according to the embodiment 1 of the present invention
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employs the left-to-right hidden Markov model to classify the
location information. More specifically, the classification
device 100 sorts the plurality of pieces of location informa-
tion in order of time and inputs the plurality of pieces of
location information sorted in order of time into the left-to-
right hidden Markov model in which the state transition is
restricted, to thereby determine the parameter. Then the clas-
sification device 100 inputs the location information sorted in
order of time into the hidden Markov model containing the
determined parameter, to thereby classify the location infor-
mation into one of a plurality of states.

[0103] Thus, because of employing the hidden Markov
model, the classification device 100 according to the embodi-
ment 1 can classify the location information on the basis of
the dispersion of the location information. Since the disper-
sion of the location information is often different depending
on the type of events (sight-seeing, traveling, and so forth)
experienced by the subject, the possibility that the location
information can be accurately classified with respect to each
event is improved.

[0104] Further, since the state transition of the hidden
Markov model is restricted, the classification can be per-
formed under the assurance that the continuity in time of the
location information sorted in order of time is secured. Spe-
cifically, since the states in the left-to-right hidden Markov
model are restricted from transiting again to the state once
reached, inputting the location information sorted in order of
time into the hidden Markov model results in the assurance
that the continuity in time is secured.

[0105] As described above, the classification device 100
according to the embodiment 1 classifies the plurality of
pieces of location information sorted in order of time on the
basis of the left-to-right hidden Markov model. Therefore, the
location information can be classified in the sequence in
which the subject has experienced the states, with respect to
each of the events in which the subject has participated.

[0106] Although the embodiment 1 ofthe present invention
refers to the case where the plurality of pieces of location
information is classified, the contents corresponding to the
plurality of pieces of location information may be classified,
on the basis of the classification result of the plurality of
pieces of location information.

[0107] FIG. 6is ablock diagram showing a configuration of
a classification device according to a variation of the embodi-
ment 1 of the present invention. The classification device 200
shown in FIG. 6 further includes a content storage unit 260
and a content output unit 270, in addition to the configuration
of the classification device 100 shown in FIG. 2.

[0108] The content storage unit 260 stores therein a plural-
ity of contents respectively corresponding to one of the plu-
rality of pieces of location information. The content storage
unit 260 may be removably mounted in the classification
device 200. The content storage unit 260 may be constituted
of'a magnetic disk such as HDD, a memory card, or the like.

[0109] The content output unit 270 reads out, with respect
to each state, the content corresponding to the location infor-
mation classified into the corresponding state from the con-
tent storage unit 260, and outputs the content. The content
output unit 270 may include a display unit for example, so as
to display the classification result of the location information
and the content associated therewith. Alternatively, the con-
tent output unit 270 may output the classification result and
the associated content to an external display unit.
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[0110] FIG. 7 is a flowchart showing an operation of the
classification device 200 according to the variation of the
embodiment 1 of the present invention. Here, the operation up
to the step where the classification unit 150 classifies the
location information on the basis of the defined hidden
Markov model (S150) is the same as the operation shown in
FIG. 4.

[0111] The content output unit 270 outputs, with respect to
each state, the content corresponding to the classified location
information on the basis of the classification result (S260). As
shown in FIG. 8 for example, photos exemplifying the content
are displayed in five classified states, which are “vicinity of a
point A”, “transfer (outbound)”, “vicinity of a point B”,
“transfer (inbound)”, and “vicinity of a point C”. As is appar-
ent from comparison with FIG. 1, the continuity in time of the
content is secured and therefore the contents of the outbound
way and those of the inbound way are prevented from being
classified into the same state.

[0112] Thus, the classification device 200 according to the
variation of the embodiment 1 displays the states grouped into
units having a similar statistical dispersion of the location
information with the continuity in photo-shooting time
secured. Such an arrangement allows the user to view the
contents, for example those shot during a circular tour,
grouped by significant events.

[0113] Since the continuity in photo-shooting time of the
grouped contents is secured, the contents in each group are
composed of photos taken at close timings. Accordingly,
although the contents have similar statistical dispersion of the
location information, the contents shot at largely different
timings are classified into different groups. Consequently, the
user can view the contents more easily and smoothly remind-
ing the incidents in the past.

Embodiment 2

[0114] A classification device according to an embodiment
2 of the present invention is configured so as to classify a
plurality of pieces of location information with respect to
each of a plurality of left-to-right hidden Markov models each
containing a different number of states, to thereby determine
an optimum classification result.

[0115] Accordingly the optimum classification result can
be selected out of a plurality of classification results, which
further assures that the user can obtain the desired classifica-
tion result:

[0116] First, an example of the configuration of the classi-
fication device according to the embodiment 2 will be
described.

[0117] FIG.9isablockdiagram showing a configuration of
the classification device 300 according to the embodiment 2
of'the present invention. The classification device 300 shown
in FIG. 9 is different from the classification device 100 shown
in FIG. 2 in including a hidden Markov model storage unit
330, a Markov model output unit 340, and a classification unit
350 inplace of the hidden Markov model storage unit 130, the
Markov model output unit 140, and the classification unit
150, respectively, and in further including a decision unit 380
and a classification result output unit 390. The following
description primarily refers to the difference from the classi-
fication device 100 according to the embodiment 1, and the
description of the same, aspects will not be repeated.

[0118] The hidden Markov model storage unit 330 is a
memory storing therein the plurality of left-to-right hidden
Markov models in each of which a parameter is undeter-
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mined. The plurality of hidden Markov models each contains
a different number of states. In other words, the number of
states of the plurality of hidden Markov models is different
from each other. The hidden Markov model storage unit 330
may be removably mounted in the classification device 300.
[0119] The Markov model output unit 340 determines the
parameter of each of N pieces (N is an integer not fewer than
2) of hidden Markov models, out of the plurality of hidden
Markov models stored in the hidden Markov model storage
unit 330. Then the Markov model output unit 340 outputs N
pieces of defined hidden Markov models in each of which the
parameter has been determined. For example, the Markov
model output unit 340 may determine the parameter of all the
hidden Markov models stored in the hidden Markov model
storage unit 330.

[0120] The classification unit 350 classifies, with respect to
each of'the N pieces of defined hidden Markov models, each
of the location information into one of the plurality of states
contained in the corresponding defined hidden Markov
model. Accordingly, the classification unit 350 generates a
classification result with respect to one of the hidden Markov
models, in other words totally N pieces of classification
results.

[0121] The decision unit 380 calculates a score indicating
the appropriateness of the classification result generated by
the classification unit 350 with respect to each of the defined
hidden Markov models, and determines the classification
result the score of which satisfies a predetermined condition
as the optimum classification result. The decision unit 380
may, for example, determine the classification result that has
gained the highest score among the N pieces of classification
results as the optimum classification result. A specific
example of the score will be subsequently described.

[0122] The classification result output unit 390 outputs the
classification result determined by the decision unit 380.
[0123] As described above, the classification device 300
according to the embodiment 2 classifies the plurality of
pieces of location information with respect to each of the
plurality of left-to-right hidden Markov models each having a
different number of states, and determines the optimum clas-
sification result. Accordingly, since the optimum classifica-
tion result is selected out of the plurality of classification
results, which further assures that the user can obtain the
desired classification result.

[0124] An operation of the classification device 300
according to the embodiment 2 will be described hereunder.
[0125] FIG. 10 is a flowchart showing an operation of the
classification device 300 according to the embodiment 2 of
the present invention.

[0126] First, the sorting unit 120 acquires the location
information and the time-of-day information associated with
each other, from the data storage unit 110 (S110). The sorting
unit 120 then sorts the location information in order of time
(8120).

[0127] Then the Markov model output unit 340 acquires the
plurality of left-to-right hidden Markov models stored in the
hidden Markov model storage unit 330 (S330). More specifi-
cally, the Markov model output unit 340 acquires N pieces
(for example, all) of hidden Markov models.

[0128] The plurality of left-to-right hidden Markov models
is the same as that described with reference to the embodi-
ment 1. Since the plurality of hidden Markov models each
contains a different number of states, the initial values of the
parameters are also different.
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[0129] The Markov model output unit 340 then selects one
hidden Markov model about which the classification result is
not determined yet, out of the plurality of hidden Markov
models (S335), and determines the parameter of the selected
hidden Markov model (S340). The specific method of deter-
mining the parameter is the same as that described referring to
the embodiment 1, and hence the description will not be
repeated.

[0130] The classification unit 350 classifies the location
information into one of the plurality of states contained in the
defined hidden Markov model containing the determined
parameter (S350). At this stage, the classification result cor-
responding to the hidden Markov model selected by the
Markov model output unit 340 can be obtained.

[0131] The decision unit 380 decides whether the classifi-
cation result has been obtained with respect to all the hidden
Markov models acquired by the Markov model output unit
340 (S370). In the case where the classification results have
not been obtained from all the hidden Markov models (No at
S370), the decision unit 380 causes the Markov model output
unit 340 to select a next hidden Markov model and to calcu-
late the parameter of the selected hidden Markov model (re-
turn to S335).

[0132] In the case where the classification result has been
obtained from all the hidden Markov models (Yes at S370),
the decision unit 380 calculates the score with respect to each
classification result, and outputs the classification result that
has gained the highest score (S380).

[0133] Hereunder, the specific example of the score and a
calculation method thereof will be described.

[0134] The score is a value indicating the appropriateness
of the classification result, and calculated on the basis of, for
example, the plausibility of the classification result and the
amount of the parameter of the hidden Markov model.
Accordingly, the score becomes higher the more plausible the
classification result is, and becomes lower the greater the
amount of the parameter (for example, the number of states)
is.

[0135] More specifically, the decision unit 380 calculates
the score on the basis of a predetermined information crite-
rion with respect to each classification result. Examples of the
information criterion include a Bayesian information crite-
rion (BIC), and Akaike information criterion (AIC). The deci-
sion unit 380 calculates the score, for example on the basis of
the Bayesian information criterion, by the equation of
“score=log likelihood-parameter dependent term”. To be
more accurate, the decision unit 380 employs the following
Equation 11 to calculate the score.

[Math. 11]

Score = log(l(xy, ... , 1)) — glog(L) (Equation 11)
0136] InEquation 11, 1(*) represents the likelihood, p rep-
d P p rep

resents the total number of the statistical parameter of the
hidden Markov model, and L. represents the number of pieces
of the data x. The likelihood 1(*) may be calculated on the
basis of the following Equation 12.

Aug. 16,2012

Math. 12]
L (Equation 12)
x1, ... ,xp)=logP(x1, ... ,x1)= Z logP(x;)
=1
[0137] For Equation 12, P(x) may be obtained through

Equation 7. In addition, since the likelihood varies depending
on the parameter of the hidden Markov model, the likelihood
may be calculated with Equation 13.

Math. 13]
X1, ... ,x0|0) =logP(x1, ... ,x.180) (Equation 13)
L
=> w10
=1
[0138] In Equation 13, 6 represents the current parameter

of the hidden Markov model. More specifically, 0 represents
the state transition probability matrix A and the parameter 6,
of'k pieces of probability distribution.

[0139] As described above, the classification device 300
according to the embodiment 2 classifies the plurality of
pieces of location information with respect to each of the
plurality of left-to-right hidden Markov models each having a
different number of states, and determines the optimum clas-
sification result. More specifically, the classification device
300 calculates the score with respect to each classification
result, and determines the classification result that has gained
the highest score as the optimum classification result. Accord-
ingly, since the optimum classification result is selected out of
the plurality of classification results, which further assures
that the user can obtain the desired classification result.
[0140] Inthe case where the Markov model output unit 340
calculates the parameter and classifies the location informa-
tion with respect to two hidden Markov models, the Markov
model output unit 340 may determine the classification result
that has gained the higher score between the two classification
results as the optimum classification result. More specifically,
the Markov model output unit 340 first determines the param-
eter corresponding to each of a first and a second hidden
Markov model, out of the plurality of hidden Markov models
stored in the hidden Markov model storage unit 330. Then the
Markov model output unit 340 outputs the first defined hidden
Markov model and the second defined hidden Markov model
each containing the determined parameter.

[0141] The classification unit 350 generates a first classifi-
cation result on the basis of the first defined hidden Markov
model and the plurality of pieces of location information, as
well as a second classification result on the basis of the second
defined hidden Markov model and the plurality of pieces of
location information. The decision unit 380 then calculates a
first score indicating the appropriateness of the first classifi-
cation result and a second score indicating the appropriate-
ness of the second classification result, and determines the
classification result corresponding to the higher one of the
first score and the second score, as the optimum classification
result.

[0142] Further, although the classification device 300
according to the embodiment 2 of the present invention is
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configured so as to calculate the parameter and classity the
location information with respect to each of the plurality of
hidden Markov models and select the classification result that
has gained the highest score, the classification device 300
may calculate the parameter and classify the location infor-
mation sequentially from the hidden Markov model contain-
ing a fewer number of states.

[0143] FIG. 11 is a flowchart showing an operation of the
classification device 300 according to a variation of the
embodiment 2 of the present invention.

[0144] First, the sorting unit 120 acquires the location
information and the time-of-day information associated with
each other from the data storage unit 110 (S110). Then the
sorting unit 120 sorts the location information in order of time
(S120).

[0145] The Markov model output unit 340 then acquires a
first hidden Markov model containing the fewest number of
states among the plurality of hidden Markov models stored in
the hidden Markov model storage unit 330 (S430). Then the
Markov model output unit 340 determines the parameter of
the first hidden Markov model acquired as above (S140), and
outputs the first defined hidden Markov model containing the
determined parameter.

[0146] The classification unit 350 classifies each of the
location information into one of the plurality of states con-
tained in the first defined hidden Markov model, to thereby
generate the first classification result (S150).

[0147] The decision unit 380 calculates the first score indi-
cating the appropriateness of the first classification result. The
first score may be calculated in the same method as above. At
this stage the decision unit 380 is to compare the score (S470),
however since other scores have not been obtained yet (Yes at
S470), the decision unit 380 causes the Markov model output
unit 340 to determine the parameter of a next hidden Markov
model.

[0148] More specifically, the Markov model output unit
340 acquires, from the hidden Markov model storage unit
330, the hidden Markov model containing the fewest number
of states among the plurality of hidden Markov models about
which the classification result has not yet been obtained
(S475). In this example, the Markov model output unit 340
acquires a second hidden Markov model containing the sec-
ond fewest number of states among the hidden Markov mod-
els stored in the hidden Markov model storage unit 330.
[0149] Then the Markov model output unit 340 determines
the parameter of the second hidden Markov model thus
acquired (S140), and outputs the second hidden Markov
model containing the determined parameter.

[0150] Theclassification unit 350 then classifies each of the
location information into one of the plurality of states con-
tained in the second defined hidden Markov model, to thereby
generate the second classification result (S150).

[0151] Then, the decision unit 380 calculates the second
score indicating the appropriateness of the second classifica-
tion result. The second score may be calculated in the same
method as above. The decision unit 380 now compares the
first score and the second score (S470).

[0152] In the case where the first score is higher than the
second score (No at S470), the decision unit 380 determines
the first classification result as the optimum classification
result. Then the classification result output unit 390 outputs
the first classification result (S480).

[0153] In the case where the first score is lower than the
second score, i.e., the score has increased (Yes at S470), the
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decision unit 380 causes the Markov model output unit 340 to
determine the parameter of the hidden Markov model con-
taining the third fewest number of states. Accordingly, the
Markov model output unit 340 acquires the hidden Markov
model containing the third fewest number of states from the
hidden Markov model storage unit 330 (S475).

[0154] Thereafter, the decision unit 380 causes the Markov
model output unit 340 to likewise repeat the calculation of the
parameter until the M-th score (M is an integer not fewer than
2) corresponding to the hidden Markov model containing the
M-th fewest number of states turns out to be equal to or lower
than the (M-1)th score corresponding to the hidden Markov
model containing the (M-1)th fewest number of states. Thus,
the decision unit 380 compares the M-th score and the (M-1)
th score, and determines the classification result correspond-
ing to the hidden Markov model containing the (M-1)th
fewest number of states as the optimum classification result,
when the M-th score turns out to be equal to or lower than the
(M-1)th score.

[0155] As described above, the classification device 300
according to the embodiment 2 of the present invention cal-
culates the parameter and classifies the location information
sequentially from the hidden Markov model containing the
fewer number of states.

[0156] Generally, the greater the number of states is, the
higher the to likelihood becomes, to be converged to a prede-
termined value. Meanwhile, the greater the number of states
is, the greater number of parameters is involved. Since the
score is obtained by subtracting the number of parameters
from the likelihood, the score becomes higher as the number
of states increases and becomes lower after passing a prede-
termined maximal value. Accordingly, sequentially process-
ing the hidden Markov models from the one containing the
fewest number of states allows the classification result of the
highest score through fewer processing steps compared with
the case where the processing is performed with respect to all
the hidden Markov models.

[0157] Consequently, the classification device 300 accord-
ing to the variation of the embodiment 2 enables the optimum
classification result to be obtained through fewer processing
steps.

[0158] Although the classification device and the classifi-
cation method according to the present invention have been
described referring to the embodiments, the present invention
is in no way limited to the foregoing embodiments. Modifi-
cations that can be reached by those skilled in the art and
made to the foregoing embodiments, as well as combinations
of the constituents of different embodiments are included in
the present invention, unless deviating from the scope and
spirit of the present invention.

[0159] For example, the number of states of the hidden
Markov model may be selected in accordance with an instruc-
tion of the user. FIG. 12 is a block diagram showing a con-
figuration of a classification device 400 according to a varia-
tion of the embodiments of the present invention. In FIG. 12,
the constituents that are the same as those of the embodiments
1 and 2 will be given the same numeral, and the description
thereof will not be repeated.

[0160] The classification device 400 shown in FIG. 12 is
different from the classification device 100 shown in FIG. 2 in
including a hidden Markov model storage unit 330 and a
Markov model output unit 440 in place of the hidden Markov
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model storage unit 130 and the Markov model output unit
140, respectively, and in further including an instruction
reception unit 405.

[0161] The instruction reception unit 405, which is for
example a user interface, receives the instruction of the user
indicating the number of states of the hidden Markov model.
Here, the number of states of the hidden Markov model cor-
responds to the number of groups in which the plurality of
pieces of location information is to be classified. The instruc-
tion reception unit 405 may include a display unit that dis-
plays a graphical user interface (GUI) for receiving the
instruction of the user by causing the user to input a value
indicating into how many groups the user wishes to classify
the location information.

[0162] The Markov model output unit 440 determines the
parameter of the hidden Markov model containing the num-
ber of states selected by the instruction received by the
instruction reception unit 405. More specifically, the Markov
model output unit 440 first acquires the hidden Markov model
containing the number of states selected by the instruction
received by the instruction reception unit 405, from the hid-
den Markov model storage unit 330. Then the Markov model
output unit 440 inputs the plurality of pieces of location
information sorted in order of time into the hidden Markov
model, to thereby calculate the parameter.

[0163] Such aconfiguration allows the user to designate the
number of states, thereby further increasing the possibility
that the user can obtain the desired classification result.
[0164] A predetermined label may be assigned to the prob-
ability distribution applicable to each of the plurality of states
contained in the hidden Markov model, on the basis of the
profile of the probability distribution. In this case, the classi-
fication unit may output the classification result with the label
attached thereto with respect to each state.

[0165] FIG. 13 is a flowchart showing an operation of the
classification device according to another variation of the
embodiments of the present invention. Here, the operation up
to the step of obtaining the classification result (S110 to S150)
is the same as that shown in FIG. 4, and hence the description
will not be repeated.

[0166] The classification unit 150 selects, upon obtaining
the classification result, the label corresponding to the profile
of the probability distribution corresponding to each of the
plurality of states contained in the hidden Markov model, and
outputs the classification result with the label attached to each
classified state (S560). For example, the classification unit
150 may contain in advance a table showing the profiles of the
probability distribution and corresponding predetermined
labels respectively associated with each other.

[0167] FIG. 14 is a table showing an example of the asso-
ciation between probability distribution and the label accord-
ing to another variation of the embodiments of the present
invention. The profile of the probability distribution may be
determined by, for example, at least one of the expectation p
and the dispersion o>,

[0168] In the example shown in FIG. 14, in the case where
the dispersion 02 is small the label of “staying™ is associated,
and in the case where the dispersion 02 is great the label of
“moving” is associated. Thus, such expressions that define
the feature of the dispersion of the plurality of pieces of
location information, more particularly the feature of the
subject’s activities are employed for the labels.

[0169] The classification unit 150 thus outputs the label
made up on the basis of the profile of the probability distri-
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bution, together with the classification result. Attaching the
label facilitates the user to recognize which type of group the
classified location information belongs to. Accordingly, when
the classification of the contents corresponding to the location
information is completed, the user can search for the desired
content in a shorter time and thus the usability is improved,
which contributes to reduction of power consumption by the
classification device.

[0170] Although the optimum classification result is
selected out of the plurality of classification results in the
embodiment 2, the plurality of classification results may be
presented to the user so that the user can select the optimum
classification result.

[0171] The classification device according to the foregoing
embodiments may typically be realized as an L.SI which is a
semiconductor integrated circuit (IC). The classification
device realized as an IC may, for example, only include the
sorting unit 120, Markov model output unit 140, and the
classification unit 150 shown in FIG. 1, and the storage units
may be excluded. These units may be individually realized as
a single chip, or a part or whole of the units may be realized in
a single chip. Although the term “LSI” is adopted in the
foregoing passage, such terms as IC, system LSI, super LSI,
or ultra LSI may be adopted depending on the level of inte-
gration.

[0172] In addition, the form of integration is not limited to
the LSI, but an exclusive circuit or a general-purpose proces-
sor may be employed. Alternatively, a field programmable
gate array (FPGA) that can be programmed after manufac-
turing the LSI, or a reconfigurable processor that allows
reconfiguration of connection or setting of circuit cells in the
LSI may be employed.

[0173] Further, when a new technique of integration that
can be substituted for the LSI is developed with further
progress of the semiconductor technology or a derivative
technique, such new techniques may naturally be employed
for the integration of the functional blocks. One of the possi-
bilities is the application of the biotechnology.

[0174] Still further, a semiconductor chip in which the clas-
sification device according to the foregoing embodiments is
integrated and a display unit that draws an image may be
combined, so as to constitute drawing apparatuses applicable
to various purposes. Accordingly, the present invention is
applicable to information displaying apparatuses such as
mobile phones, TV sets, digital video recorders, digital video
cameras, car navigation systems, and so forth. Examples of
the display, units that can be employed in combination
include, in addition to brown tubes (CRT), flat displays such
as a liquid crystal or plasma display panel (PDP) and an
organic EL display, as well as a projection display typically
exemplified by a projector.

INDUSTRIAL APPLICABILITY

[0175] The classification device according to the present
invention can be advantageously applied to battery-driven
mobile display terminals such as mobile phones, mobile
music players, digital cameras, digital video cameras, and so
forth; menu display on high-definition information display
apparatuses such as TV sets, digital video recorders, car navi-
gation systems, and so forth; and information display on Web
browsers, editors, EPG, map displays, and so forth.
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REFERENCE SIGNS LIST

[0176] 100, 200, 300, 400 Classification device
[0177] 110 Data storage unit

[0178] 120 Sorting unit

[0179] 130, 330 Hidden Markov model storage unit
[0180] 140, 340, 440 Markov model output unit
[0181] 150, 350 Classification unit

[0182] 260 Content storage unit

[0183] 270 Content output unit

[0184] 380 Decision unit

[0185] 390 Classification result output unit
[0186] 405 Instruction reception unit

1. A classification device comprising:

a data storage unit configured to store a plurality of pieces
of time-of-day information each indicating a different
time of day, and a plurality of pieces of location infor-
mation respectively associated with one of the plurality
of pieces of time-of-day information and indicating a
location where a subject was at an associated time of
day;

a sorting unit configured to sort the plurality of pieces of
location information in order of time by using the plu-
rality of pieces of time-of-day information;

a hidden Markov model storage unit storing therein a left-
to-right hidden Markov model that contains a plurality
of states and in which a parameter is undetermined;

a Markov model output unit configured to determine the
parameter by inputting the plurality of pieces of location
information sorted in order of time by said sorting unit
into the hidden Markov model, and output a defined
hidden Markov model containing the determined
parameter; and

a classification unit configured to classify each of the plu-
rality of pieces of location information into one of the
plurality of states in order of time, by inputting the
plurality of pieces of location information sorted in
order of time by said sorting unit into the defined hidden
Markov model.

2. The classification device according to claim 1, further

comprising:

a content storage unit configured to store a plurality of
contents respectively corresponding to one of the plu-
rality of pieces of location information; and

a content output unit configured to read out from said
content storage unit, with respect to each of the plurality
of'states, the content corresponding to the location infor-
mation classified into the corresponding state, and out-
put the content.

3. The classification device according to claim 1,

wherein said hidden Markov model storage unit stores
therein a plurality of left-to-right hidden Markov models
each containing a different number of states and in each
of which a parameter is undetermined,

said Markov model output unit is configured to determine
the parameter of each of N (N is an integer not fewer than
2) hidden Markov models out of the plurality of hidden
Markov models stored in said hidden Markov model
storage unit, and output N defined hidden Markov mod-
els each containing the determined parameter, and

said classification unit is configured to classify each of the
plurality of pieces of location information into one of the
plurality of states contained in the corresponding
defined hidden Markov model, with respect to each of
the N defined hidden Markov models,
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said classification device further comprising:

a decision unit configured to calculate a score indicating
appropriateness of a classification result generated by
said classification unit with respect to each of the defined
hidden Markov models, and determine, as an optimum
classification result, a classification result the calculated
score of which satisfies a predetermined condition; and

a classification result output unit configured to output the
classification result determined by said decision unit.

4. The classification device according to claim 3,

wherein said decision unit is configured to determine, as
the optimum classification result, the classification
result that has gained the highest score among the N
classification results.

5. The classification device according to claim 3,

wherein said Markov model output unit is configured to
determine the parameter corresponding to a first hidden
Markov model and a second hidden Markov model out
of the plurality of hidden Markov models stored in said
hidden Markov model storage unit, and output a first
defined hidden Markov model and a second defined
hidden Markov model each containing the determined
parameter,

said classification unit is configured to classify each of the
plurality of pieces of location information into one of the
plurality of states contained in the first defined hidden
Markov model to thereby generate a first classification
result, and classify each of the plurality of pieces of
location information into one of the plurality of states
contained in the second defined hidden Markov model to
thereby generate a second classification result, and

said decision unit is configured to calculate a first score
indicating appropriateness of the first classification
result and a second score indicating appropriateness of
the second classification result, and determine the clas-
sification result corresponding to the higher one of the
first score and the second score as the optimum classifi-
cation result.

6. The classification device according to claim 5,

wherein the first hidden Markov model is a hidden Markov
model containing a fewest number of states,

the second hidden Markov model is a hidden Markov
model containing a second fewest number of states, and

said decision unit is configured to determine the first clas-
sification result as the optimum classification result in
the case where the first score is equal to or higher than
the second score, and cause said Markov model output
unit to determine the parameter of a third hidden Markov
model containing a third fewest number of states in the
case where the first score is lower than the second score.

7. The classification device according to claim 6,

wherein said decision unit is configured to cause said
Markov model output unit to repeat the determination of
the parameter until a score corresponding to a hidden
Markov model containing an M-th fewest number of
states (M is an integer not fewer than 2) becomes equal
to or lower than a score corresponding to a hidden
Markov model containing an (M-1)th fewest number of
states.

8. The classification device according to claim 1, further

comprising

an instruction reception unit configured to receive an
instruction of a user indicating the number of states of
the hidden Markov model,
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wherein said hidden Markov model storage unit stores Markov model, and outputting a defined hidden Markov
therein a plurality of left-to-right hidden Markov models model containing the determined parameter; and
each containing a different number of states and in classifying each of the plurality of pieces of location infor-
which a parameter is undetermined, and mation into one of the plurality of states in order of time,
said Markov model output unit is configured to determine by inputting the plurality of pieces of location informa-
the parameter of the hidden Markov model containing tion sorted in order of time in said sorting of the location
the number of states indicated by the instruction information, into the defined hidden Markov model.
received by said instruction reception unit. 11. A non-transitory computer-readable recording medium
9. The classification device according to claim 1, for use in a computer, said recording medium having a com-
wherein the parameter contains a symbol occurrence prob- puter program recorded thereon for causing a computer to
ability indicating a corresponding probability distribu- execute the classification method according to claim 10.
tion with respect to each state, 12. An integrated circuit that classifies a plurality of pieces
the probability distribution is assigned with a predeter- of'location information indicating a location of a subject and
mined label formed on the basis of a profile of the prob- respectively associated with one of a plurality of pieces of
ability distribution, and time-of-day information each indicating a different time of
said classification unit is further configured to attach the day, said integrated circuit comprising:
label to each state and output the classification result a sorting unit configured to sort the plurality of pieces of
with the label. location information in order of time by using the plu-
10. A classification method comprising: rality of pieces of time-of-day information;
acquiring, from a data storage unit, a plurality of pieces of a Markov model output unit configured to determine the
time-of-day information each indicating a different time parameter by inputting the plurality of pieces of location
of day, and a plurality of pieces of location information information sorted in order of time by said sorting unit
respectively associated with one of the plurality of into a left-to-right hidden Markov model containing a
pieces of time-of-day information and indicating a loca- plurality of states and in which a parameter is undeter-
tion where a subject was at an associated time of day; mined, and output a defined hidden Markov model con-
sorting the plurality of pieces of location information in taining the determined parameter; and
order of time by using the plurality of pieces of time-of- a classification unit configured to classify each of the plu-
day information; rality of pieces of location information into one of the
acquiring a left-to-right hidden Markov model containing a plurality of states in order of time, by inputting the
plurality of states and in which a parameter is undeter- plurality of pieces of location information sorted in
mined, from a hidden Markov model storage unit; order of time by said sorting unit into the defined hidden
determining the parameter by inputting the plurality of Markov model.

pieces of location information sorted in order of time in
said sorting of the location information, into the hidden ok Rk ok



