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2D/3D IMAGE FORMAT DETECTION

TECHNICAL FIELD

Embodiments presented herein relate to image formats for a 3D video
enabled device and more particularly to classifying image formats for a 3D

video enabled device.

BACKGROUND

The research in 3D imaging has gained a lot of momentum in recent years. A
number of 3D movies are being produced every year, providing stereoscopic
effects to the viewers. It is forecasted that soon there will be commercially
available 3D-enabled mobile communications devices (such as mobile

phones, so-called smart-phones, tablet computers, laptops, etc.).

Various 3D image and video formats coexist today. Some of the 3D image and
video formats are based on a left image and a right image. The left image is to
be seen by the left eye and the right image by the right eye. Various
techniques exist to make sure one eye does not see both images, including the
use of polarized screens and glasses, shutter based glasses and directional
views. Many products require the knowledge of a 3D format in order to work
properly. For example, a 3D video player typically needs to know how the left
and the right images are arranged before it is able to play the content. A set
top box typically needs to know the 3D format in order to properly place text

or graphics on top of the video content etc.

Currently, there is no standard for signaling 3D formats over networks. Many
standardization bodies are working on 3D-related standards, but it will take a
couple of years until a consensus has been reached. What exists today is the
HDMI 1.4a standard for transferring audio and video between devices and
screens. HDMI 1.4a defines a number of 3D formats including interlaced,
top-bottom, side-by-side and 2D + depth. One way of detecting the received
3D format is by manual detection. This process is cumbersome and should

preferably be avoided.
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In “3D image format identification by image difference,” by Tao Zhang in
Proceedings of IEEE International Conference on Multimedia and Expo, July
2010, pp.1415-1420 there is proposed two different detection methods
depending on if a format is assumed to be blending or non-blending. For the
so-called blending formats, a pixel from one view is always surrounded by
pixels from the other view. Examples of blending formats are interlaced and
checkerboard. A format is non-blending if pixels from one view are
surrounded by pixels from the same view except in places such as the view
boundary. Side-by-side and top-bottom formats are examples of non-
blending formats. The initial image is unpacked to the left and right view
image given an assumption on its format. For non-blending formats, the
author proposes computing an edge map on a difference between the left and
right images. To simplify the algorithm, the initial edge map has some of the
edges removed. The parameters used for edge removal as well as for
subsequent measuring of remaining edge widths and format identification
are based on the statistics of edge widths for these kinds of images. Non-
blending formats, on the other hand, are tested by comparing histograms of
left and right images. This algorithm may be considered as complex and
sensitive to the order in which the formats are tested. Namely, to achieve
higher accuracy, the authors propose to always test blending before non-
blending formats. However, even with this suggestion, the success rate is not

100%.

Hence in view of the above there is a need for improved classification of

different 3D formats.

SUMMARY

An object of the enclosed embodiments is to provide improved classification

of different 3D formats.

As noted above, one disadvantage of the method proposed in “3D image
format identification by image difference” is complexity. Edge detection in
combination with morphological operations for insignificant edge removal is

a computationally demanding process. Histogram matching further adds to
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complexity. Finally, the algorithm is sensitive to the order in which the
formats are being tested and does not in general guarantee the 100% success
rate. One particular object is therefore to provide reliable low-complexity

classification of different 3D formats.

According to a first aspect a method of classifying formats for a 3D video
enabled device is provided. The method comprises receiving a first image
packed in a first image format. The method further comprises unpacking the
first image into at least one second image format, thereby generating at least
one second image, wherein the at least one second image format is a 3D
image format for a 3D video enabled device. The method further comprises
determining smoothness for the first image and for the at least one second
image. The method further comprises classifying, from the determined
smoothness, the first image format to be one 3D image format as a result of
the at least one second image being smoother than the first image; or
classifying, from the determined smoothness, the first image format to be a
2D image format as a result of the first image being equally smooth or

smoother than the at least one second image.

Advantageously the disclosed method enables automatic format detection

based on the smoothness metric.

Advantageously the disclosed method is simple whilst providing a high
format prediction accuracy and is not sensitive to the order in which the

formats are tested.

According to a second aspect a computer program of classifying formats for a
3D video enabled device is provided. The computer program comprises
computer program code which, when run on a processing unit, causes the

processing unit to perform a method according to the first aspect.

According to a third aspect a computer program product comprising a
computer program according to the second aspect and a computer readable

means on which the computer program is stored are provided.
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According to a fourth aspect a device for classifying formats for a 3D video
enabled device is provided. The device comprises an image receiver arranged
to receive a first image packed in a first image format. The devices further
comprises an image unpacker arranged to unpack the first image into at least
one second image format, thereby generating at least one second image,
wherein the at least one second image format is a 3D image format for a 3D
video enabled device. The device further comprises a smoothness
determiner arranged to determine smoothness for the first image and for the
at least one second image. The devices further comprises a classifier arranged
to classity, from the determined smoothness, the first image format to be one
3D image format as a result of the at least one second image being smoother
than the first image; or to classify, from the determined smoothness, the first
image format to be a 2D image format as a result of the first image being
equally smooth or smoother than the at least one second image. The
functionalities of the image receiver, the image unpacker, the smoothness

determiner and the classifier may be implemented by a processing unit.

It is to be noted that any feature of the first, second, third and fourth aspects
may be applied to any other aspect, wherever appropriate. Likewise, any
advantage of the first aspect may equally apply to the second, third and/or
fourth aspects, respectively, and vice versa. Other objectives, features and
advantages of the enclosed embodiments will be apparent from the following
detailed disclosure, from the attached dependent claims as well as from the

drawings.

Generally, all terms used in the claims are to be interpreted according to their
ordinary meaning in the technical field, unless explicitly defined otherwise
herein. All references to "a/an/the element, apparatus, component, means,
step, etc.” are to be interpreted openly as referring to at least one instance of
the element, apparatus, component, means, step, etc., unless explicitly stated
otherwise. The steps of any method disclosed herein do not have to be

performed in the exact order disclosed, unless explicitly stated.
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BRIEF DESCRIPTION OF THE DRAWINGS

The disclosed embodiments are now described, by way of example, with

reference to the accompanying drawings, in which:
Fig 1 is a schematic diagram illustrating image packing into different formats;
Fig 2 is a schematic diagram showing functional modules of a device;

Fig 3 shows one example of a computer program product comprising

computer readable means;

Figs 4 and 5 are schematic diagrams illustrating image unpacking into

different formats;

Figs 6-8 are photographs where different image formats have been used;
Fig 9 illustrates a pixel surrounded by its neighbouring pixels;

Fig 10 is a schematic diagram illustrating columns in an image;

Fig 11 is a schematic diagram illustrating rows in an image;

Fig 12 is a schematic diagram illustrating different areas in an image; and
Fig 13 is a flowchart of a method according to embodiments.

DETAILED DESCRIPTION

The invention will now be described more fully hereinafter with reference to
the accompanying drawings, in which certain embodiments of the invention
are shown. This invention may, however, be embodied in many different
forms and should not be construed as limited to the embodiments set forth
herein; rather, these embodiments are provided by way of example so that
this disclosure will be thorough and complete, and will fully convey the scope
of the invention to those skilled in the art. Like numbers refer to like

elements throughout the description.
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Various 3D image and video formats coexist today. Some of the 3D image and
video formats are based on a left image 20 and a right image 22 as illustrated
in Fig 1 and as described above. Fig 1 also illustrates that the left image 20
and the right image 22 are down-sampled and then placed in one image
frame. For illustrative purposes, in all formats illustrated in Fig 1 the left
image part has been shaded and the right image part is white. In the so-called
side-by-side format 24 and the so-called top-bottom format 26, left and right
images are down-sampled in the horizontal or vertical direction respectively
before being packed in a single frame. A frame in the so-called interlaced
format 28 comprises left and right views down-sampled in vertical direction
and packed such that odd lines correspond to one view and even lines to the
other view. In the so-called checkerboard format 30, left and right views are
sampled in such a way that each line has interlaced pixels from each view,
yielding a mosaic format. The side-by-side format and the top-bottom
formats are examples of non-blending formats. The interlaced and
checkerboard formats are examples of blending formats. Side-by-side and
top-bottom formats are typically used for transmission of 3D video, whereas
interlaced and checkerboard formats are typically used as display input

formats.

As noted above, an object of the enclosed embodiments is to provide
improved classification of different 3D formats. A device 2 is therefore
provided. Fig 2 schematically illustrates, in terms of a number of functional
modules, the components of the device 2. A processing unit 4 is provided
using any combination of one or more of a suitable central processing unit
(CPU), multiprocessor, microcontroller, digital signal processor (DSP),
application specific integrated circuit (ASIC) etc., capable of executing
software instructions stored in a computer program product 14 (as in Fig 3).
In the device 2 the computer program product 13 may be stored in the
memory 6. Thus the processing unit 4 is thereby preferably arranged to
execute methods as herein disclosed. The client device 2 further comprises an
input/output (I/0) interface 8 having a transmitter 10 and a receiver 12, for

communicating with other devices. The processing unit 4 may in turn
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comprise an image receiver 4a, an image unpacker 4b, a smoothness
determiner 4c¢ and a classifier 4d, functionalities of which will be disclosed
below. The functionalities of the image receiver 4a, the image unpacker 4b,
the smoothness determiner 4c¢ and the classifier 4d may thus be implemented
by the processing unit 4. Other components, as well as the related
functionality, of the client device 2 are omitted in order not to obscure the

concepts presented herein.

Fig 13 is a flowchart illustrating embodiments of a method of classifying
formats for a 3D video enabled device. The method is preferably performed in
the device 2. The methods are advantageously provided as computer
programs 16. Fig 3 shows one example of a computer program product 14
comprising computer readable means 18. On this computer readable means
18, a computer program 16 can be stored. This computer program 16 can
cause the processing unit 4 of the device 2 and thereto operatively coupled
entities and devices to execute methods according to embodiments described
herein. In the example of Fig 3, the computer program product 14 is
illustrated as an optical disc, such as a CD (compact disc) or a DVD (digital
versatile disc) or a Blu-Ray disc. The computer program product could also
be embodied as a memory (RAM, ROM, EPROM, EEPROM) and more
particularly as a non-volatile storage medium of a device in an external
memory such as a USB (Universal Serial Bus) memory. Thus, while the
computer program 16 is here schematically shown as a track on the depicted
optical disk, the computer program 16 can be stored in any way which is

suitable for the computer program product 14.

In a step S2 a first image is received. The first image is received by the image
receiver 4a. The first image is packed in a first image format. The first image
format may be a format known by the device 2. In general, the device 2 is
configured to pack and unpack images in a number of different formats.
However, the device 2 does not beforehand know according to which one
format of these different formats the first image has been packed into. Thus,
the device 2 may not have any a priori knowledge regarding which of the

known formats the first image has been packed into.
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In order for the device 2 to determine what format the first image format is
the received image is unpacked. Thus, in a step S4 the first image is unpacked
into at least one second image format. The first image is unpacked by the
image unpacker 4b. Thereby at least one second image is generated where
each one of the at least one second image is in one of the at least one second
image format. The at least one second image is generated so that properties,
such as smoothness, can be compared between the first image and the at least
one second image. The at least one second image format is a 3D image format
for a 3D video enabled device. In general terms, a 3D video enabled device
may be a 3D TV, a 3D TV set top box, an integrated DVD or Blue-ray player, a
mobile 3D video device and any device which may be used for 3D video
communication. Hence the first image may, by means of the at least one
second format, be unpacked into a stereo pair. The unpacking follows the
inverse steps of image packing, as explained above with reference to Fig 1.
The process of unpacking is schematically illustrated by the arrows in Figs 4
and 5 for an image 28 packed in the interlaced format and an image 30
packed in a checkerboard format. The resulting unpacked left image 20’,
20”and unpacked right image 22°, 22” are then interpolated so that the
dimensions of the original left image 20 and right image 22 (as illustrated in
Fig 1) are obtained. For illustrative purposes, in all formats illustrated in Figs

4 and 5 the left image part has been shaded and the right image part is white.

The at least one second image format may or may not be equal to the first
image format. A number of steps may be executed to determine, by
classification, whether the at least one second image format is equal to the
first image format or not, or alternatively whether the first image format is
equal to another format (such as a third format) or not. The methods
disclosed herein are hence based on evaluating a smoothness criterion and

hence the first image format may be identified based on smoothness.

In general terms, a natural image is smoother than any image obtained by
some of the packing arrangements, such as interlaced 28 or checkerboard 30
for example. To illustrate this, Fig 6 shows an example of a 2D image 32. Two

frame-compatible 3D images (interlaced 34 as in Fig 7 and checkerboard 36
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as in Fig 8) are provided for comparison. The upper part of each figure shows
a zoomed-in part 32’, 34°, 36’ of the entire image 32, 34, 36 illustrated in the
lower part of each figure. Local variation of pixel values in the neighborhood
of each pixel is smaller for the 2D image and this measure can be used as a
reliable indicator of a format. The inventors of the enclosed embodiments
have discovered that these findings can be used for format detection, namely
that the correct image format is the one that produces the highest

smoothness indicator.

Therefore smoothness is in a step S6 determined for the first image and for
the at least one second image. The smoothness is determined by a
smoothness determiner 4c. Hence, smoothness is determined both for the
received first image and for the at least one second image which is an
unpacked version of the first image. In general there may be different ways to
determine smoothness. For example, the smoothness for one image may be
determined from a pixel intensity variation between neighbouring pixels in
said one image. Fig 9 and the following expression illustrate one example of a

smoothness metric:
1 1
sm_value(i, j)= > (p(Q, j)— pli+k, j+1)*, (1)
k=—1/=-1

that reflects the pixel intensity variation as a smoothness value “sm_ value”
for a pixel at position (i,j) and its immediate neighborhood determined by 1
number of pixels in vertical and horizontal direction, respectively. Fig 9
illustrates an image part 38 in which a center pixel (i,j) is related to its
neighbouring pixels by means of arrows. The total smoothness value for the
unpacked stereo pair may be obtained by summing the smoothness values
determined according to expression (1) for all the pixels in both images (i.e.
left and right). However, it should be clear to anyone skilled in the art that
other metrics as well as pixel neighborhood can be used instead. Moreover,
only parts of the images may be considered during the smoothness

determination and/or comparison. This may simplify the smoothness
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determination. It may also reduce the memory requirements involved for the

smoothness determination.

From the determined smoothness, the first image format is, in a step S8,
classified to be one 3D image format as a result of the at least one second
image being smoother than the first image. Likewise, the first image format
is, in a step S10, classified to be a 2D image format as a result of the first
image being equally smooth or smoother than the at least one second image.

The classifying is performed by the classifier 4d.

A straightforward way of detecting a format would be to unpack an image
according to all the possible formats. However, as is clear from steps S8 and
S10 the number of unpacking operations may be reduced by comparing

smoothness for the first image and the at least one unpacked image.

Regular 2D images are in general terms smoother than images packed in 3D
formats, such as the interlaced 28 or checkerboard 30 formats. Images
packed according to the side-by-side 24 or top-bottom 26 formats may
generally have similar smoothness as 2D images, with an exception of sharp
transitions around a mid-horizontal line (in case of top-bottom) or a mid-
vertical line (for side-by-side format). Therefore, additional criteria may be
set to further distinguish a 2D format from side-by-side and top-bottom

formats.

Further, the method of determining the first image format may be improved
by considering that 2D formats generally have similar smoothness as images
in the side-by-side and top-bottom formats (or any other non-blending
format). Hence, in general terms, the at least one second image format may
be chosen from a group of at least one blending image format and at least one
non-blending image format. As noted above, the side-by-side format and the
top-bottom formats are examples of non-blending formats whereas the
interlaced and checkerboard formats are examples of blending formats. Thus,
in case the at least one second image format is a blending format the second

image format may be from a group of an interlaced image format and a
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checkerboard image format. Likewise, in case the at least one second image
format is a non-blending format the second image format may be from a

group of a top-bottom image format and a side-by-side image format.

To further distinguish one blending format from another blending format the
step S4 of unpacking may comprise unpacking the first image into an
interlaced image format, thereby generating a first second image and/or
unpacking the first image into a checkerboard image format, thereby
generating a second second image. Hence, the first image may be unpacked
into two second images; a first second image and a second second image,
each being of a different format. Then the steps S8 and S10 of classifying may
comprise classifying the first image format to be an interlaced image format
as a result of the first second image being smoother than the first image and
the second second image. Likewise, the steps S8 and S10 of classifying may
comprise classifying the first image format to be a checkerboard image
format as a result of the second second image being smoother than the first
image and the first second image. If any of these pairs has smoother images
than the unpacked image, the first image format is neither in a 2D format nor
in a non-blending format. As a consequence thereof, if the smoothest image is

the unpacked first image, the format is 2D, top-bottom or side-by-side.

To further determine the first image format, the presence of possible large
pixel intensity variations around the mid-horizontal and mid-vertical lines
may be investigated. Such variations may typically be indicators of top-
bottom and side-by-side formats respectively. There may be different ways to
investigate the presence of such variations. For example, the following
expression may be used to determine the vertical pixel intensity variation
“ver_pixel_variation”, following the notation from Fig 10 where v1, v2, v3
and v4 denote four columns of pixels in the image 40 and where H is the

number of pixels in each column:

ver _ pixel variation = i |v2 @) —v, (l')| - %{i |v1 @ -v, (l')| + i |v3 @ -v, (1)@

i=1 i=1 i=1

(2a)
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For example, the following expression may be used to determine the
horizontal pixel intensity variation “hor_pixel_variation”, following the
notation from Fig 11 where h1, h2, h3 and h4 denote four rows of pixels in the
image 42 and where W is the number of pixels in each row:

hor _ pixel _variation = Z |, ()= s () —% DD = h (D + 2| ()~ 1, ()

i=1 j=1

(3a)

A ratio may then be determined between expressions (2a) and (3a) for at
least a part of the first image. For example, the format is side-by-side if

ver _ pixel _variation

: —— >th_sbs, where “th_sbs” is a first pre-determined
hor _ pixel variation

threshold. That is, if this ratio is larger than a first pre-determined threshold,
“th_sbs”, said first image format to be a side-by-side format. For example, if

hor _ pixel variation

the ratio >th _tbthe format is top-bottom. Thus, as a

ver _ pixel _variation
result of this ratio being larger than a second pre-determined threshold,

“th_tb” the first image format to be a top-bottom image format.
According to some embodiments, in addition to the above
“ver_pixel_variation” a second vertical pixel variation,
“ver_pixel_variation2”, is determined according to:

i=1 2 i=1 i=1

ver _pixel variation2 = i |v4 @) —vs (l')| - l{i |v3 @ -v, (l')| + i |v5 (@) —v, (1)@

(2b)

where the calculation in comparison to the determination of
“ver_pixel_variation” in expression (2a) has been shifted two pixels in
horizontal direction, following the notation from Fig 10 where v4 and v5

denote two additional columns of pixels in the image 40.
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A ratio may then be determined between expressions (2a) and (2b) for at
least a part of the image. For example, the format may be detected as side-by-

.. .. ver pixel variation
side if —prret >th _sbs.

ver _ pixel variation2

Likewise, in addition to the above “hor_pixel_variation” a second horizontal
ixel variation “hor_pixel variation2” may according to embodiments be
P y

determined according to:

hor _ pixel _variation2 = §:|h4 (i) — hs ()| - %{% |y (5) = 1, ()] + % |5 (i) = g (z')@

i=1 i=1

(3b)

where the calculation in comparison to the determination of
“hor_pixel_variation” in expression (3a) has been shifted two pixels in
vertical direction”, following the notation from Fig 11 where h5 and h6 denote

two additional rows of pixels in the image 42.

A ratio may then be determined between expressions (3a) and (3b) for at
least a part of the image. For example, the format may be detected as top-

bottom if hor _ pixel variation

>th tb.
hor _ pixel variation2 -

Finally, if the ratios between the horizontal and vertical pixel variation do not
exceed any of the thresholds, it is assumed that the format is 2D. Hence, a
result of the ratio between horizontal and vertical pixel intensity variations
being smaller than the first pre-determined threshold and the ratio between
vertical and horizontal pixel intensity variations being smaller than the
second pre-determined threshold, is that the first image format is a 2D image

format.

Asnoted above, th _sbs and th tb represent the thresholds indicating the

side-by-side and top-bottom formats respectively. They can be hard-coded or

obtained from the statistics of ratios between the pixel variations for different
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types of images. Note that this is just one of the ways of distinguishing

between the two formats.

In some cases each view in the side-by-side or top-bottom format could have
a colored border (normally black) around it, resulting in that the above
approach could have a difficulty to distinguish a side-by-side format or a top
bottom format from a 2D format. However, such a border could easily be
detected and removed by scanning for a solid color along and around the

mid-horizontal or mid-vertical line.

The disclosed embodiments may also be used to detect if an overlay object,
such as picture-in-picture, thumbnail or similar is present in a normal 2D
video at an expected position. Instead of checking for possible large pixel
intensity variations along a central line, large pixel intensity variations could
additionally and/or alternatively be checked for around an expected object
border. If the object exists large pixel intensity variation can be expected,

otherwise not.

In an alternative embodiment of the current invention a slightly different
approach may be used for distinguishing side-by-side-formats from top-

bottom formats from 2D formats.

Instead of checking for possible large pixel intensity variations along a central
line, a sufficiently large area could be selected in the first and second views.
Each line of the two areas is then summed up and the global difference
between the two areas is determined. To accommodate for horizontal shifts
between the two views, the calculation is repeated with different shifts d
between the first and the second view areas, as illustrated in Fig 12. The first
image may therefore be unpacked into at least one third image format,
thereby generating at least one third image, wherein the at least one third
image format is a non-blending format for a 3D video enabled device. Each
one of the at least one third image 44 includes a respective image pair
comprising a left view and a right view. A first area 46 in a left view and a

second area in the right view 48 are then selected. The first area and the
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second area have the same dimensions. A pixel difference between the first
area and the second area for at least one pixel shift between the first area and
the second area is then determined. The pixel difference “global_ditfs” for a

pixel shift d may be determined as

global _diff, =" {abs(i Py — Z Piy D (4)

=0

where w and h is the height and width of the selected areas of the views, paxy
and pexy are pixels in the left and right view and d denotes a shift as

illustrated in Fig 12.

Then, a minimum difference may be determined as the minimum of the
determined pixel difference over all shifts d. A ratio between the minimum
difference and the number of pixels in the first area may then be determined.
As a result of the ratio being larger than a third pre-determined threshold the
first image format is determined to be the at least one third image format. Put
in other words, to distinguish the unpacked format from a 2D format, the

minimum global shift averaged per pixel,

global _diff, ..
num _ pixels _in_area’

(5)

can be compared to the third pre-determined threshold. If the averaged
minimum global shift is below the threshold, an unpacked format of either
side-by-side or top-bottom has been detected; otherwise it is detected to not

be any of those formats.

Alternatively, to accommodate for the differences between different kinds of
content, the global differences can be calculated also in the vertical direction,
but using the same area and positions as optimized for the horizontal

direction. Then, if the ratio
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global _diff horizontal
global _diff vertical (6)

is close to 0 it is a strong indication that the unpacked format has been
detected (as side-by-side or top-bottom). If the ratio is close to 1, thisis a

strong indication that the unpacked format is not the correct format.

The invention has mainly been described above with reference to a few
embodiments. However, as is readily appreciated by a person skilled in the
art, other embodiments than the ones disclosed above are equally possible
within the scope of the invention, as defined by the appended patent claims.
For example, although only side-by-side, top-bottom, interlaced and checker
board 3D formats have been explicitly mentioned above it is to be understood
that the disclosed embodiments can be extended to other 3D formats,
including variations of the above mentioned formats. For example, although
it has been assumed that the 3D video corresponds to stereo video, it should
be clear to the skilled person that the disclosed embodiments equally apply
for other 3D formats as well, including video plus depth (V+D), Multiview
Video (MVV), Multiview Video plus Depth (MVD), Layered Depth Video
(LDV) and Depth Enhanced Video (DES).
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CLAIMS

1. A method of classifying formats for a 3D video enabled device,
comprising the steps of:

receiving (S2) a first image packed in a first image format;

unpacking (S4) the first image into at least one second image format,
thereby generating at least one second image, wherein the at least one second
image format is a 3D image format for a 3D video enabled device;

determining (S6) smoothness for the first image and for the at least one
second image; and

classifying (S8), from the determined smoothness, the first image
format to be one 3D image format as a result of the at least one second image
being smoother than the first image; or

classifying (S10), from the determined smoothness, the first image
format to be a 2D image format as a result of the first image being equally

smooth or smoother than the at least one second image.

2.  The method according to claim 1, wherein the at least one second image
format is from a group of at least one blending image format and at least one

non-blending image format.

3. The method according to claim 2, wherein in case the at least one
second image format is a blending format the second image format is from a
group of an interlaced image format and a checkerboard image format, and
wherein in case the at least one second image format is a non-blending
format the second image format is from a group of a top-bottom image

format and a side-by-side image format.

4. The method according to claim 1 or 2 or 3, wherein the step of
unpacking comprises unpacking the first image into an interlaced image
format, thereby generating a first second image and unpacking the first image
into a checkerboard image format, thereby generating a second second

image.
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5. The method according to claim 4, wherein the step of classifying
comprises classifying the first image format to be an interlaced image format
as a result of the first second image being smoother than the first image and

the second second image.

6. The method according to claim 4, wherein the step of classifying
comprises classifying the first image format to be a checkerboard image
format as a result of the second second image being smoother than the first

image and the first second image.

7. The method according to any one of the preceding claims, wherein the
smoothness for one image is determined from a pixel intensity variation

between neighbouring pixels in said one image.

8. The method according to claim 7, wherein the smoothness is

determined as

sm_value(i, j) = Z Z( pl, )—pl+k, j+D)*.

9. The method according to any one of the preceding claims, further
comprising:
determining, for at least a part of the first image, a ratio between

horizontal and vertical pixel intensity variations.

10. The method according to any one of the preceding claims, further
comprising:

determining, for at least a part of the first image, a ratio between two
horizontal pixel intensity variations, where the first horizontal pixel intensity
variation is chosen along a horizontal line expected to divide the first image

in a top part and a bottom part, respectively.

11. The method according to claim 9 or 10, further comprising:
classifying, as a result of the ratio being larger than a first pre-
determined threshold, said first image format to be a top-bottom image

format for the 3D video enabled device.
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12. The method according to any one of the preceding claims, further
comprising:
determining, for at least a part of the first image, a ratio between

vertical and horizontal pixel intensity variations.

13. The method according to any one of the preceding claims, further
comprising:

determining, for at least a part of the first image, a ratio between two
vertical pixel intensity variations, where the first vertical pixel intensity
variation is chosen along a vertical line expected to divide the first image in a

right part and a left part, respectively.

14. The method according to claim 12 or 13, further comprising:
classifying, as a result of the ratio being larger than a second pre-
determined threshold, said first image format to be a side-by-side image

format for the 3D video enabled device.

15. The method according to any one of claims 9 to 14, wherein the

horizontal pixel intensity variation is determined as
H 1 H H

ver _ pixel variation = Z |v2 @) —v, (l')| - E{Z |v1 @-v, (l')| + Z |v3 @ -v, (1)@ ; and
i=1 i=1 i=1

wherein the vertical pixel intensity variation is determined as

hor _ pixel _variation = Z [, ()~ ks ()| - %{Z () =B ()] + Z A ())=h, (J)@ :

—1

16. The method according to claim 11 and 14, further comprising:
classifying, as a result of the ratio between horizontal and vertical pixel
intensity variations being smaller than the first pre-determined threshold
and the ratio between vertical and horizontal pixel intensity variations being
smaller than the second pre-determined threshold, said first image format to

be a 2D image format.

17. The method according to any one of the preceding claims, further

comprising:
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unpacking the first image into at least one third image format, thereby
generating at least one third image, wherein the at least one third image

format is a non-blending format for the 3D video enabled device.

18. The method according to claim 14, wherein each one of the at least one
third image includes a respective image pair comprising a left view and a
right view, the method further comprising:
selecting a first area in a left view and selecting a second area in the
right view, the first area and the second area having the same dimensions;
determining a pixel difference between the first area and the second

area for at least one pixel shift between the first area and the second area.

19. The method according to claim 15, wherein the pixel difference for pixel
shift d is determined as
Yy

=0 x=0 x=d
global _diff, = Z[abs(z Pay — Z pryD .
h w

w+d

20. The method according to claim 14 or 15, further comprising

determining a minimum difference as the minimum of the determined
pixel difference over all shifts d;

determining a ratio between the minimum difference and the number of
pixels in the first area; and

classifying, as a result of the ratio being larger than a third pre-
determined threshold, the first image format to be the at least one third

image format.

21. A computer program (18) of classifying formats for 3D video enabled
devices, the computer program comprising computer program code which,
when run on a processing unit (4), causes the processing unit to

receive (S2) a first image packed in a first image format;

unpack (S4) the first image into at least one second image format,
thereby generating at least one second image, wherein the at least one second
image format is a 3D image format for a 3D video enabled device;

determine (S6) smoothness for the first image and for the at least one
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second image; and

classify (S8), from the determined smoothness, the first image format to
be one 3D image format as a result of the at least one second image being
smoother than the first image; or

classify (S10), from the determined smoothness, the first image format
to be a 2D image format as a result of the first image being equally smooth or

smoother than the at least one second image.

22. A computer program product (16) comprising a computer program (18)
according to claim 21 and a computer readable means (20) on which the

computer program is stored.

23. A device (2) for classifying formats for 3D video enabled devices,
comprising

an image receiver arranged to receive a first image packed in a first
image format;

an image unpacker arranged to unpack the first image into at least one
second image format, thereby generating at least one second image, wherein
the at least one second image format is a 3D image format for a 3D video
enabled device;

a smoothness determiner arranged to determine smoothness for the
first image and for the at least one second image; and

a classifier arranged to classify, from the determined smoothness, the
first image format to be one 3D image format as a result of the at least one
second image being smoother than the first image; or

to classify, from the determined smoothness, the first image format to
be a 2D image format as a result of the first image being equally smooth or

smoother than the at least one second image.
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